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Abstract

Quantum mechanics has developed during the course of the first thirty years
of the twentieth century by some of the greatest minds of that time, bring-
ing to fruition a transformation in the vision of things in the physical world.
However, for a long time there was not much emphasis on the physical ways in
which a quantum computing device could have been built. Richard Feynman
began to think about the possibility of creating a real Quantum Computer
(QC), trying to conceive a working machine based on the principles of quan-
tum physics. In his work of 1982, he demonstrated that no classic Turing
Machine could simulate certain physical phenomena without incurring in an
exponential slowdown of its performance, whereas a quantum machine could
have performed the simulation more efficiently. In 1985, David Deutsch of
the University of Oxford described the first quantum machine by formalizing
Feynman’s ideas. Afterward, David Deutsch and other American scientists
built models of QCs to study the differences between them and the classical
ones.

During the last three decades, classical telecommunications networks
have had an extraordinary development, and in recent years research is in-
creasingly focusing on the creation of networks consisting of heterogeneous
Quantum Devices (QDs). In particular, many researchers focused on the
study of terrestrial quantum communications over typical Optical Fibers
(OFs) links. However, this technology is affected by extremely high losses
that can be faced only through the deployment of several repeaters, which
in turn involve impractical costs for end-to-end (E2E) route management.
Quantum Satellite Networks (QSNs) can overcome the limitations of terres-
trial optical networks, such as remarkable signal attenuation over long dis-
tances and difficulty of intercontinental communications. The recent studies
on quantum satellite communications motivated our research towards a Low
Earth Orbit (LEO) quantum satellite backbone for interconnecting quantum
on Earth Servers in order to achieve an unprecedented computational capac-
ity. Specifically, this thesis proposes a near optimum E2E path evaluation
procedure allowing an efficient switching in order to maximize the entan-
glement generation rate. Indeed, this is one of the main issues that involve
the Data Link Layer and the Network Layer of the Quantum Internet (QI)
protocol stack, which is in its early standardization phase. In particular,
the architectures presented in this thesis consider the use of the Software-
Defined Networking (SDN) paradigm with the aim of minimizing the number
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of hops for E2E connection and maximizing network capacity. Therefore, the
thesis compares distributed and centralized approaches in order to achieve
a trade-off between performance and cost. Furthermore, the performance
of different constellations with flight plans based on existing constellations
is compared, spanning from LEO up to micro-satellites, to properly derive
some guidelines for designing an efficient backbone. Specifically, the focus is
on evaluating the impact of different path selection and satellite deployment
solutions on the E2E capacity to achieve a trade-off between performance
and cost.

In addition, the recent technological developments in terms of quantum
satellite communications and the application of SDN to the satellite case,
motivated our investigation on an ad hoc quantum satellite backbone design
based on the SDN paradigm with a Control Plane (CP) directly integrated
into the constellation itself. As a matter of fact, the aim is to outline some
guidelines by comparing several options. Specifically, the focus is to analyze
different architectural solutions making some considerations on their feasi-
bility, possible benefits, and costs. Finally, we performed some simulations
on the architectures we considered the most promising, concluding that the
integration of the CP in the constellation itself is the most appropriate so-
lution.

Moreover, this thesis considers the design of an ad hoc quantum satellite
backbone based on the SDN paradigm with a modular two-tier CP. The
first tier of the CP is embedded into a Master Control Station (MCS) on the
ground, which coordinates the entire constellation and performs the man-
agement of the CP integrated into the constellation itself. This second tier
is responsible for entanglement generation and management on the selected
path. In addition to defining the SDN architecture in all its components, we
present a possible protocol to generate entanglement on the E2E path. Fur-
thermore, we evaluate the performance of the developed protocol in terms of
the latency required to establish entanglement between two Ground Stations
(GSs) connected via the quantum satellite backbone.

Finally, this thesis also considers scenarios related to metropolitan quan-
tum networks that make use of drone technology, which are also widely
used in the 5G and 6G contexts. Specifically, swarms of drones are utilized
in a wide range of applications, considering that they can be deployed on-
demand and are very economically affordable. Therefore, they can also have
a significant role in the creation of future Quantum Networks (QNs). As a
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matter of fact, the use of drones allows deploying a non-terrestrial Quantum
Metropolitan Area Network (QMAN), overcoming OFs’ limits, due to the
large percentage of photons that scatter before reaching the receiver. How-
ever, since random fluctuations concerning drones’ positions and atmospheric
turbulence, the quality of the Free Space Optics (FSO) link can be affected
with a significant impact on performance. Considering that Quantum Drone
Networks (QDNs) require significant control, SDN technology can play a key
role in their provisioning. Specifically, an SDN Controller is responsible for
managing the global strategies for the distribution of E2E entangled pairs.
Therefore, this thesis provides an SDN-based architecture for supporting
high-performance Metropolitan Quantum Drone Networks (MQDNs) with a
specific protocol that allows creating entanglement between two GSs through
the swarm of drones. The proposed architecture can be employed for dis-
tributed quantum computing applications and entanglement-based Quantum
Key Distribution (QKD) services. Moreover, an objective function to opti-
mize the planning and operation of the swarm mission has been proposed.
Finally, this thesis provides a performance evaluation considering the most
relevant metrics, such as fidelity, entanglement rate, and the overhead of the
proposed protocol.
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Chapter 1

Introduction

This Chapter provides an overview of the history of quantum technologies,
starting from the origins of quantum mechanics to the realization of the
first devices. Furthermore, it provides an overview of the market and the
problems related to the realization of QDs. The problem formulation of this
thesis is also explained in this Chapter, which deals with the issues related
to the implementation of Non-Terrestrial QN architectures.

1.1 Hystory of Quantum Technologies

Quantum Mechanics has had a significant development during the early
years of the last century, moving from Quantum Theory to Quantum Me-
chanics, through the contributions of many distinguished scientists such as
Schrödinger, Heisenberg, Bohr, Dirac, Pauli, Plank, De Broglie, Einstein and
David Hilbert, many of them Nobel Prize winners. The natural field of appli-
cation of Quantum Mechanics is within Physics. Nevertheless, in the last 40
years (starting from the 1980s) it has exceptionally expanded into the area
of Information science and technologies. The main ideas come from the Pos-
tulates of Quantum Mechanics, which in the last 100 years have never been
disproved, and, after a substantial reformulation, envisage extremely inno-
vative applications, like the quantum computing, quantum coding, quantum
cryptography, and quantum communications. Many of these innovations,
which are consequences of the Postulates, have already had experimental
verification and are the subject of an intensive research activity. As a mat-
ter of fact, the Nobel Prize in Physics 2022 was awarded jointly to Alain
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Aspect, John F. Clauser and Anton Zeilinger for experiments with entan-
gled photons, establishing the violation of Bell inequalities and pioneering
quantum information science [29].

To understand the motivations that, in the early 1980s, led to studying
information in the context of QuantumMechanics, we can start from Moore’s
Law of electronic circuit technology. As we know, this law, stated by Gordon
Moore in 1965, asserts that the complexity of electronic microchips, at equal
size, doubles approximately every 18 months, and this prediction has been
substantially confirmed in the last 50 years. However, it assumes an indefinite
reduction in the size of components, down to the limit of atomic dimensions,
where quantum effects become predominant.
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Figure 1.1: Moore’s law [1].

At this point, a natural development is to try to reformulate Information
Theory in the framework of Quantum Mechanics. Information Theory based
on quantum principles extends and completes classical Information Theory.
Specifically, the Quantum Information Theory includes quantum generaliza-
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tions of classical concepts such as channels, sources, and codes, as well as two
complementary, quantifiable kinds of information, which are classical infor-
mation and quantum entanglement [30] [31]. Following this line of thought,
Benioff, Manin, and Feynman postulated the idea of a QC, for the simula-
tion of Quantum Systems. Subsequently, in 1985 David Deutsch proved that
a QC can naturally operate in parallel mode (quantum parallelism), in the
sense that it makes it possible to evaluate any function, for every value, in
a single step. With this parallelism, the theoretical superiority of the QC
with respect to the conventional one was demonstrated [32]. Meanwhile,
Charles Bennett and Gilles Brassard explored the possibility of secure in-
formation transmission based on the laws of Quantum Mechanics [2]. The
principle is related to quantum measurements derived from the Postulate
3 of Quantum Mechanics according to which, if the information is inter-
cepted, the receiver is automatically and securely alerted. This marks the
birth of Quantum Cryptography. On the other hand, in 1991 Arthur Eck-
ert proposes another form of secure transmission based on entanglement, a
phenomenon predicted by Postulate 4 of Quantum Mechanics. In any case,
Quantum Cryptography, as a QKD, is one of the most concrete applications
of Quantum Mechanics in the information area, and significant results have
already been achieved in this area. The most prominent quantum cryptog-
raphy technique is the QKD, which includes several protocols that can be
divided in Discrete-Variable QKD (DVQKD) protocols [33] and Continuous-
Variable QKD (CVQKD) protocols [34] [35]. Basically, the main distinction
between DVQKD and CVQKD protocols consists in the detection technique
that is employed [35]. The phenomenon of entanglement, typical of quan-
tum mechanics, and totally unforeseen by the classical theory, gave origin to
another research thread: superdense coding, according to which, by sending
a single bit of quantum information (qubit), two bits of classical information
can be transmitted [36] [37] [38]. This originated a very promising new field,
Quantum Coding, steadily growing, as witnessed by the numerous papers
published in various scientific journals in recent years. It should be noticed
that, in this context, Shannon’s Information Theory is being reviewed, giv-
ing way to Quantum Information Theory [39]. The superdense coding, a
quantum communication protocol to communicate a number of classical bits
of information by transmitting several qubits [36], was invented by Bennett
and Wiesner [40] and experimentally implemented by Mattle, as reported
in [41]. Bennett et al. [42] found another use of entanglement, quantum tele-
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portation, in which separate experiments sharing two halves of entangled
systems can make use of entanglement to transfer a quantum state from
one to another using only classical communications. Teleportation was later
experimentally realized using optical techniques and photon polarization.
Furthermore, it is important to remind the milestone achieved by Peter Shor
of AT&T in 1994, who demonstrated that a QC can decompose an integer
number into prime factors with polynomial complexity, whereas it is con-
jectured that the classic computer requires exponential complexity [43] [44].
This discovery was alarming, considering that the majority of current cryp-
tographic security systems are based on the exponential difficulty of prime
factor decomposition.
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Figure 1.2: History of Quantum Information [2].

Currently, the aim of the leading developers of QCs is to achieve Quantum
Supremacy . The Quantum Supremacy or quantum advantage is achieved
when a controlled quantum system is able to perform tasks with performance
that goes beyond an ordinary digital computer. Conceptually, Quantum
Supremacy involves both the engineering task of building a powerful QC
and the computational-complexity-theoretic task of finding a problem that
can be solved by that QC and has a superpolynomial speedup over the best
known or possible classical algorithm for that task [45] [46].

S1 =
Cost of the best classical algorithm known

Cost of a quantum algorithm
(1.1)
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The cost of an algorithm is the amount of resources it uses, such as the
number of arithmetic operations or elementary quantum operations.

S2 =
Classical complexity

Quantum complexity
(1.2)

The second criterion uses the concept of computational complexity, which
is the minimal cost of solving a problem [46].

Figure 1.3: Layout of IBM’s four superconducting quantum bit device (false-
colored). “IBM Four Qubit Sqaure Circuit (false-colored)” by IBM Research
https://www.flickr.com/photos/40748696@N07/17117194340 is licensed
under CC BY-ND 2.0. To view a copy of this license, visit https://creati
vecommons.org/licenses/by-nd/2.0.

https://www.flickr.com/photos/40748696@N07/17117194340
https://creativecommons.org/licenses/by-nd/2.0
https://creativecommons.org/licenses/by-nd/2.0
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Recently, the number of qubits that QCs are equipped with has increased
significantly, and the law governing this trend is Rose’s law, which is depicted
in Fig. 1.4. This law suggests quantum computing qubits should double every
two years and is close to or already moving faster than Moore’s Law [3] [47].

Figure 1.4: Rose’s law [3]. “Scaling Quantum Computing: 17 Years of Rose’s
Law ” by Steve Jurvetson https://www.flickr.com/photos/jurvetson/
50399541811 is licensed under CC BY 2.0. To view a copy of this license,
visit https://creativecommons.org/licenses/by/2.0.

1.2 Quantum Technologies Market

The alarming discoveries regarding the capabilities of QCs to decrypt cur-
rent systems confirm the importance of investing in ideas and resources on
Quantum Cryptography. Although the market is at an early stage of devel-
opment, there have been encouraging signs of growth through a wide range
of start-ups providing consultancy, software and devices of various kinds [4].

The United States has long been the world’s leader in attracting invest-
ments. As a matter of fact, in [48] is reported that the region also dominates
private quantum investment. However, the North American quantum indus-

https://www.flickr.com/photos/jurvetson/50399541811
https://www.flickr.com/photos/jurvetson/50399541811
https://creativecommons.org/licenses/by/2.0
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Figure 1.5: Examples of major investments on Quantum Computing research
programmes [4].

try is not restricted to Silicon Valley. Specifically, in Canada a whole ecosys-
tem has emerged to support quantum companies around academic hubs in
Waterloo and Toronto, which have benefited from public and philanthropic
investment, tax advantages and successful incubators. Nevertheless, more
than 43% of quantum-technology innovations patented between 2012 and
2017 came from Chinese firms and universities. On the other hand, Euro-
pean investors are typically more risk-averse and have smaller budgets, but
a e1-billion (US$1.1-billion) flagship, launched by the European Union in
2018, aims to ensure that the region’s strengths in basic research translate
to commercial success.

1.3 Technological Principles

Even though the phenomena underlying quantum mechanics had been known
for years and some applications were already known, it was only in recent
years that the engineering stage was reached and real devices were made.
Meanwhile, there has been a significant development of classic devices and
networks. Furthermore, the exponential growth in the number of devices and
the demand for new services require the development of new telecommuni-
cations networks [49] and specific devices. In particular, in order to satisfy
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the needs of all users of these services who are continuously increasing, Non-
Terrestrial Networks (NTNs), which include satellite networks and different
kinds of aerial platforms, provide the best solution, also considering that
they allow connecting areas of the planet that are underserved and where
it is difficult to deploy a terrestrial infrastructure, thus complementing, e.g.,
the future terrestrial fifth-generation (5G) and sixth generation (6G) net-
works [50] [51]. For instance, a constellation of satellites deployed in LEO
can be able to provide low-latency and high-bitrate [52], which are significant
requisites to enable the services offered by 5G and 6G networks [53]. There-
fore, the main objective is to combine non-terrestrial and terrestrial 5G/6G
links in order to ensure the right Quality of Service (QoS) to meet users’
requirements [54]. The classical roles of satellites to assure high-speed back-
haul connectivity for content distribution (video or HD/UHD TV) and to
provide anywhere global Internet of Things (IoT) connectivity, especially for
mission-critical and emergency situations are increasingly current. In fact,
many companies are planning emergency features on their future smart-
phones that will rely on satellite networks, allowing users to send messages
to first rescuers in areas without cellular coverage [55]. Furthermore, sev-
eral trends such as the increasing of demand, supply, and traffic are pushing
network providers and users to reassess traditional approaches to network ar-
chitectures. One of the most promising solutions is SDN, which is a paradigm
where a central software program, called Controller, determines the overall

Quantum
Computer

Switch

Communication Channel
(Quantum & Classical)

Quantum Repeater

Figure 1.6: Schematic diagram of a QN.
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network behavior. As a matter of fact, the Controller is a portable software
that can run on commodity servers and is capable of programming the for-
warding devices based on a centralized view of the network. In SDN, the
network devices that compose the Data Plane (DP) are simple packet for-
warding devices, while the CP is implemented in a centralized Controller [56]
or set of coordinated centralized Controllers.

Based on the previous considerations, it is plausible that the synergy
between classical and quantum technologies may be essential for the devel-
opment of future telecommunication networks beyond the 6G [57]. Naturally,
the readaptation of classic technologies is needed, but some of them such as
SDN technology are considered fundamental in QNs.

Differently from classical networks, QNs, are based on the quantum en-
tanglement [58] and quantum teleportation [59] phenomena [60] [61], and
the devices that compose the QN and are based on these phenomena can be
easily managed through the use of SDN technology.

In order to perform a quantum communication, two different channels
are used, a classical channel and a quantum channel [62] [63], with specific
purposes:

• Quantum channel: a link which can be used to generate an entangled
pair between two directly connected quantum repeaters.

• Classical channel: a link between any node in the network that is ca-
pable of carrying classical network traffic. This includes background
protocols such as path selection as well as signalling protocols to set
up E2E entanglement generation. Furthermore, it is used to commu-
nicate classical bits of information as part of entanglement swapping
and teleportation.

The channels are depicted in Fig. 1.7, which represents a typical satellite sce-
nario. Considering the difficulties encountered in the creation of robust and
efficient path selection and management protocols, the SDN technology has
been considered crucial. For this reason, it has already been used in the QKD
case, thus originating the so-called Quantum SDN (QSDN) [64] [65]. In par-
ticular, the CP is dedicated to the management of the devices that compose
the DP, which are able to create Bell pairs between each other. Then, in the
case of QSDN, the DP traffic is a flow of entangled particles sent through
the quantum channel, whereas the CP traffic is composed of both the clas-
sical information needed for the teleportation process and the background
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protocol traffic that is related to path selection and entanglement generation
management procedures [21] [14] [20]. As a matter of fact, obtaining the
entanglement between two remote devices is still very difficult considering
OF links [66]. Therefore, devices called Quantum Repeaters (QRs) are used
in order to extend the range of entanglement between two devices through
a specific protocol that requires several steps [67]. The protocol consists in
implementing recursively the entanglement swapping operation [21] [68] on
some devices in the path, i.e. in performing measurements of the Bell states
on selected nodes following a specific sequence [69], which could be prop-
erly managed by an SDN Controller. Specifically, the QRs divide the entire
communication channel into multiple segments, making it possible to create
pairs of entangled particles between adjacent nodes by transmitting photons
entangled with their Quantum Memory (QM) [70] [22]. In fact, if the trans-
mitted modes are entangled and light is absorbed by the set of atoms of
which the memory is composed, the quantum correlations can be mapped
on the collective superposition of the two final states of the atoms [71] [72].
Differently from classic repeaters, QRs can not clone quantum signals con-
sidering that their operating principle is based on uncertainty principle and
the no-cloning theorem [73], that are the physical laws making quantum
communications absolutely secure [74] [75] [76] [77].

However, considering the difficulties encountered in the conservation of
Bell states due to the interaction of particles with matter that induce de-
coherence, i.e., the loss of coupling in time, it is necessary to consider also
other communication media [78]. In fact, it is worth noticing that this ef-
fect is deleterious both in the case of quantum computation and quantum
communication, considering that it leads qubits to be entangled with the en-
vironment corrupting both processes [23]. Specifically, several parameters,
e.g., temperature or magnetic fields, constitute an uncontrollable source of
noise in the system, which affects the quality of the generated entangled
state [79]. Specifically, the quantum decoherence disregards the observer
and the measurement process, preceding it and simulating the collapse of
the wave function [80]. The collapse produces the transition from a coherent
state to an incoherent one, in which the off-diagonal terms of the density
matrix are zero; the decoherence instead causes a spontaneous transition
from a coherent state to a decoherent one, in which the off-diagonal terms
of the density matrix are asymptotically infinitesimal [81]. The channel and
decoherence issues are the motivations for taking into consideration the use
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Figure 1.7: Quantum communication between a GS and a Satellite. A quan-
tum channel and a classical channel are necessary.

of satellite and different aerial platforms such as drones [20] [21] [22] [82]. In
particular, the use of satellite technology is a promising solution considering
that allows to use the space vacuum as communication media as much as
possible since it has better characteristics [83] [84].

Specifically, a communication through a quantum satellite backbone can
be performed considering the use of two different links [85] [86]:
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• Satellite-to-Satellite links: in this case, two satellites, which are in Line
of Sight (LOS) can transmit entangled particles to each other.

• Ground-to-Satellite and Satellite-to-Ground links: the entangled par-
ticles are exchanged between a GSs and a satellite.

Despite the atmospheric link is very critical because it introduces diffrac-
tion losses, absorption, scattering, beam wander, beam spreading, and scin-
tillation effects, in fair weather conditions the entanglement can be pre-
served [87] and these effects are negligible on the Satellite-to-Satellite links.

Moreover, in order to reduce the impact of channel losses, several quan-
tum satellites with the function of QRs have to be deployed along the E2E
path [20] and the performance can be further improved with the use of FSO
technology [88] [89]. As a matter of fact, some models show that in good me-
teorological conditions, attenuation values even lower than those obtainable
with OFs can be obtained [90] [91] [92]. This results in a significant reduction
of losses, due to the scattering phenomenon and allows to reduce the num-
ber of required QRs. In fact, although the effects of the atmosphere cannot
be neglected the deployment of QRs in orbit allows to realize a quantum
communication covering significant distances [15]. Examples of atmospheric
models are Kruse’s model [90] and Kim’s model [91], which allow calculating
the specific optical attenuation according to the atmospheric visibility.

1.4 Proposed Architectures

As discussed in Section 1.3, the development of quantum satellite technology
could potentially allow the creation of a global quantum communication
network with the aim to connect any two points on the surface of Earth
with reduced propagation losses as compared with OFs. Many experiments
have already been conducted and consider the use of small-size and low-
cost satellites, i.e., CubeSats [21] [93], using the FSO technology [94]. The
availability of CubeSats and lower launch costs has led to rapid growth in
satellite constellation programs and could be crucial also in the deployment
of future QSNs [94]. These satellites are usually placed in LEO, allowing
them to mitigate the problem of distance, which is a significant issue in
quantum communications. However, the most important drawback is the
high speed of the satellites, which being in LEO, rotate around Earth very
quickly with speeds between 5 to 10 km/s [95] [96], making it difficult to
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achieve very accurate pointing during signal transmission. Furthermore, the
communication can only be performed during specific time windows due to
the limited flyover time of the satellites [97].

Therefore, this thesis explores the possibility of realizing QSNs by taking
advantage of the peculiarities offered by SDN technology that was initially
developed in the classical domain. Specifically, an architecture with the
SDN Controller deployed in a dedicated MCS is proposed. In particular,
the performance of some path selection algorithms is analyzed, making a
comparison between distributed and centralized solutions that are enabled
by SDN technology. Moreover, considering that an efficient path selection
algorithm is only part of the solution, the performance on various Medium
Earth Orbit (MEO) and LEO constellations are studied.

In addition, considering that the integration of the CP into the constel-
lation [98] itself has not yet been studied in the quantum case, the thesis
proposes many architectures with multiple SDN Controllers deployed into
the constellation. Furthermore, specific protocols with related performance
analyses have been developed. Several approaches have been proposed in
the literature for multi-Controller architectures that fall into two categories:
hierarchical approaches and fully distributed approaches. In hierarchical so-
lutions [99] [100], distributed Controllers operate on a partitioned network
view, while decisions that require network-wide knowledge are taken by a
logically centralized root Controller. In distributed approaches, Controllers
operate on their local view, or they may exchange synchronization messages
to enhance their knowledge. Distributed solutions are more suitable for sup-
porting adaptive SDN applications [101].

Satellites can enable to cover large distances and allow the creation of
global networks, however, in more limited contexts such as in metropolitan
areas, swarms of drones are envisioned as a significant component, especially
for the creation of new generation networks. As a matter of fact, the de-
ployment of multiple drones allows delivering cellular and Internet services
to remote regions or areas where a massive number of users are temporarily
gathered or where terrestrial infrastructure is unavailable or difficult to de-
ploy. Moreover, drones can be disposed above the desired area on-demand
in order to assist the communication at any given time and according to the
dynamic requirements [102].

As explained in [103], the Bell pairs, that are couples of maximally en-
tangled photons, meaning that they have the strongest correlations of all
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possible two-qubit states [79], can be generated onboard drones, that there-
fore act as QRs. However, besides the atmospheric phenomena, the quality
of the FSO link can be severely impacted by the change of drones’ position
and orientation due to their random fluctuations [104]. Specifically, pointing
errors and atmospheric turbulence contribute to increased losses [105]. These
effects are known as beam wandering and can significantly deteriorate the
communications performance [106]. Therefore, these losses depend on the
fraction of power that falls onto the photo-detector. The drones are equipped
with specific systems that could contribute to mitigating these effects [107],
however, especially in a quantum communication these losses cannot be com-
pletely ignored. Given all the previous considerations, the swarm of drones
can be taken into account to create efficient ad hoc MQDNs for specific crit-
ical missions. However, many of the studies conducted so far only consider
simplified scenarios consisting of a limited number of drones [108,109]. Con-
sidering that the SDN is a suitable technology for the management of mobile
QNs [20–23,64], this thesis explores an architecture based on SDN that can
be used to manage and control a MQDNs adapting it to possible quantum
applications. Specifically, in a MQDNs, the SDN Controller can set up the
E2E drones’ path by sending control messages on a specific classical control
channel [79]. Through the SDN technology, it is possible to further miti-
gate pointing errors by compensating the trim changes due to atmospheric
agents [110]. Moreover, the integration of the CP into the swarm allows the
reduction of the overhead considering that many operations can be executed
locally without sending specific messages through a channel.

The considered architectures could be used to implement the most sig-
nificant applications, which fall in the area of distributed quantum comput-
ing, which allows creating Quantum Cloud with an unprecedented compu-
tational capacity [111] [11] [112], and quantum cryptography, which makes
quantum communication extremely secure [113]. Some of the most signifi-
cant QKD protocols have been partly implemented on scenarios consisting of
drones [108], and studies on QKD have also been conducted in the satellite
field [114]. However, many of the QKD protocols applied so far do not in-
volve multiple drones, and only a few studies concern the implementation of
entanglement-based protocols such as E91 [115] [92]. Indeed, despite some
efforts have been dedicated to perform quantum communication through
couple of drones, it is still unclear how the E2E paths between two Ground
Stations (GSs) can be optimally configured.
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The proposed architecture provides also accurate mission planning and
control, allowing the reduction of the effects due to quantum decoherence [116].
Specifically, in a scenario consisting of drones, it is possible to adopt some
expedient to limit the phenomenon. As explained in [66], by positioning
the QRs equidistant, it is possible to mitigate the effect of decoherence,
and, therefore, the drones that compose the swarm must be positioned as
equidistant as possible. It is possible to plan the mission properly by opti-
mizing specific objective functions, and SDN technology can contribute to
controlling drones. Naturally, it is not feasible to arrange satellites follow-
ing this logic, but from some of the experiments conducted in this thesis, it
is possible to infer some design guidelines for the creation of future QSNs.
Therefore, in this case, it will be necessary to invest also in high-quality
hardware in order to compensate for the effects of the Ground-to-Satellite
and Satellite-to-Ground links and the difficulty in performing maintenance.

1.5 Applications

The defined architectures and the results obtained in this thesis are a con-
tribution towards the realization of the so-called QI, that compared to the
classic Internet, has as its most significant feature security [117].

Nevertheless, security is not the only benefit that can be obtained from
such a network. Some of the applications that can be identified are related
to distributed computing that can enable advanced Cloud systems. In par-
ticular, considering k remote QDs, which dedicate at least one qubit for the
teleportation, a virtual QD consisting of up to kn−k qubits is obtained. The
obtained computational capacity is extremely high and could allow the pro-
cessing of a huge amount of data in a very short time. The ultimate goal is to
interconnect clusters of QCs, i.e. different Quantum Data Centers (QDCs)
that operate in a coordinated manner, an objective that can be achieved
through the use of specific QSNs [118]. Some studies featured in this the-
sis also consider the use of SDN technology applied to QSNs and drones,
which can be used to achieve the goal of interconnecting QDCs distributed
on a global scale. This goal can be achieved with a Service-Oriented Archi-
tecture (SOA) [119], which is an approach that addresses the requirements
of loosely coupled, standards-based, and protocol-independent distributed
computing. In this kind of architectures, it is irrelevant whether services
are local or remote, the interconnect scheme or protocol to effect the in-
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vocation, or which infrastructure components are required to establish the
connection [120] [121]. The integration of satellites and drones into current
telecommunications networks following this paradigm is also one of the pre-
rogatives of 5G and 6G [122] [123]. In some experiments that are illustrated
in this thesis, the SDN technology has been used with the aim of managing
the satellite network and the operations necessary to establish entanglement
between two GSs [20] [21] [22]. Furthermore, a network of quantum satellites
could be deployed around Earth in order to improve the current positioning
systems considerably [12] [124]. As a matter of fact, the traditional Global
Navigation Satellites Systems (GNSS) present an error in the range of 10

to 15 m, which may be unacceptable for many applications [125] [126] [127]
as geodesy, gravitational wave observation, and synthetic aperture optical
astronomy [128] [129]. However, many of these errors are related to clock
synchronization and can be mitigated by the use of QSNs, allowing to achieve
an unprecedented level of accuracy [127] [12]. Moreover, the quantum en-
tanglement can be used in order to quadratically improve the sensitivity of
measurements [130], QSNs can also be used in order to perform some studies
in the field of quantum physics [12] [124]. These types of networks are also
useful for applications such as interferometry, which makes use of the princi-
ple of superposition to combine waves in a way that will cause the result of
their combination to have some meaningful property that is diagnostic of the
original state of the waves [131]. However, phase fluctuations and photon
loss introduced by the communication channel between the telescopes put a
limitation on the baseline lengths of the optical interferometers. This limita-
tion can be potentially avoided using quantum teleportation. In general, by
sharing EPR-pairs using QRs, the optical interferometers can communicate
photons over long distances, providing arbitrarily long baselines [132].

1.6 Thesis Contributions

This thesis brings together some studies conducted on quantum satellite
backbones and the applications that they can enable. In particular, the
issues explored in this thesis are the following:

• Basic concepts of quantum mechanics and technological principles.

• An in-depth analysis of state of the art and experiments conducted so
far in the field of QNs addressing the following fields and applications:
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– Quantum satellite networks.

– Quantum satellite repeaters and backbones coordinated by the
SDN technology.

– Quantum distributed computing and Cloud.

– Synchronization of atomic clocks and Quantum Positioning Sys-
tem (QPS).

– Quantum sensing and iterferometry.

– Quantum drone networks.

• System models and the experiments conducted in this thesis concerning
the following scenarios:

– Introduction to possible scenarios of satellite QNs with related
discussion.

– Analysis of path selection algorithms and constellations on scenar-
ios with a single SDN Controller on the ground and performance
evaluation.

– Analysis of several scenarios with multiple SDN Controllers inte-
grated in the constellation and performance evaluation.

– Drone networks with performance evaluation and comparison with
OFs.

• Conclusions and future developments.

1.7 Thesis Organization

This thesis is divided into two parts. Part I contains preliminary concepts
and describes possible applications. Specifically, Part I is composed of three
Chapters organized as follows: Chapter 1 first outlines the history of quan-
tum information starting from the discovery of physical principles to the
realization of the first devices. Furthermore, the Chapter includes a Section
on the market in which the countries that invest the most in research are
indicated. This Chapter also explains the main technical issues related to
QNs by providing some basic principles. Finally, this Chapter describes the
architectural principles, contributions of this thesis, and how it is organized.

Chapter 2 describes the physical and technological principles behind QNs
in depth. The Chapter starts by describing the quantum information unit



20 Introduction

and proceeds by describing the physical principles necessary for the real-
ization of QNs and the technological solutions based on them. Specifically,
the Chapter describes specific circuits for different purposes and explores
adoptable technological solutions for the realization of a QM.

Chapter 3 illustrates many possible applications and the state of the
art by referring to experiments conducted in various contexts. First of all,
some basic principles and protocols of quantum cryptography are described.
Specifically, the Chapter examines some feasibility studies of QKD in the
area of QSNs. Furthermore, some studies related to the implementation of
other specific applications are explored. In particular, the Chapter describes
studies related to Quantum Cloud, positioning systems, and sensing realized
through quantum technologies in synergy with SDN technology.

On the other hand, Part II describes the simulations and provides the
analysis of the results. Specifically, Part II is composed of four Chapters orga-
nized as follows: Chapter 4 describes QNs by considering both the hardware
elements required for their operation and the protocol stack. Although the
protocol stack has still to be defined, there are some papers in the literature
that attempt to define some guidelines for its realization. The Chapter also
provides some elements of satellite networks and discusses the possibility of
realizing QSNs based on SDN technology.

Chapter 5 describes the proposed architectures and experiments con-
ducted in this thesis with related results. Initially, an overview of possible
satellite constellations and functional solutions is provided. Moreover, this
thesis describes the experiments performed by applying some distributed
and centralized routing algorithms on a LEO satellite network and the ex-
periments conducted considering different constellations. The Chapter also
explores the proposed solutions that integrate the SDN Controller in the
constellation with its results.

Chapter 6 presents an architecture studied for metropolitan contexts.
This architecture is based on drones and integrates an SDN Controller into
the swarm itself. Furthermore, some typical performance of QNs is eval-
uated, and an objective function is introduced to optimize the number of
drones that compose the E2E path.

Finally, Chapter 7 summarizes the overall work presented in the previous
Chapters and reports the conclusions and future developments.



Chapter 2

Physical and Technological
Principles

This Chapter describes the physical and technological principles which are
the basis of QNs. Specifically, Section 2.1 describes the physical principles
necessary for the realization of QNs and the technological solutions start-
ing from the basics. Furthermore, Section 2.2 describes many technological
aspects from quantum gates to the realization of QMs.

2.1 Fundamentals of Quantum Information

This Section describes the most significant physical and technological aspects
necessary to understand the operating principle of quantum communications,
while the experiments that are described in the following Sections.

2.1.1 The Postulates of Quantum Mechanics

Quantum Mechanics is based on four assumptions which are called postu-
lates [133]. The entire universe is ruled by these postulates and only a few
effects constitutes an exception [134].

2.1.1.1 First Postulate

The actual state of any closed physical system can be described by means of
a so-called state vector v having complex coefficients and unit length in a

21
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Hilbert space V , i.e. a complex linear vector space (state space) equipped
with an inner product.

The state of the system can represented by means of a two-dimensional
vector an orthonormal basis vectors of an Hilbert space. The coordinates of
a quantum state vector are often referred as probability amplitudes because
they play the role of amplitudes in Schrödinger wave functions describing
the location of particles.

2.1.1.2 Second Postulate

The evolution of any closed physical system in time can be characterized by
means of unitary transforms depending only on the starting and finishing
time of the evolution.

The above definition describes the evolution between discrete time in-
stants, which is more suitable in the context of quantum computing. Its
original continuous-time form is known as the Schrödinger equation which
is reported in the following [135] [136]:

H |ψ〉 = i~
∂ |ψ〉
∂t

(2.1)

where ~ denotes the Planck’s constant and H
~ represents the so-called

Hamiltonian, a Hermitian operator characterizing the evolution of the sys-
tem. If the Hamiltonian of a system and the Planck’s constant ~ are known,
it is possible to understand it is possible to understand the dynamics of the
system completely, at least in principle [38] [137].

2.1.1.3 Third Postulate

Any quantum measurement can be described by means of a set of measure-
ment operators Mm, where m stands for the possible results of the measure-
ment.

If the state of the quantum system is |ψ〉 immediately before the mea-
surement then the probability that result m occurs is expressed as follows:

p(m) = 〈ψ|M†mMm|ψ〉 (2.2)
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After the operation of measurement, the state of the system is:

Mm |ψ〉√
〈ψ|M†mMm|ψ〉

(2.3)

Considering that classical probability theory requires that:

∑

n

p(m) =
∑

n

〈ψ|M†mMm|ψ〉 = 1 (2.4)

the measurement operators have to satisfy the completeness relation:

∑

n

M†mMm = I (2.5)

Considering that measurements are not reversible, they represent the
only exception under the unitarity constraint. A significant example of a
measurement is the measurement of a qubit in the Computational Basis
(CB).

2.1.1.4 Fourth Postulate

The state space of a composite physical system W can be determined using the
tensor product of the individual systems W = V ⊗ Y . Furthermore having
defined v ∈ V and y ∈ Y then the joint state of the composite system is
w = v ⊗ y [138].

2.1.2 Quantum Informative Unit

The elementary unit of measure used in classical computation and classical
information is the bit, which is represented alternately, with the digits 0 and
1. The basic state of a two-dimensional quantum system is the quantum bit
(qubit) [139]. Some of the possible states for a qubit are |0〉 and |1〉, which
form an orthogonal basis for this vector space, known as the computational
basis. The Computational Basis States (CBSs) correspond to the states 0
and 1 in which a classical bit can be found. The mathematical notation used
to define these quantum states is called Dirac notation or Dirac formalism
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and is the standard notation.

|0〉 =

[
1

0

]
(2.6)

|1〉 =

[
0

1

]
(2.7)

The main difference between a classical bit and a qubit is that it can be
in a state other than 0 or 1. In fact, it is possible to form linear combinations
of the possible states, called superpositions:

|ψ〉 = α |0〉+ β |1〉 (2.8)

All pure states can be represented on the Bloch’s Sphere (BS) depicted
in Fig. 2.1 as a superposition of both CBS, resulting in a wave-function like
the following:

|ψ〉 = α |0〉+ β |1〉 = α

[
1

0

]
+ β

[
0

1

]
=

[
α

β

]
(2.9)

The values α and β are complex numbers, hence the state of a qubit is a
vector in a two-dimensional complex vector space. Differently to the classical
case, in the quantum case is not possible to examine a qubit to determine
its quantum state, that is, the values of α and β. When a qubit is measured
we get either the result 0, with probability |α|2, or 1, with probability |β|2
since |α|2 + |β|2 = 1. Geometrically, we can interpret this as the condition
that the qubit’s state be normalized to length 1. Thus, in general a qubit’s
state is a unit vector in a two-dimensional complex vector space [38].

The complete wave function is:

|ψ〉 = eiγ(cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉) =

= eiγ(cos
θ

2
|0〉+ (cosφ+ i sinφ) sin

θ

2
|1〉)

(2.10)
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|ψ〉

X

Y

Z
|0〉

|1〉

θ

φ

Figure 2.1: A qubit is typically represented using the BS.

The factor eiγ can be ignored, considering that it has no observable ef-
fects. Therefore the wave function in 2.10 can be expressed as follows:

|ψ〉 = cos
θ

2
|0〉+ eiφ sin

θ

2
|1〉 (2.11)

Then, given a generic qubit on Hilbert space H2x1, the density operator
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is defined as [140] [141]:

ρ ≡ |ψ〉 〈ψ| =
[
α

β

] [
α∗ β∗

]
=

[
|α|2 αβ∗

βα∗ |β|2
]

(2.12)

The elements on the main diagonal of the Density Matrix (DM) represents
the probabilities or outcomes obtained as a consequence of the quantum
measurement process on qubits [117].

Furthermore, in order to represent the states |0〉 and |1〉, there are many
possible choices of basis states, like the following set:

|+〉 ≡
(
|0〉+ |1〉

)
√

2
(2.13)

|−〉 ≡
(
|0〉 − |1〉

)
√

2
(2.14)

The state can then be expressed as:

|ψ〉 = α |0〉+ β |1〉 = α
|+〉+ |−〉√

2
+ β
|+〉 − |−〉√

2
=

=
α+ β√

2
|+〉+

α− β√
2
|−〉

(2.15)

It is possible to use this base in the same manner as the CBS [38].

2.1.3 Entanglement

Entanglement describes the quantum physical fact that multi-particle sys-
tems of two or more particles can no longer be described as a combination
of independent one-particle states, but only as a common state, which in
principle must be described within a single wave function [142,143]. The en-
tangled connection does not depend on the position of the particles in space.
In fact, even if the entangled particles are separated by billions of miles, a
variation in one particle induces a change in the other. Actually, even though
quantum entanglement appears to transmit information instantaneously, it
doesn’t violate the classical speed of light [144].



2.1 Fundamentals of Quantum Information 27

The Bell states, also defined as Bell pairs, EPR states or EPR pairs, are
maximally entangled pure two-qubit states [145]. Maximal entanglement
means that Bell pairs have the strongest non-classical correlations of all
possible two qubit states [79].

|Φ+〉 =
|00〉+ |11〉√

2
(2.16)

|Φ−〉 =
|00〉 − |11〉√

2
(2.17)

|Ψ+〉 =
|01〉+ |10〉√

2
(2.18)

|Ψ−〉 =
|01〉 − |10〉√

2
(2.19)

These four pure states, which are maximally entangled, form an orthonor-
mal basis of the Hilbert space of the two qubits [146].

The Bell pairs are used in the teleportation process described in Sec-
tion 2.2.4. Moreover, in the analysis of QNs, one of the parameters that is
measured is the entanglement rate, which as explained in [20] is a special
kind of throughput. Basically, it is the number of transmitted entangled
states per second and is measured as EPR pairs per second [147] [148].

A typical entanglement generation system is depicted in Fig. 2.2. The
system represented in Fig. 2.2, is realized with boxes that use the electronic
spin associated with a single Nitrogen Vacancy (NV) defect centre in a dia-
mond chip.
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Entanglement

Single
Photon

Single Photon Detectors 

Optical
Excitation

H

Figure 2.2: Typical entanglement generation system.

A trigger produces entanglement between the communication qubits of
α and β (diamonds) and two qubits (photons) traveling over the channel to
the heralding station H, which measures the photons by observing clicks in
the left or right detector giving the heralding signal. Three results can be
obtained that also denote the kind of the generated Bell state:

• Failure if none or both click are detected.

• Success Ψ+ with a left click.

• Success Ψ− with a right click [149].

The NV center in diamond is a promising candidate to act as a node in
such QNs thanks to a combination of long spin coherence and spin-selective
optical transitions that allow for high-fidelity initialization and single-shot
readout. The diamond chips are mounted in closed-cycle cryostats with
T = 4 K in different locations. The electronic spin state of each NV centre
is controlled with microwave pulses applied to on-chip striplines [150] [151].

2.1.4 No-Cloning Theorem

The no-cloning theorem is a result of quantum mechanics, which forbids the
creation of identical copies of an arbitrary unknown quantum state [152].
Considering the properties of linearity of quantum mechanics, it is possible
to provide a simple demonstration. Suppose that a device can implement a
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linear transformation T in order to copy two orthogonal quantum states:

T |ψ〉 |ψ〉 = |ψ〉 |ψ〉 (2.20)

T |φ〉 |φ〉 = |φ〉 |φ〉 (2.21)

where |ψ〉 and |φ〉 are two orthogonal quantum states and |0〉 is the ready
state of the target system. It follows:

T (a |ψ〉+ b |φ〉) |0〉 = aT |ψ〉 |0〉+ bT |φ〉 |0〉
= a |ψ〉 |ψ〉+ b |φ〉 |φ〉

(2.22)

However, if the transformation T cloned arbitrary inputs, we would have:

T (a |ψ〉+ b |φ〉) |0〉 = (a |ψ〉+ b |φ〉)(a |ψ〉+ b |φ〉) =

= a2 |ψ〉 |ψ〉+ b2 |φ〉 |φ〉+ ab |ψ〉 |φ〉
+ ab |φ〉 |ψ〉

(2.23)

which differs from 2.22 unless a or b is zero [153] [154].
The no-cloning theorem is the fundamental principle on which quantum

cryptography is based, and there is no equivalent in the field of classic com-
munications. The no-cloning theorem forbids eavesdroppers from creating
copies of a transmitted quantum cryptographic key.

2.2 Technological Aspects

This Section provides some technological aspects regarding the realization
of QDs. Specifically, the single gates and more complex circuits required
to perform teleportation and superdense coding are analyzed. Finally, the
Section explains the working principle of QMs and related issues.
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2.2.1 Quantum Gates

The quantum gates can be represented by Pauli’s matrices and theHadamard
matrix. Each Pauli matrix specifies a half turn (180◦) rotation around a
particular axis of the BS up to a global phase [155] [156].

σ0 = I = |0〉 〈0|+ |1〉 〈1| =
[

1 0

0 1

]
(2.24)

σ1 = σx = |0〉 〈1|+ |1〉 〈0| =
[

0 1

1 0

]
(2.25)

σ2 = σy = i(|0〉 〈1| − |1〉 〈0|) =

[
0 −i
i 0

]
(2.26)

σ3 = σz = |0〉 〈0| − |1〉 〈1| =
[

1 0

0 −1

]
(2.27)

H =
1√
2

[(|0〉+ |1〉) 〈0|+ (|0〉 − |1〉) 〈1|] =
1√
2

[
1 1

1 −1

]
(2.28)

The Pauli matrices are involutory, meaning that the square of a Pauli
matrix is the identity matrix and, therefore, two translation gates in sequence
cancel [155].

I2 = X2 = Y 2 = Z2 = −iXY Z = I (2.29)

The logic gates that are associated with the previously defined matrices
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are defined as follows:

2.2.1.1 Pauli-X Gate

The Pauli-X gate is the quantum equivalent of the NOT gate for classical
computers with respect to the standard basis |0〉 , |1〉, which distinguishes
the z axis on the Bloch sphere. It is sometimes called a bit-flip.

|0〉 → |1〉 (2.30)

|1〉 → |0〉 (2.31)

X

Figure 2.3: Representation of an X gate.

2.2.1.2 Pauli-Y Gate

The Pauli-Y gate is a single-qubit rotation through π radians around the
y-axis.

|0〉 → i |1〉 (2.32)

|1〉 → −i |0〉 (2.33)

Y

Figure 2.4: Representation of an Y gate.
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2.2.1.3 Pauli-Z Gate

Pauli Z leaves the basis state |0〉 unchanged and maps |1〉 to − |1〉. Due to
this nature, Pauli Z is sometimes called phase-flip.

|0〉 → |0〉 (2.34)

|1〉 → − |1〉 (2.35)

Z

Figure 2.5: Representation of a Z gate.

2.2.1.4 Hadamard Gate

The Hadamard gate performs a rotation of π about the axis (x̂ + ẑ)/
√

2 at
the Bloch sphere.

H

Figure 2.6: Representation of an Hadamard gate.

It creates an equal superposition state if given a computational basis
state:

|0〉 → |0〉+ |1〉√
2

= |+〉 (2.36)

|1〉 → |0〉 − |1〉√
2

= |−〉 (2.37)
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2.2.1.5 Controlled NOT Gate

A multi-qubit quantum logic gate is the Controlled NOT (CNOT) gate,
which has two input qubits, known as the control qubit and the target qubit,
respectively. The circuit is represented in Fig. 2.8. The top line represents
the control qubit, while the bottom line represents the target. qubit. The
action of the gate can be described as follows. If the control qubit is set to
0, then the target qubit is left alone. If the control qubit is set to 1, then the
target qubit is flipped [157]. These operations are described in Table 2.1.

C

A

C

A+C

Figure 2.7: Representation of a CNOT gate.

Input Output
C A C A+C
|0〉 |0〉 |0〉 |0〉
|0〉 |1〉 |0〉 |1〉
|1〉 |0〉 |1〉 |1〉
|1〉 |1〉 |1〉 |0〉

Table 2.1: Truth table of a CNOT gate.

Another way of describing the is as a generalization of the classical gate,
since the action of the gate can be summarized as |A,C〉 → |A,B ⊕A〉,
where the symbol ⊕ is addition modulo two, which is exactly what the XOR
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gate does. Therefore, the control qubit and the target qubit are XORed and
stored in the target qubit [158] [38].

2.2.2 Swap Circuit

The SWAP circuit is particularly important for practical reasons: in the
current generation of quantum computing hardware, 2-qubit gates can only
be applied among certain pairs of qubits. For example, when employing
one of the most prevalent quantum hardware technologies, 2-qubit gates can
only be applied to qubits that are physically adjacent on a chip. Thanks
to the SWAP, as long as the connectivity graph of the qubits on the device
is a connected graph, 2-qubit gates can be applied to any pair of qubits: if
the qubits are not directly connected on the graph (e.g., physically located
next to each other on the chip), we just need to SWAP one of them as many
times as is necessary to bring it to a location adjacent to the other qubit.
This way, we can assume that each qubit can interact with all other qubits
from a theoretical point of view, even if from a practical perspective this
may require extra SWAP gates.

Specifically, if two qubits are in a product state |Ψ〉 ⊗ |Φ〉 the operation
of a swap circuit performs the following operation [159] [160]:

SWAP (|Ψ〉 ⊗ |Φ〉) = |Φ〉 ⊗ |Ψ〉 (2.38)

|ψ〉 • • |φ〉
|φ〉 • |ψ〉

Figure 2.8: A circuit that swaps two qubits in a Quantum Computer.

2.2.3 Multipartite Entangled States

The type of entanglement described in Section 2.1.3, is referred to as bipar-
tite entanglement, which has been extensively studied in literature and is
described through the Bell states or EPR pairs. These states are, among the
two-qubit states, the maximally entangled ones, namely, the states providing
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the maximum amount of nonclassical correlation. When it comes to larger
systems, the classification of the entangled states becomes broader. In the
following the focus is on multipartite entangled states that may be of interest
from a communication engineering perspective. Specifically, the multipartite
systems, composed by 3 qubits and namely tripartite systems are discussed.
Two kinds of tripartite entanglement are represented by the |GHZ〉 and the
|W 〉 states. These states are used in quantum communications [161] [162]
and quantum computations [163] [164].

2.2.3.1 Greenberger-Horne-Zeilinger State

As defined in [165] [166], a Greenberger-Horne-Zeilinger (GHZ) state is a cer-
tain type of entangled quantum state that involves at least three subsystems.
Specifically, for 3 qubits the GHZ state can be defined as:

|GHZ〉 =
|000〉+ |111〉√

2
(2.39)

The generalized GHZ state is an entangled quantum state of M > 2
subsystems and is expressed as follows:

|GHZ〉 =
1√
d

d−1∑

i=0

|i〉⊗· · ·⊗|i〉 =
1√
d

(|0〉⊗· · ·⊗|0〉+· · ·+|d− 1〉⊗· · ·⊗|d− 1〉

(2.40)

|0〉 H • •

|0〉 H • H
|000〉+|111〉√

2

|0〉 H • H





Figure 2.9: A quantum circuit that produces a GHZ state.
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2.2.3.2 W State

The W state is an entangled quantum state of three qubits which has the
following shape [167] [166]:

|W 〉 =
1√
3

(|001〉+ |010〉+ |100〉) (2.41)

As explained in [166], the configuration of a W state can be generalized
for n qubits:

|W 〉 =
1√
n

(|100...0〉+ |010...0〉+ ...+ |00...01〉 (2.42)

|0〉 R • • X

|0〉 H • 1√
3
(|001〉 + |010〉 + |100〉)

|0〉





Figure 2.10: A quantum circuit that produces a W state.

2.2.3.3 Advantages and Disadvantages

Considering the persistency property, which denotes the minimum number
of qubits that need to be measured to guarantee that the resulting state is
separable [168] [169], W states significantly outperform GHZ states. Specifi-
cally, if an accidental measurement occurs on one of the qubits of a 3-qubit W
state, it collapses in an unentangled state with probability equal to 1

3 , while
preserving maximal entanglement with probability equal to 2

3 . Conversely,
any accidental measurement completely erases any entanglement within a
GHZ state, which collapses into a fully separable state. This behavior of
W and GHZ states with reference to the persistence property can be gener-
alized to n-qubit states. In particular, a n-qubit W state collapses into an
unentangled state with a probability linearly decreasing with n and equal to
1
n . The persistency property of W states makes them robust against losses
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or accidental measurement of a qubit, whereas GHZ states are a reliable
resource for generating EPR pairs [169].

Furthermore, as explained in [170], these states may have several practical
applications, e.g., in quantum communication or quantum metrology, as they
offer an increased stability against noise and decoherence without the need
for active error correction.

2.2.4 Teleportation

Quantum teleportation is a technique for moving quantum states linking the
quantum state of the sender to the receiver’ one [171]. The first experimental
demonstrations of quantum teleportation were performed with photons in
Rome and Vienna in 1997 [172] [173]; in particular, the Vienna experiment
was conducted by the group of Anton Zeilinger, who won the Nobel Prize in
2022 together with Alain Aspect and John Clauser [29].

In order to perform teleportation, an entangled pair needs to be dis-
tributed between the source and destination [60]. The source then entangles
the qubit it intends to transmit, which state is indicated with |ψ〉 in Fig. 2.11,
with its end of the pair and performs a Bell State Measurement (BSM). This
consumes the Bell pair’s entanglement, turning the source and destination
qubits into independent states. The measurements yields two classical bits
which the source sends to the destination over a classical channel. Based
on the value of the received two classical bits, the destination performs one
of four possible Pauli corrections on its end of the pair, which turns it into
the unknown qubit state that we wanted to transmit. This requirement to
communicate the measurement read out over a classical channel means that
entanglement cannot be used to transmit information faster than the speed
of light [79]. The following part analyses the phases of the teleportation
process in more detail considering the circuit depicted in Fig. 2.11.

The state to be teleported is |ψ〉 = α |0〉 + β |1〉, where α and β are
unknown amplitudes, while the input state of the circuit is:

|ψ0〉 = |ψ〉 |Φ+〉 =

=
1√
2

[
α |0〉 (|00〉+ |11〉) + β |1〉 (|00〉+ |11〉)

] (2.43)

The first two qubits, which are identified as Q1 and Q2 in the scheme
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Q1 |ψ〉 • H •

Q2 |0〉

Q3 |0〉 X Z |ψ〉

|ψ0〉 |ψ1〉 |ψ2〉 |ψ3〉 |ψ4〉
Figure 2.11: Quantum teleportation circuit.

represented in Fig. 2.11, are present in each term of the equation. Both the
qubits are part of the first system, while Q3 is held by the second system.
The Q1 and Q2 qubits are sent through the CNOT port [174] [158] [175]
obtaining:

|ψ1〉 =
1√
2

[
α |0〉 (|00〉+ |11〉) + β |1〉 (|10〉+ |01〉)

]
(2.44)

The Q1 qubit is then sent through the Hadamard gate [174] [175], which
maps the basis state |0〉 to (|0〉+ |1〉)/

√
2, and the state |1〉 to (|0〉− |1〉)/

√
2

obtaining [139]:

|ψ2〉 =
1

2
[α(|0〉+ |1〉)(|00〉+ |11〉)+

+ β(|0〉 − |1〉)(|10〉+ |01〉)]
(2.45)

The equation can be rewritten as follows:

|ψ2〉 =
1

2
[|00〉 (α |0〉+ β |1〉) + |01〉 (α |1〉+ β |0〉)+

+ |10〉 (α |0〉 − β |1〉) + |11〉 (α |1〉 − β |0〉)]
(2.46)

Depending on the outcomes of the measurements made on qubits Q1 and
Q2, the Q3 qubit results in one of the following possible states:

|ψ3〉 =
[
α |0〉+ β |1〉

]
(2.47)
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|ψ3〉 =
[
α |1〉+ β |0〉

]
(2.48)

|ψ3〉 =
[
α |0〉 − β |1〉

]
(2.49)

|ψ3〉 =
[
α |1〉 − β |0〉

]
(2.50)

The measurement outcome is sent through the classical channel to the
other system, which applies the appropriate quantum gates on his qubit in
order to recover the state |ψ〉.

Considering that the measurement at the source destroys the entangled
pair if another qubit needs to be teleported, it is necessary to distribute a
new Bell pair between the source and the destination [176].

2.2.5 Superdense Coding

The superdense coding is a quantum communication protocol to communi-
cate a number of classical bits of information by transmitting several qubits,

H

Z

H

Prepare and Share
a Bell Pair

Receiver Decodes Bits

Sender Encodes Bits
b0

b0

b1

b1

Send 
0

0

Figure 2.12: When the sender and receiver share a Bell state, two classical
bits can be packed into one qubit. The lines carry qubits, while the doubled
lines carry classic bits. The variables b0 and b1 are classic boolean, while
|0〉 represents a pure quantum state.
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under the assumption of sender and receiver pre-sharing an entangled re-
source [37] [38]. The superdense coding circuit is depicted in Fig. 2.12.

As can be seen from Fig. 2.12, the protocol consists of the following 5
steps:

• Preparation

• Sharing

• Encoding

• Sending

• Decoding

The protocol starts with the preparation of an entangled state (one ebit
in one of the four Bell states), which is later shared between Alice and Bob.
Suppose the following Bell state:

|Φ+〉 =
1√
2

(|0〉A ⊗ |0〉B + |1〉A ⊗ |1〉B) =
1√
2

(|0A0B〉+ |1A1B〉) (2.51)

After the preparation of the Bell state |Φ+〉, there is the sharing phase.
Specifically, the qubit denoted by subscript A is sent to Alice and the qubit
denoted by subscript B is sent to Bob.

During the encoding phase, Alice applies one of four unitary operations
{I,X,Z,XZ} to her share of the above state. The state becomes one of the
following four Bell states (up to a global phase), depending on the message
that Alice chooses:

|Φ+〉AB |Φ−〉AB |Ψ+〉AB |Ψ−〉AB (2.52)

In the sending phase, Alice transmits her qubit to Bob using a QN
through some conventional physical medium.

Finally, there is the last phase of the protocol, which is decoding. Bob
performs a Bell measurement (a measurement in the basis |Φ+〉AB , |Φ−〉AB ,
|Ψ+〉AB , |Ψ−〉AB) to distinguish the four states perfectly he can distinguish
the states because they are all orthogonal to each other. In other words, Bob
will perform the CNOT unitary operation, with A as control qubit and B
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as target qubit. Furthermore, the Hadamard quantum gate is only applied
to A. Thus, Alice can transmit two classical bits (corresponding to the four
messages) if she shares a noiseless ebit with Bob and uses a noiseless qubit
channel [36].

2.2.6 Trace Distance

The trace distance is a metric on the space of density matrices, which gives
a measure of the distinguishability between two states. The trace distance
between two quantum states ρ and σ is defined as:

D(ρ, σ) ≡ 1

2
Tr |ρ− σ| (2.53)

It is a number between 0 and 1:

0 ≤ D(ρ, σ) ≤ 1 (2.54)

Furthermore, the trace distance is an optimal bias that can be used to
correctly determining which of the two states was prepared [177] [38] [178].

2.2.7 Fidelity

The quality of the teleportation is characterized by the quantum fidelity:

F (|ψ〉 , ρ) = Tr
√
〈ψ|ρ|ψ〉 |ψ〉 〈ψ| =

√
〈ψ|ρ|ψ〉 (2.55)

The fidelity is a number between 0 and 1 [179]:

0 ≤ F (|ψ〉 , ρ) ≤ 1 (2.56)

Fidelity is equal to 0 if and only if |ψ〉 and ρ have orthogonal support,
and it is equal to 1 if and only if |ψ〉 = ρ. When |ψ〉 and ρ are supported on
orthogonal subspaces they are perfectly distinguishable, hence, in this case
the fidelity is minimized [38] [180] [146].

Basically, the fidelity describes how close two quantum states are. In par-
ticular, it can be used to characterize drastic changes in quantum states when
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systems are affected by Quantum Phase Transitions (QPTs) [181]. If values
below 0.5 are obtained, it means that the created state is distant from the
one intended to be created and is therefore not useful for computation [79].

Fidelity is strictly related to trace distance through the following inequal-
ity:

1−
√
F (|ψ〉 , ρ) ≤ D(|ψ〉 , ρ) ≤ 1 +

√
F (|ψ〉 , ρ) (2.57)

Moreover, if we consider pure states the trace distance is equal to the
upper bound:

D(|ψ〉 , ρ) = 1 +
√
F (|ψ〉 , ρ) (2.58)

2.2.8 Decoherence

The interaction of an open quantum system with its surroundings creates
correlations between the states of the system and of the environment. The
environment carries information on the open system in the form of these
correlations. For certain system-environment interactions the environment
behaves similarly to a quantum probe performing a kind of indirect mea-
surement on the open system: after tracing over the environmental degrees
of freedom a certain set of states of the open system’s Hilbert space ex-
hibits strong stability properties, while superpositions of these states are
destroyed over time, often very rapidly or even nearly instantaneously. This
environment-induced, dynamical destruction of quantum coherence is called
decoherence [84] [7]. It leads to a dynamical selection of a distinguished set
of pure states of the open system and counteracts the superposition prin-
ciple in the Hilbert space of the open system. The theory of decoherence
allows a number of interesting physical applications, ranging from fundamen-
tal questions of quantum mechanics to technological applications in quantum
information processing [182].

A quantum state vector |ψi〉 encapsulates maximum knowledge about
the state of a physical system. We can also define the density operator ρ

corresponding to such a pure state |ψ〉 as:

ρ ≡ |ψ〉 〈ψ| (2.59)
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If we express |ψ〉 as a superposition of basis states |ψi〉:

|ψ〉 =
∑

i

ci |ψi〉 (2.60)

the corresponding DM written in this basis |ψi〉 can be expressed as
follows:

ρ = |ψ〉 〈ψ| =
∑

ij

cic
∗
i |ψi〉 〈ψj | (2.61)

Figure 2.13: The iconic textbook example of a Wigner function, which can
be used to study the decoherence phenomena measuring its purity. The
oscillations between the two states indicate the quantum coherence between
them [5] [6].“The iconic textbook example of a Wigner function” by Rundle,
R. P. et al. https://journals.aps.org/pra/pdf/10.1103/PhysRevA.96
.022117 is licensed under CC BY 3.0. To view a copy of this license, visit
https://creativecommons.org/licenses/by/3.0

The terms i 6= j on the right-hand side of this equation embody the quan-
tum coherence between the different components |ψi〉. Accordingly, they are
usually referred to as interference terms, or off-diagonal terms [183]. Deco-
herence diminishes the off-diagonal elements of the DM so that with time it
tends to become a diagonal matrix. Such a DM cannot be obtained from a
pure quantum state but rather resembles a classical mixture of two quantum
states of the particle. The quantum decoherence disregards the observer and
the measurement process, preceding it and simulating the collapse of the
wave function [80]. In particular, the collapse produces the transition from

https://journals.aps.org/pra/pdf/10.1103/PhysRevA.96.022117
https://journals.aps.org/pra/pdf/10.1103/PhysRevA.96.022117
https://creativecommons.org/licenses/by/3.0
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a coherent state to an incoherent one, in which the off-diagonal terms of
the DM are zero; the decoherence instead causes a spontaneous transition
from a coherent state to a decoherent one, in which the off-diagonal terms
of the DM are asymptotically infinitesimal [81]. Due to the large number
of such particles (and, hence, degrees of freedom), the overlap between their
different joint states will rapidly decrease as a result of the buildup of many
interaction events. Therefore, the exponential decay of coherence is governed
by an average lifetime defined as decoherence time τd characteristic for that
specific system [116] [7]:

∝ e
− t
τd (2.62)

Coherence

Coherence

Coherence

Coherence

Classical case Quantum case

Figure 2.14: The different influence of the environment on the system in the
classical and quantum cases, illustrated for the case of a macroscopic body
that interacts with light incident from all directions. In the classical case,
which is represented on the left, light scattering off the body will not change
the motion of the body, even though the environment interacts strongly with
the system. On the contrary, in the quantum case, the interaction leads to
an entangled object-photon state [7].

The entanglement is the most valuable resource for transmitting quan-
tum information, but it is also a perishable resource. Indeed, due to the
inevitable interactions with the external environment, there exists a loss of
the entanglement between the entangled entities as time passes. Hence, a
quantum routing metric must explicitly account for the quantum decoher-
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ence [66]. Furthermore, as explained in [184], considering that decoherence
can be due to different causes, it is system-specific, and the time decay can
proceed also considering the change of several parameters, e.g., material and
isotope composition, temperature, magnetic fields, confinement geometry,
and gate potentials.

The interactions with the environment degrade the peculiar quantum
property of the system (e.g. superposition and entanglement) resulting in en-
ergy dissipation and decoherence. Therefore, there are two main mechanisms
that are necessary to consider in order to have a more realistic picture of qubit
dynamics. These mechanisms are relaxation and dephasing [185] [186] [187],
which are represented in Fig. 2.15 and are described as follows.

XY

Z

Relaxation

XY

Z

Dephasing

Figure 2.15: Representation of the Relaxation and Dephasing processes of a
qubit.

The decay of the diagonal part of the DM in the eigenstate basis |0〉,|1〉
involves the |0〉 → |1〉 qubit transitions, with the energy transferred to the en-
vironment. This event restores the qubit to its ground state, and it happens
at a random time [188]. Specifically, this phenomena changes the latitudinal
component of the Bloch vector as depicted in Fig.2.15. The time scale that
qubit spontaneously relaxes its energy is called the relaxation time and is
indicated by T1 [187].

The dephasing phenomena thus involves longitudinal fluctuations [186] [188].
The variation of the longitudinal component of the Bloch sphere is depicted
in Fig.2.15. The time scale that the qubit loses its coherence is usually called
the dephasing time and is indicated by T2 [187].
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Both relaxation and dephasing phenomena can be taken into account
with the DM [38]:

ρ(t) =

[
cos2 θ(1− e− t

T1 ) sin θ cos θeiφe−
t
T2

sin θ cos θe−iφe−
t
T2 sin2 θe−

t
T1

]
(2.63)

The matrix that we obtain after decoherence no longer corresponds to a
wave function. Every wave function gives a DM, but not every DM gives a
wave function. The matrix that we have after decoherence describes classi-
cal probabilities. The quantum behavior tends to vanish very quickly with
all the interactions that every particle constantly has, whether or not they
are measured. The DM describes only one single particle. Once they are
measured, it is with probability 1 either in one state or in the other. But
this would correspond to a DM which has one diagonal entry that is 1 and
all other entries 0.

2.2.9 Quantum Memories and Related Components

In quantum telecommunications equipment, it is necessary to make a distinc-
tion between matter and flying qubits. They are identified as matter qubits,
the qubits used for information processing/storing, i.e., those that compose
the quantum memories, while flying qubits are the qubits that pass through
the quantum communication channel. The QM is an important component
of quantum information processing applications such as QN, QR, linear op-
tical quantum computation or long-distance quantum communication [189].
Some of the main technologies used for the realization of the quantum gates
that compose quantum memories are the following:

• Ion traps

• Superconducting qubits

• Quantum dots [190]

• Solid-State Spin

• Topological
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2.2.9.1 Ion Traps

An ion trap is a combination of electric or magnetic fields used to capture
charged particles in a system isolated from an external environment [191] [192].
The two most common types of ion trap are the Penning trap [193], which
forms a potential via a combination of electric and magnetic fields, and the
Paul trap which forms a potential via a combination of static and oscillating
electric fields [194].

+ ++

-

-

Electric
Field
Lines

Electric
Field
Lines

Figure 2.16: Electric and magnetic field configurations of the Penning trap.
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2.2.9.2 Superconducting Qubits

Superconducting qubits consist of simple circuits that can be described as
the parallel combination of a Josephson tunnel element with inductance LJ ,
a capacitance C, and an inductance L [195]. Fig. 2.17 represents a Josephson
junction, while Fig.2.18 represents a Superconducting qubit circuit.

Superconductor Insulator Superconductor

A
Figure 2.17: Schematic representation of a Josephson junction.

C Lj L

Figure 2.18: Superconducting qubit circuit realized with a Josephson junc-
tion.

2.2.9.3 Quantum Dots

Quantum dots are semiconductor particles a few nanometres in size, hav-
ing optical and electronic properties that differ from larger particles due to
quantum mechanics. Quantum dots are sometimes referred to as artificial
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atoms [196] [197]. These devices are significant for applications in quantum
information processing given their characteristics, such as the fast operation
rates and the possibility of on-chip integration [198] [199].

2.2.9.4 Solid-State Spin

The Solid-State Spin qubits are nuclear or electron spin of donor atoms in a
semiconductor or NV centers in diamond. The Solid-State Spin qubits are
intrinsically compatible with industrial semiconductor processing. However,
nuclear spins are more difficult to manipulate than electron spins and are
often considered too slow for quantum information processing [200] [201].

2.2.9.5 Topological

These types of memories have been proposed by the physicist Alexei Ki-
taev [202]. This technology is based on the existence of topological states
of matter whose quasiparticle excitations are neither bosons nor fermions,
but are particles known as non-Abelian anyons, meaning that they obey
non-Abelian braiding statistics. Quantum information is stored in states
with multiple quasiparticles, which have a topological degeneracy. The uni-
tary gate operations that are necessary for quantum computation are per-
formed by braiding quasiparticles and then measuring the multiquasiparticle
states [203] [204].

2.2.9.6 Quantum Computing Systems

A Quantum Computing System (QCS) can be envisioned within a layered
structure as shown in Fig. 2.19. Specifically, it consists of a physical and
logical layer. The physical layer provides the error correction and consists of
a physical quantum processor that has both input and output lines that are
controlled by the Quantum Error Correction (QEC) processor. The QEC
processor is in turn controlled by the logical layer, where the encoded qubits
are defined and the logical operations are performed for the specific quantum
algorithm [8].

Several possible applications that a quantum computer like the one rep-
resented in Fig. 2.19 can run include the possibility to perform quantum
algorithms such as Shor’s factoring, Grover’s search, or digital quantum
simulations of real world chemical molecules and dynamics [8], banking and
financial applications, and advanced manufacturing [205].
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Physical Quantum Processor

Controls Readout

Quantum Error Correction

Logical Quantum Processor

Controls Readout

Quantum Algorithms

Physical
Layer 

Logical
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Figure 2.19: A systems view of a quantum information processor. It consists
of a physical and logical layer [8].

2.2.9.7 Cooling Systems

The cooling system is a step towards meeting the practical challenges of
operating large-scale QCs with many qubits and many cryogenic cooling
solutions have been adopted. However, these specific cooling systems are
not only necessary for QCs. As a matter of fact, considering that QMs are
key ingredients for the realization of QRs [206] [207] [71], these devices also
need a cooling system [208] [209]. Specifically, these apparatuses consist of
either an open bath or an open continuous-flow cryostat that use 4 K liquid
helium or 77 K liquid nitrogen as coolant [210].

As depicted in Fig.2.21, the physical qubit processor is located at the
bottom plate of a dilution refrigerator at a temperature of 15 mk.
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Figure 2.20: A detail of a dilution refrigerator. Gold-colored coaxial cables
are used to send input and output signals from inside the cooler. “Inside an
IBM Dilution Refrigerator” by IBM Research https://www.flickr.com/p
hotos/ibm_research_zurich/26093909563 is licensed under CC BY-ND
2.0. To view a copy of this license, visit https://creativecommons.org/
licenses/by-nd/2.0.

Microwave pulses are generated at room temperature using synthesiz-
ers, arbitrary waveform generators, and mixers to control the system in
such a way as to realize specific qubit rotations and controlled operations.
These pulses are filtered and attenuated to assure negligible noise at the
qubit. High-fidelity readout of the qubit state requires quantum-limited and
other cryogenic amplification to overcome thermal noise for digitization and
weighted homodyne measurement. The QEC processor sits above and or-
chestrates the physical control and readout functions, to perform the error
correction protocol [8].

In Fig. 2.22 are depicted the necessary apparatuses that enable a QD
to operate. Specifically, the scheme also illustrates the electrical connections

https://www.flickr.com/photos/ibm_research_zurich/26093909563
https://www.flickr.com/photos/ibm_research_zurich/26093909563
https://creativecommons.org/licenses/by-nd/2.0
https://creativecommons.org/licenses/by-nd/2.0
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Physical Quantum Processor

Controls Readout

Quantum Error Correction

Dilution Refrigerator

15 mK

4 K

Figure 2.21: Diagram representing the operating principle of a dilution re-
frigerator.

and the cooling system, which includes the pumps to flow the coolant. What
might be inferred from looking at Fig. 2.22 is that these devices require high
power consumption. As explained in [211], quantum computation requires
less energy consumption compared to traditional computation. However,
as QCs increase in size, the total energy used by a QDC, including the
cooling, can become significant. The cooling requirements of QCs, which
operate at temperatures near absolute zero, are determined by computing
system parameters, including the number and type of physical qubits, the
packaging efficiency of the system, and the split between circuits operating
at cryogenic temperatures and those operating at room temperature [212].
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Figure 2.22: Diagram representing the outline apparatuses needed to create
a QD.

2.2.9.8 Matter and Flying Qubits

Conversely, as regards to the flying qubits, there exists a general consensus
about adopting photons as qubit substrate [213]. However, heterogeneity
arises by considering the different physical channels the photons propagate
through, ranging from free-space optical channels (either ground or satel-
lite free-space) to OFs. Thus, a transducer for matter-flying conversion is
necessary [11]. From an engineering perspective, the interface should be
compatible also with the peculiarities of the physical channels the flying
qubits propagate through. In fact, there exist different physical channels
for transmitting flying qubits, ranging from free-space optical channels (ei-
ther ground or satellite free-space) to OFs [176]. Communication models
need to take into account such a technological heterogeneity, with the aim of
providing a black box for upper protocol layers with one common logic [11].
Fig. 2.23 represents a typical interface between a QD and the communication
channels.



54 Physical and Technological Principles

Quantum
Memory

(Matter Qubits)
 
 

Flying
Qubits

Transducer
 
 
 

Transducer
 
 
 

Classical Channel

Quantum Channel

Matter/Flying
Interface

Figure 2.23: Representation of a matter-flying transducer. It converts matter
qubits into flying qubits and vice versa.



Chapter 3

Quantum Technologies
Applications and Related Works

This Section describes many of the experiments conducted towards the re-
alization of future quantum satellite networks. The first experiments are
feasibility studies towards the creation of quantum satellite networks and
the implementation of QKD. Some of them are studies aimed at the creation
of backbone controlled through SDN technology, considering the possibility
of interconnecting specific Cloud systems through them and the implemen-
tation of QPS.

3.1 Fundamentals of Quantum Cryptography

This Section provides some elements of quantum cryptography. The reasons
for the transition from systems based on classical cryptography to those
using quantum cryptography are described. Furthermore, after an initial
overview of the various protocols, some of the most significant and so far
used protocols are described in detail.

3.1.1 Motivations

It is imperative to introduce the key players in most cryptographic scenar-
ios: Alice and Bob are the parties that want to securely communicate and
Eve is the malicious eavesdropper. Communication is achieved by the en-
coding of a secret message into what is called cypher text by Alice and then

55
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transmission of the cypher text over the channel to Bob, who then decodes
the cypher text into the original message. This communication is called
secure if despite having full access to the cypher text, Eve cannot decode
the message. Whether Eve can decode the message or not depends on what
resources we give her, and this point raises the first important definitions:
a communication protocol is called computationally secure if Eve requires
exponential computational resources to break the cypher text. In contrast,
an information-theoretic secure protocol does not make any assumptions on
Eve’s computational power. These schemes do not usually guarantee future
security, meaning that an eavesdropper could simply store the cypher text
until he/she has enough computational power to crack it.

An example of public key cryptography is the RSA protocol [214] [215]
that is widely used on the Internet. The acronym RSA comes from the
surnames of Ron Rivest, Adi Shamir and Leonard Adleman, who publicly
described the algorithm in 1977 and it works as follows:

• To generate his public and private keys, Bob first chooses two large
prime numbers p and q, and computes their product: n = pq.

• Bob then chooses a number 3 < e < (p − 1)(q − 1) such that e and
(p−1)(q−1) have no common factor; i.e. @k ∈ Z, s.t. ek ∈ Z and n

k ∈ Z.

• Bob then calculate d such that ed = 1 mod (p− 1)(q − 1).

• Finally Bob publishes his public key pair (e;n) and keeps his private
key pair (d;n) secret.

• When Alice wants to communicate with Bob, she encodes her message
m as: c = me mod n, and sends this message over a channel.

• When Bob receives Alice’s cypher text, he decodes by performing:
cd mod n = med mod n = m.

A numerical example of RSA algorithm is reported in Fig. 3.1.

Encryption
Ciphertext

11 

Decryption

Plaintext
88 

Plaintext
88 

Figure 3.1: A numerical example of RSA algorithm.
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The security of the RSA scheme relies on the difficulty of finding d even if
one knows the public key pair (e;n). And this in turn, relies on the difficulty
of factoring n (which is known) into its prime factors p and q (since if Eve
were able to do this, then she could compute d in exactly the same way Bob
did). Therefore, RSA is obviously a computationally-secure scheme [216].
However, Peter Shor of AT&T in 1994, demonstrated that a Quantum Com-
puter can decompose an integer number into prime factors with polynomial
complexity, whereas it is conjectured that the classic computer requires ex-
ponential complexity. It is an alarming discovery because the majority of
current cryptographic security systems are based on the (exponential) diffi-
culty of prime factor decomposition [61].

The best known example of quantum cryptography is QKD are provably
secure protocols, by which private key bits can be created between two parties
over a public channel. The key bits can then be used to implement a classical
private key cryptosystem, to enable the parties to communicate securely. The
only requirement for the QKD protocols is that qubits can be communicated
over the public channel with an error rate lower than a certain threshold.
The security of the resulting key is guaranteed by the properties of quantum
information [38].

The final aim of quantum cryptography is to create a global infrastructure
for key distribution involving both fiber optic communication channels and
open space including optical connections between low orbit satellites [217].

3.1.2 CVQKD

Basically, the main distinction between DVQKD and CVQKD protocols con-
sists in the detection technique that is employed: single-photon detection
for DVQKD protocols and homodyne or heterodyne for CVQKD [35]. The
main advantage of using CVQKD systems consist on the fact that is pos-
sible to reuse devices already developed for classical optical communication
systems, which are commercially available. Hence, this technology can be
easily integrated into existing telecommunications networks [218] [35]. In
the CVQKD scheme, the measurement are based on homodyne or hetero-
dyne detection and involve measuring data that are real amplitudes instead
of discrete events [219] [220]. Specifically, in CVQKD protocols information
is encoded in the quadratures of the quantised electromagnetic field, such
as those of coherent states [221] [222]. Many CVQKD protocols have been
proposed and are classified considering the states:
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• Single-mode coherent or squeezed states, two-mode squeezed states.

• On the choice of modulation for single-mode states, Gaussian or non-
Gaussian.

• On the choice of detection, homodyne or heterodyne.

• On the type of error correction or else, reconciliation, direct or re-
verse [34] [35].

Recently, the multicarrier CVQKD has been introduced through the adap-
tive quadrature division modulation [223], which is described in [224]. Fur-
thermore, Gaussian protocols based on the Gaussian modulation of Gaus-
sian states have received an increasing attention recently, considering that
they can be easily described through the mean value and the covariance
matrix [225] [226]. One of the most straightforward and widely developed
CV-QKD protocols is the Gaussian Modulated Coherent-State (GMCS) pro-
tocol, which constitutes the basis of the most recent implementations [227]
and it is summarized as follows:

1. Alice produces two random numbers χA and φA from random numbers
following a Gaussian distribution with a variance of νAη0, where η0 is
the vacuum noise unit.

2. Alice prepares a coherent state |χA + iφA〉 and sends it to Bob through
an untrusted quantum channel.

3. Bob chooses homodyne (heterodyne) detection to measure χ and φ

randomly (simultaneously) and obtains the outcomes χB and φB .

4. After repeating this process N times, Alice and Bob sift the measure-
ment results using a classical channel and obtain N pairs of raw keys,
i.e., the correlated Gaussian variables, in the homodyne detection pro-
tocol (2N pairs in the heterodyne detection protocol).

5. Alice and Bob perform postprocessing on the raw key including pa-
rameter estimation, error correction, and privacy amplification.

3.1.3 DVQKD

In DV protocols information is typically encoded in the polarisation or phase
of weak coherent pulses simulating true single-photon states; hence the corre-
sponding implementations employ single-photon detection techniques [221] [228].
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According to [33], the DVQKD protocols can be classified in the following
fashion:

• Single-photon protocols, refer to a class of protocols that use different
quantum states of a single photon for encoding and decoding to achieve
key distribution in the key distribution process.

• Entangled-photon protocols realize QKD by using the properties of
quantum entangled states. Differently from single-photon protocols,
the entangled-photon protocols communicate with a pair of mutually
entangled photons.

• Other DV protocols, can be divided into two main categories, which
are distributed phase reference protocols and discrete variable two-way
protocols. The distributed phase reference protocols mainly include
Differential Phase Shift (DPS) protocol [229] and Coherent One-Way
(COW) protocol [230]. Other significant protocols are Round-Robin
Differential Phase Shift (RRDPS) [231], Ping-Pong [232] and LM05
protocol [233].

The most significant DVQKD protocols are described in the following
Sections.

3.1.3.1 BB84

The most well-known Single-photon DVQKD protocol is the BB84, which
has been conceived by Bennett and Brassard in 1984 [234].

A schematic version of a BB84 protocol implementation, using Pockels
cells is shown in Fig. 3.2. Specifically, a Pockels cell is an electro-optic
device which rotates the polarization vector of the light passing through it
in proportion to the applied voltage. These electrically controlled cells thus
make it possible to produce the various desired states of polarization [235].
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Pockels Cells
CollimatorLens

Diode Polarizer

Transmission
Channel

Prism of Calcite

Detectors

Figure 3.2: Schematic version of a BB84 protocol implementation, using
Pockels cells and a birefringent calcite prism to separate the polarized beam.
“Fichier:Bb84-french.svg” https://fr.wikipedia.org/wiki/Fichier:
Bb84-french.svg is licensed under CC BY-SA 4.0. To view a copy of this
license, visit https://creativecommons.org/licenses/by-sa/4.0/deed.
en. The picture has been modified within the terms of the license translating
the names of the components from French to English.

As a matter of fact, the information that Alice exchanges with Bob on
the quantum channel is composed of single photons at a given polariza-
tion [236] [237]. Therefore, Alice synchronizes her Pockels cell with the
single-photon source and applies the correct voltages to produce polariza-
tion rotations of 0◦, 45◦, 90◦, or 135◦.

In this way she can send a string of binary data which is encoded in
either of the two polarization bases at her choice. The photons emerging
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Figure 3.3: Vertical polarization.
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from Alice’s apparatus are received by Bob who has a polarization measure-
ment system. Bob applies the correct voltage to this Pockels cell to rotate
the polarization vector of the incoming photon by either 0◦ or -45◦ at his
choice. The two choices are equivalent to detecting in the ⊕ and ⊗ bases,
respectively [235].
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Figure 3.4: Diagonal polarization.

Therefore, the BB84 protocol transmits one of two orthogonal states
chosen at random, encoded in one of two randomly chosen non-orthogonal
bases [238]. As depicted in Fig. 3.6, two channels are established between
Alice and Bob, the quantum channel, which is only a one-way channel, and
a classical channel, that is used by Alice and Bob to perform the classical
phase.

v

Unpolarized
Linearly polarized

Blocked

Figure 3.5: Specific polarizing filters are used to generate the desired polar-
ization [9] [10].
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Figure 3.6: Diagram that summarizes the phases of the BB84 protocol.

The steps that characterize the BB84 protocol are described as follows:

1. Alice and Bob have to first agree on how bits will be encoded in the
polarization directions for each filter.

2. In the modulation phase, Alice generates a uniform random bit string
that constitutes her raw data. Then selects a sequence of random po-
larization filters with diagonal and rectilinear polarization. Hence, each
bit, which represents one of two orthogonal states chosen, is encoded
in one of two randomly chosen non-orthogonal bases [239].

3. Alice sends the resulting train of polarized photons to Bob.

4. Bob chooses, independently and randomly for each photon, a sequence
of reading bases. He reads the photons accordingly, recording the re-
sults in two tables, one of rectilinearly received photons and one of
diagonally received photons. Because of losses in his detectors and in
the transmission channel, some of the photons may not be received at
all, resulting in holes in his tables.

5. At this time, Bob makes his guess as to which basis Alice used, and
announces it to Alice.

6. Alice reports to Bob the corresponding results, by telling him which
basis she had actually used.
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7. After matching, they discard all the bits in which the wrong bases
where used and use the remaining data to generate a sifted key. To test
for tampering, they compute the Quantum Bit Error Rate (QBER) of
a randomly selected subset of data and verify that it is below a certain
threshold value [240] [241].

At this point they perform the error correction phase, which consists in
the operations of reconciliation and privacy amplification [242].

The operation of information reconciliation consists of generating a clas-
sical error correction code:

• Alice and Bob divide the remaining bits of the raw key into subsets of
length l, chosen such that there is unlikely to be more than one error
per subset.

• For each subset, Alice and Bob perform the parity check (the parity P
of a binary string {b1, b2, ..., bl} is defined as P = b1

⊕
b2
⊕
...
⊕
bl),

discarding the last bit each time.

• If the parities of a given subset are different between Alice and Bob,
they detect and eliminate the erroneous bit through binary search in
the following way: divide the subset in two, look for the parities of the
new blocks, as follows:

P1 = b1
⊕

b2
⊕

...
⊕

b(l−1)/2 (3.1)

P2 = b((l−1)/2)+1

⊕
b((l−1)/2)+2

⊕
...
⊕

bl−1 (3.2)

The bisection is repeated on the block where the parities are different,
and so on. Each time Alice and Bob delete the last bit of the blocks
whose parity is publicly announced, preventing Eve from getting infor-
mation from their parity checks. Finally, Alice and Bob have the same
string of bits.

Privacy amplification reduces Eve’s information about the final secret
key to arbitrarily small values through the following protocol:
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• Considering s as a security parameter and n be the number of remain-
ing bits of the key, Alice and Bob estimate (through the percentage
error R) the maximum number k of bits known to Eve and randomly
choose n− k − s subsets of their key.

• The parities of these subsets become the final key, which is much more
secure than the previous one since Eve must know every bit of a subset
to obtain information about its parity [238].

3.1.3.2 E91

Another famous DVQKD protocol is the E91 [243], which uses entangled pho-
tons in order to guarantee the security of the communication, relying on the
no-cloning theorem. Considering that the measurement results performed
on the EPR pairs are either completely co-related or completely non-related,
it is easy for Alice and Bob to discover any possible eavesdropper. The er-
rors that occur just by default and not because of some eavesdropper, can
be corrected to a degree with various techniques. As for the other QKD
protocols, the distilled key is a result from a procedure known as privacy
amplification [244].

EPR pairs are distributed among communicating partners that choose a
measurement basis. If the two partners choose the same basis, the measured
bit is considered equal, otherwise the bit is discarded [218] [34].

Specifically, a system that performs the E91 protocol, consists of a source
that generates and emits pairs of particles with spin- 12 , in a singlet state, as
depicted in Fig. 3.7.

Quantum State
Measurement 

Quantum State
Measurement 

Source of Entangled
Photons

Quantum
Channel

Quantum
Channel

Figure 3.7: Quantum teleportation circuit.

The particles fly apart along the z axis, towards the two legitimate users,
Alice and Bob. Once both the users receive the respectively particles, per-
form measurements on spin components along one of three directions given
by unit vectors αi; and βj , (i, j = 1, 2, 3), respectively, for Alice and Bob.
The αi and βj vectors lie in the x-y plane, perpendicular to the trajectory
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of the particles, and are characterized by the following azimuthal angles:

φα1 = 0 (3.3)

φα2 =
1

4
π (3.4)

φα3 =
1

2
π (3.5)

and:
φα1 =

1

4
π (3.6)

φα2 =
1

2
π (3.7)

φα3 =
3

4
π (3.8)

The users choose the orientation of the analyzers randomly and indepen-
dently for each pair of incoming particles. Each measurement, which can
potentially reveal one bit of information, yield two results, +1 (spin up) and
−1 (spin down). The correlation coefficient of the measurements performed
by Alice along αi and by Bob along βj , is expressed as follows:

E(αi, βj) = P++(αi, βj) + P−−(αi, βj)− P+−(αi, βj)− P−+(αi, βj) (3.9)

The quantities P±±(αi, βj) are the probabilities that result ±1 has been
obtained along αi and along βj . According to the quantum rules:

E(αi, βj) = −αiβj (3.10)

Considering quantum mechanics, the results obtained for the two pairs
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of analyzers of the same orientation (α2β1 and α3β2) are completely uncor-
related:

E(α2, β1) = E(α3, β2) = −1 (3.11)

The following quantity, defined in [245], is the CHSH inequality. It is
composed of the correlation coefficients for which the involved users applied
analyzers of different orientation:

S = E(α1, β1)− E(α1, β3) + E(α3, β1) + E(α3, β3) (3.12)

The following result is required:

S = −2
√

2 (3.13)

After the transmission, Alice and Bob announce the orientations of the
analyzers they have chosen for each particular measurement and divide the
measurements into three separate groups:

• A group for which they used different orientation of analyzers.

• A second group for which they used the same orientation of their an-
alyzers.

• A third group for which they cannot do any measurement. They dis-
card this group of measurement.

At this point, they reveal publicly the results they obtained within the first
group of measurements, which allows them to compute the value of S. If the
particles were not directly or indirectly disturbed, the computation should
yield the quantity obtained from (3.13). Thereby, users are assured that the
results yielded by the second group of measurements are anticorrelated and
can be converted into a secret string of bits, i.e., the key.

The eavesdropper cannot elicit any information from the particles while
in transit from the source to the legitimate users, simply because there is no
information encoded there. The useful component of the information is avail-
able only after Alice and Bob perform measurements and communicate in
public afterwards. The eavesdropper may try to substitute his own prepared
data for the legitimate users to misguide them, but as he does not know
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which orientation of the analyzers will be chosen for a given pair of particles,
there is no good strategy to escape from being detected. The intervention
of an eavesdropper implies:

−2
√

2 6 S 6 2
√

2 (3.14)

which contradicts (3.13). Therefore, the generalized Bell’s theorem is a
fundamental physical law that protects the system, and as long as quantum
theory is not refuted as a complete theory the system is secure.

Methods of attacking the system and altering the state of the particles
consist on performing a brute measurement of the spin components or substi-
tuting a source that produces a state of two correlated particles with another
quantum system on which the actual measurement will be performed by the
eavesdropper [243] [240].

3.1.4 Quantum Bit Error Rate

The QBER, is defined as the number of different bits shared by the two
entities in communication over the total bits exchanged:

QBER =
p̄

p+ p̄
(3.15)

where p is the probability of sharing the same bit and p̄ is the probability
of the two systems not sharing the same bit [246]. The generated encryption
key is considered acceptable if this parameter is below a specific thresh-
old [247], which depends on if the advantage distillation. The advantage
distillation is a procedure, which uses a two-way classical communication
to select parts of the raw key with a high correlation is used or not. The
procedure consists of classically post-process the obtained raw key in order
to increase the correlation between the two communication systems. In this
manner, it is possible to obtain an advantage over the eavesdropper [248].
For instance, an implementation of the BB84 protocol subjected to depolar-
izing noise without advantage distillation can tolerate up to 11 % QBER.
However, if the advantage distillation is performed, the noise tolerance can
be increased to 20 % QBER [249]. However, if this parameter exceeds a
certain threshold, it doesn’t only mean that the channel is too disturbed to
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generate a secure key. In fact, high QBER values may also indicate that key
generation has been disturbed by an eavesdropper [250].

3.2 Feasibility Studies for Satellite Quantum
Networks

Despite the fact that a constellation composed of quantum satellites has not
yet been launched, some models and frameworks aimed at understanding the
performance currently achievable and providing some guidelines regarding
the design have already been made. The studies that have been conducted
are not limited to an analysis of the inter-satellite link, but they also propose
different architectures.

In [251] a rate calculation for a repeater architecture described in Fig. 4.10a
has been performed. In this type of architecture, many satellites dissemi-
nate Bell pairs between the GSs, and the entanglement can be extended
by performing the entanglement swapping on the GSs themselves [252]. In
particular, they have evaluated the daily entanglement rate by varying the
distance between GSs from 4000 to 20000 km considering from 4 to 8 inter-
satellite links. In addition, the daily entanglement rate at 20000 km distance
has been measured by varying the memory efficiency, always considering a
different number of links. Finally, the rate has also been evaluated con-
sidering the Quantum Nondemolition Detectors (QND) efficiency under the
same operating conditions. As explained in [253], the objective is to imple-
ment measurement schemes in which feedback noise is not coupled to the
quantity of interest. This quantity then is not affected by the measurement
process, allowing repeated measurement operations that can be performed
with extremely high precision.

In [16], they studied different approaches for global quantum networking
considering space and ground networks scenarios. In order to connect two
GSs, they considered satellites equipped with QMs, which operate as QRs
deployed in free-space. This research group implemented MA measurement-
device independent QKD (MA-QKD) protocols to achieve high rates and
device-independent security onboard satellites in a LOS setting. They con-
firm that the deployment of QRs in space allows achieving better perfor-
mance in terms of entanglement rates on a global scale w.r.t. other solutions.
They have analyzed a Vienna-Sydney link separated by nine GSs considering
different weather conditions and effects. The results show that considering



3.3 Software-Defined Networking Satellite Backbones 69

these effects the solution shown in Fig. 4.10a is impractical w.r.t. the solu-
tion depicted in Fig. 4.10b. The paper also investigates the impact of losses
considering different kinds of QMs and efficiency values.

An attempt to provide some guidelines for the creation of a quantum
satellite network was made in [254]. The paper states that the future global
QNs could consist of subnets of LEO satellites, connected in turn to a net-
work of Medium Earth Orbit (MEO) and Geostationary Earth Orbit (GEO)
satellites. Specifically, this network can be of fundamental importance in sce-
narios that consider the IoT architectures, which comprise widely distributed
nodes connected via different types of channels to enable new functionali-
ties in communication, sensing, and computing and require a high level of
security.

Such architectures that include the use of multiple constellations have also
been considered in other studies. For instance, in [74] a double-layer quantum
satellite network architecture has been proposed. In particular, this study,
in addition to proposing a double layer architecture consisting of GEO and
LEO satellites also proposes a Joint GEO-LEO Routing and Key Allocation
algorithm specifically designed to resolve the E2E key distribution problem.
Specifically, they obtained the results considering a scenario composed of 66
LEO satellites, 3 GEO, and 25 GSs distributed across Earth.

3.3 Software-Defined Networking Satellite Back-
bones

The studies that have been explained in Section 3.2 do not consider the use
of SDN technology, which as described in [14], proves to be very useful in
the management of QNs. In fact, as mentioned in Section 4.4, the SDN
Controller, having complete control of the network, can manage the creation
of the Bell pairs in an effective manner on the entire E2E path.

Considering that quantum satellites can be used to generate secret keys
for terrestrial nodes, in [255] is proposed a network architecture managed
by SDN Controllers on the ground with different roles, which are interfaced
to the LEO satellite network composed of quantum satellites through a net-
work of GEO satellites in order to effectively distribute quantum keys. They
have simulated and verified the performance of different QKD constellations
considering a specific Routing and Resource Allocation in Free Space QKD
(RRA-FSQKD) algorithm. Their results show that the key relay perfor-
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mance of the constellation is related to the form of an inter-satellite link.
Furthermore, the success probability of the constellation increases consid-
ering the existence of satellites in different orbital planes. When there are
only satellites in the same plane, satellites deployed in different orbits cannot
perform key distribution, and the number of satellite orbits has a significant
impact on system performance.

The quantum satellite backbones can improve existing and enable new
applications. In fact, many applications for the QI are still unknown. Nev-
ertheless, some possible applications of QI can already be identified and
classified [256]. This Section describes some possible applications that could
be enabled by the described architectures, along with related experiments.

3.4 Satellite QKD Experiments

Security has been an important area in research, engineering, and opera-
tions for the classical Internet [257]. The current online services store or
transfer users’ sensitive information, which represents a key target for hack-
ers. Furthermore, many organizations and companies can also be affected
by cyber-attacks that can cause significant economic losses [258]. In order to
deal with these attacks, a classical network security system typically relies on
multiple layers of protection and consists of different components, including
networking monitoring and security software along with specific hardware
and appliances [259]. Nevertheless, the advancement of quantum computing
technologies also makes it necessary to study new technologies in the area of
network security. In fact, with a QC it is possible to solve the prime-number
factorization problem exponentially faster w.r.t. a classical computer [260].
Even if quantum computing is not yet a consolidated reality, some experi-
ments have been conducted in several laboratories with success [9]. In order
to address these problems Quantum cryptography has been considered and
it has already been tested in the FSO context [261]. As explained in [260],
many experiments have been carried out for satellite QKD, considering the
reasons explained in Section 4.3.1.

An Italian research group built an experiment that mimics a single photon
source on a satellite, exploiting the telescope at the Matera Laser Ranging
Observatory of the Italian Space Agency in order to detect transmitted pho-
tons and verify the possibility of establishing a quantum channel between
Earth and a single satellite. The LEO satellite Ajisai, which orbit has a
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perigee height of 1485 km has been used in order to simulate a single-photon
source on a satellite using the retroreflection of a weak laser pulse from a
Satellite Laser Ranging (SLR). In particular, it has been observed the num-
ber of detected photons per second, i.e., the Detector Count Rate (DCR),
which constitutes an initial step toward the measurement of the individual
photons in quantum communication [262].

Furthermore, in [114] an Italian research group has demonstrated that it
is possible to preserve the polarization of a single photon over a satellite-to-
ground channel. In order to measure two different polarizations they used
two single-photon detectors at the receiver, and they derived the QBER.
The study analyzes four specific 10 s intervals considering four different
polarization input states and shows four histograms of the obtained counts
at the receiver for each single-photon detector as a function of the detection
time. Furthermore, the bare QBER and the QBER calculated after the
background subtraction for each of the four considered satellites are shown.
This study demonstrates the feasibility of the BB84 protocol from satellite
to ground, which requires an average QBER below 11 %. Finally, detection
rates and link budgets for each satellite have been considered.

The launch of the Micius satellite in 2016, which orbits at an altitude of
500 km, enabled many experiments to be performed. Five GSs for optical
communications have been built in different locations in China in order to
perform the experiments [263]. As described in [264], in a joint experiment
involving Chinese and Austrian researchers a quantum communication be-
tween multiple locations on Earth at a continental scale distance of maximum
7600 km has been demonstrated. Specifically, in the experiments that fol-
lowed, some photos were transmitted and a video conference lasting 75 min

was also held.

As reported in [265], the key rate that can be achieved through the Mi-
cious satellite in a satellite to ground communication considering a distance
of 1200 km is of the order of kilohertz, which is about 20 times the order of
magnitude achievable with fiber optics. This study evaluates the sifted key
rate and the QBER as a function of time and physical distance between the
satellite and the GS. Finally, the efficiency of the satellite link is compared
with a terrestrial optical fiber link. In the satellite case, the link efficien-
cies have been calculated by dividing the intensity of the photons arrived
at the GS detector with that measured at the output of the satellite trans-
mitter. The result is consistent with other data reported in the experiment,
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confirming the higher efficiency of the satellite link.
In the experiment described in [266], they have demonstrated the distri-

bution of two entangled photons from a satellite to two GSs at a distance
of 1203 km, considering the scheme described in Fig. 4.10a, and they have
observed the survival of the entangled particles. This result is significant
because it demonstrates the viability in implementing entangled-based QKD
protocols such as the E91, which is described in [243].

In [267], the feasibility of a satellite ground link through the use of
CVQKD technology has been analyzed. They obtained the probability dis-
tribution of the transmission efficiency of the quantum channel, from which
they derived the secret key generation rate in different cases. Considering
the channel fluctuations, which are typical of satellite communications, a
method of data analysis based on orbit subdivision has been proposed. The
analysis shows that coherent state modulation and detection is a viable op-
tion for quantum communication with LEO satellites. The communication
with higher orbits, achievable in the asymptotic limit, can be affected by
finite-size effects if the transmission rate is low or the orbit subdivision is
not optimized. Nevertheless, by merging multiple satellites passes, it would
be possible to extend the communication range beyond 2000 km.

Although the experiments conducted so far show the feasibility of these
technologies, many problems remain open. Considering that these QR sys-
tems are also equipped with classic components and interfaces, the most
critical issues concern the classical parts of the system. Specific attacks that
involve quantum and classical parts must be considered for designing new
architectures as robust as possible [257].

3.5 Distributed Computing and Quantum Cloud

Considering the extraordinary development of QCs that has recently oc-
curred, it is possible that the security of the current Cloud systems would
become compromised. In fact, given their high computational capacity, these
systems are able to easily bypass current security measures [268]. For this
reason, it is necessary to design new Cloud systems that include the use of
QCs and quantum communication technologies in order to resist any poten-
tial attacks.

In [269] the constituent elements of a Quantum Cloud system are de-
scribed. In particular, it is composed of the following elements:
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• The quantum hardware that contains the fundamental elements that
compose the quantum computer, i.e. the qubits. These elements can
be made using different technologies.

• The control system that contains the elements necessary to operate the
quantum hardware in order to guide its evolution and retrieve the final
result.

• The executor that orchestrates the control system to run quantum
programs and return measurement results to the user.

• The compiler that considering the quantum programs produces instru-
ment binaries for the executor.

As explained in [111] and [270], a network of quantum nodes which com-
prises k nodes each with n quantum bits has a state space of dimension 2kn.
Hence, if we consider k remote QCs, by devoting at least one qubit at each
device for the teleporting process, a virtual quantum device consisting of
up to kn − k qubits is obtained. The operations must be properly orches-
trated between the single devices and considering this, an initial architectural
scheme for distributed computing has been provided in [11]. As can be seen
from Fig. 3.8, the lowest level consists of quantum processors, repeaters,
and the classical and quantum channels. The Virtual Quantum Processor
(VQP) acts as an interface for the Distributed Quantum Compiler (DQC).
The DQC optimizes the circuit so that it can be executed, independently of
the underlying network type. It maps a quantum algorithm into a sequence
of local and remote operations, optimizing the available computing resources
considering the hardware and the network constraints. The DQC could in-
terface with an SDN Controller that performs the operations described in
some experiments shown in the previous Section [20] [21] [22]. This pecu-
liarity could be fundamental especially if we consider a time-varying network
as in a satellite scenario. Moreover, thanks to the control obtained through
the use of SDN technology, it is possible to optimize the paths in order to
better manage the operations of entanglement generation between remote
QCs so as to exploit fully and efficiently the space of states that is obtained
by joining multiple quantum devices. In fact, as illustrated in [118], the ulti-
mate goal is to interconnect clusters of QCs, i.e. different QDCs. However,
to achieve this goal, it is necessary to have tight control over the network,
which could include mixed scenarios, both terrestrial and satellite, and dif-
ferent technologies used in the creation of classical and quantum hardware.
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Figure 3.8: Logical scheme of the distributed quantum computing ecosystem
described in [11].

Specifically, the interconnection of multiple QCs in an urban environment
could be accomplished through existing fiber optic segments, but the in-
terconnection of multiple geographically distributed QDCs that work in a
coordinated manner could be performed thanks to the use of architectures
described in Section 3.3 that use the capabilities of SDN technology.

Other studies have been done in an attempt to analyze and define a quan-
tum Cloud architecture [271]. Many of them are aimed at using quantum
technologies to secure Cloud systems [272]. The objective of the proposed
model is to authenticate the users in the Cloud using quantum cryptogra-
phy. Specifically, they have analyzed the performance of the BB84 protocol
in order to establish a secured quantum channel.
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Although a definitive architecture for a quantum Cloud system does not
yet exist, in [273] a QNs security framework is proposed. The paper proposes
an application of a Quantum Key model in order to increase the security
of the system. Specifically, it introduces a secure key layer, which acts as
a middle-man between the host kernel and containers. Furthermore, the
introduction of quantum keys can further improve system security. The
levels consist of control between containers and container daemons, ad hoc
network links among servers within a Data Center and among servers in
different Data Centers. When a container starts and an image is extracted
from the Docker daemon, it will run, by default, in a mode that has limited
privileges. Then, the container and the associated applications have limited
capabilities in order to access resources in the host kernel. However, if root
privileges are requested by an application, a request is sent through a classical
channel between the host server and the Quantum server. The Daemon
sends requests to the Quantum server for different applications like routing,
file modifications, and networking. The system considered in [273] works
considering the principles described in Section 2.1 as follows:

1. A Quantum Server includes an EPR source, which generates EPR
pairs.

2. The EPR pairs are exchanged between the Quantum Server and the
host server.

3. The part of the EPR pair that remains on the QS interacts whith the
information qubit.

4. The key data are converted to quantum information qubits by Quan-
tum Encryptors.

5. The created qubit’s secure key is used in order to establish secure
communication.

6. Root privileges are assigned to containers for which the keys have been
successfully created.

The study also states that it is necessary to develop additional algorithms for
an efficient update of the QNs topology, and routing tables, also considering
the distributed EPR pairs among QCs. Furthermore, it is also necessary to
develop purification protocols in order to also consider other issues such as
fragility, the quantum noise [274], and decoherence typically associated with
quantum data.



76 Quantum Technologies Applications and Related Works

3.6 Positioning

Timing accuracy is a key resource for financial applications considering that
transactions must be settled with a microsecond accuracy [275]. However,
one of the most useful applications in both the civilian and military sectors
is navigation, considering the direct correspondence with precision in appli-
cations such as the Global Positioning System (GPS). In [12] an approach
to maximize the performance of a network composed of multiple clocks has
been considered.
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Figure 3.9: Schematic representation of the network proposed in [12]. The
satellites employ network-wide entangled states to interrogate their Local
Oscillators (LOs) and they send the information to a specific central node.
In this manner, it is possible to obtain an extremely accurate clock signal
available to all.
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The strength of this approach lies in the possibility of taking advantage of
all the resources on each node. A distributed network composed of quantum-
limited clocks separated by large distances, for instance, for satellite-based
clocks can be managed as a world clock, where all members combine their in-
dividual resources in a quantum coherent manner in order to achieve greater
clock stability and distribute this international time scale in real-time. In
order to achieve this result, it is necessary to combine the technologies of
modern atomic clocks that use highly phase-coherent lasers with quantum
communication techniques that are based on the phenomenon of quantum
entanglement, which enables distant quantum objects to be connected in
QNs. This approach has already been considered in single atomic clocks to
improve their performance [276].

In this distributed architecture, the stability of the local clock signal of
each participant that is part of the network is enhanced by a factor, which is
proportional to the total number of parties without compromising security
or sovereignty. With the use of quantum communication techniques, the sys-
tem achieves the highest possible security level, considering that only parties
contributing to its operation takes the benefits of an extremely accurate clock
signal. A set of N atomic clocks that compose the nodes of the network are
considered. Each node is based on a large number of atoms, i.e. clock qubits,
serving as a specific frequency reference at different geographical locations.
Each clock has its own independent LO. The qubits are periodically queried
and the measurement data are used to stabilize the LO frequency at the ref-
erence frequency of the atomic transition keeps the time by interrogating its
qubits periodically. Each node that composes the network allocates some of
its qubits to form entangled states stretching across all the other nodes. As
depicted in Fig. 3.9, the acquired information is sent to a particular node,
serving as a center, where it is used to stabilize a center-of-mass mode of
the different LOs. When queried within a properly designed measurement
scheme, such entangled network states provide extremely accurate informa-
tion about the deviation of the center-of-mass of all local oscillators from the
atomic resonance. Hence, a clock cycle consists of three phases:

• Initialization: preparation of the clock atom state.

• Measurement: interrogation by the LOs.

• Feedback: correction of the laser frequency according to the measure-
ment outcome.
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After a few cycles, the LOs corresponding to each individual node achieve
an accuracy and stability effectively resulting from interrogating atoms in
the entire network.

In addition to serving as a real-time clock for the international time scale,
the proposed QNs is a large-scale quantum sensor that can be used to probe
the fundamental laws of physics, allowing to better understand relativity and
the laws governing space-time and quantum physics.

The QPS, for the first time proposed in [124], can significantly improve
the position accuracy of the traditional GNSS as required by the new lo-
cation applications. GNSS systems provide several location services aimed
to find the position and navigation of vehicles on the roads, in the sea, in
the air, and for agriculture by using a constellation of satellites providing
signals from space that transmit positioning and timing data to GNSS re-
ceivers. Starting from the well-known GPS launched by the US Defense
Department for military purposes and then extended to civil operations, the
vehicles (i.e., the GPS receiver on the board) can determine the position by
measuring the Time Of Arrival (TOA) of the different signals received from
four satellites, and automatically calculate the longitude and latitude of the
vehicles. Despite the extensive coverage of GPS, the position information
cannot provide continuously due to the occlusion of signals, for example,
in urban environments and with an accuracy of about 5 m in the best case.
Moreover, security issues can occur as the signal can be overwritten or eaves-
dropped. The QPS improves the localization accuracy by a value equal to√
MN , where M is the number of frequency-entangled pulses and the fac-

tor
√
N is obtained by employing squeezed pulses of N quanta [277] [278].

Moreover, the no-cloning theorem of the quantum signal ensures intrinsically
the security of the positioning system.

An interesting review on QPS can be found in [279], which introduces
the main concepts of a quantum navigation system from the aspects of quan-
tum navigation classification, core technology, and development trend. A
QPS, which requires optical communication and Acquisition, Tracking, and
Aiming (ATP) techniques, uses the same technologies commonly used in
classical satellite laser communications already consolidated. In a QPS, the
positioning and clock synchronization processed are independent. The clock
difference between the user clock and the system clock, which are located
near the origin of the coordinate system, is accurately measured through
the second-order quantum coherence. The user clock is synchronized to the
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system clock, and clock synchronization has only short-term stability require-
ments for both the clocks, considering that the two-photon coincidence count
measurement of the Hong-on-Mandel (HOM) interferometer [280] [281] only
requires the clock to remain stable for a short measurement period.

Moreover, some guidelines for designing a QPS are described in [282].
The quantum active navigation system uses satellites as the signal source
for transmitting and receiving quantum signals. The quantum localization
system is composed of three main parts: ground unit, satellite system, and
user. The QPS architecture needs two satellites at low orbit for each direction
of a coordinate perpendicular system where the Earth center is in the origin.
For each direction X,Y, Z a light source transmits towards the two satellites
which reflect the signal to the user. Adjusting an optical delay unit the
dual photons can reach the user’s interferometer at the same time. Finally,
knowing the distance between the satellites and the delay the position of a
user can be determined [279] [282].
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Figure 3.10: Schematic representation of a QPS.

The QPS practical implementation is mainly influenced by the prepara-
tion of photons entangled states, efficient detection of photon detectors close
to 100 %. Furthermore, the attenuation of the atmosphere has a significant
impact on about 10 km above the Earth surface, influencing the position
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of ground users. However, it is not so relevant for the positioning of the
spacecraft. Finally, a QPS requires the maintaining of HOM interferometer
stability only for a short measurement period, while traditional location sys-
tems need to maintain the stability of the clock synchronization for longer
periods of time.

3.7 Sensing

High sensitivity sensing refers to applications that leverage quantum phe-
nomena to achieve reliable nanoscale sensing of physical magnitudes. For
example, [283] uses an entangled QN for measuring the average phase shift
among multiple distributed nodes. Spatially distributed sensing of parame-
ters at multiple locations in a network is relevant for applications from local
beam tracking to global-scale clock synchronization. The development of
QNs enables new strategies for achieving enhanced performance in such sce-

EPS
Receiver at
Telescope 1

Receiver at
Telescope 2

Figure 3.11: Interference measurement between two telescopes using an en-
tangled state emitted from a central Entangled Photon Source (EPS).
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narios. Theoretical works have shown that entanglement can improve sensing
capabilities in a network using either twin photons or GHZ states combined
with photon number-resolving detectors or using continuous variable entan-
glement for the detection of distributed phase space displacements.

Interferometric techniques are used to combine signals from two or more
telescopes to obtain measurements with higher resolution than what could
be obtained with either telescope individually. It can make measurements of
very small astronomical objects if phase fluctuations and photon loss intro-
duced by the communication channel between the telescopes put a limitation
on the baseline lengths of the optical interferometers. This limitation can
be potentially avoided using quantum teleportation. In general, by sharing
EPR-pairs using QRs, the optical interferometers can communicate photons
over long distances, providing arbitrarily long baselines [132].

3.8 Drones

Considering that using OFs, a significant fraction of the photons scatter
before reaching the receiver, it is necessary to evaluate different commu-
nication media. In particular, free-space quantum communication through
drones equipped with quantum hardware has been proposed in [103]. A
network constituted by quantum drones is an easily disposable on-demand
solution to cover limited areas where ad hoc quantum computation could
be requested. This solution also allows overcoming the static deployment
typical of OFs.

In [107], there is an example of a quantum cryptographic network cre-
ated using a couple of multi-copter drones. Specifically, it is focused on the
development of an optical payload for QKD capable of maintaining pointing
between two drones in flight. Moreover, in [284] the air-to-air signal coupling
between a couple of drones has been evaluated.

The BB84 QKD protocol has been tested in [108] on a scenario composed
of a drone and a GS, measuring the QBER at different distances.

The entangled photons can also be generated onboard drones, as in [103],
where the scenario consists of a drone that generates the entangled photons
and relays them to a second drone for retransmission to the destination.
Furthermore, in [109] the quality of the entanglement states generated by a
single drone that connected two GSs has been verified in different daylight
and weather conditions.
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Compared to the state of the art, this thesis provides some guidelines for
designing a network of mobile QRs onboard drones optimizing and control-
ling its topology on the basis of an objective function related to specific QoS
parameters.

3.9 Quantum RADAR

The Quantum Radar process begins with a device that generates a pair of
highly correlated entangled photons: an idler and a signal photon. The idler
photon is kept in a quantum memory, i.e., a piece of quantum hardware able
to faithfully hold the quantum state of the idler photon, while the signal
photon is transmitted toward the some region of space [285]. If a target is
present along the transmission path then the signal photon may be reflected
back toward the Quantum Radar. At any given time, the Quantum Radar
receiver may measure a reflected signal photon or a noise photon from the
environment. Because there is no a priori way to distinguish signal photons
from noise photons, each received photon is compared to the idler state in
the quantum memory. Entanglement correlations eventually allow statistical
information from signal photons to be probabilistically distinguished from
the noise as the comparison process is integrated over a sequence of many
detections.
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Figure 3.12: Conceptual description of an entanglement-based monostatic
standoff Quantum Radar [13].

As quantum entanglement offers an advantage on the small signal-to-
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noise regime (approximately from 15 to 20 dB), the applications of quantum
radar may be limited to those that require the detection of targets using the
minimum amount of energy that is possible. For example, stealth sensing
for military applications or for medical imaging where it is desirable to keep
radiation levels to a minimum. On the other hand, if no low energy sensing
constraints exist, then classical radar will be preferable to quantum radar.
Indeed, in the large signal-to-noise regime, the classical radar will operate
with a similar detection probability as quantum radar, but without the enor-
mous technological complexities involved with quantum hardware [13] [286].
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Chapter 4

Quantum Networking

This Chapter describes QNs by considering both the hardware elements re-
quired for their operation and the protocol stack. Although the protocol
stack has still to be defined, there are some papers in the literature that
attempt to define some guidelines for its realization. The Chapter also pro-
vides some elements of satellite networks and discusses the possibility of
realizing QSNs based on SDN technology. Therefore, the Chapter provides
an overview of SDN technology.

4.1 Quantum Networks Elements

The main difference between classical and QNs consists on the services they
deliver. Classical networks simply move data from a source application to
one or more destination applications over a distance. QNs may likewise
transport data from place to place, but they also have the peculiarity to pro-
duce distributed entangled quantum states, connecting two or more quantum
applications [287] [288]. Therefore, QNs will enhance classical networks and
they will require protocols that are completely different w.r.t classical net-
works. However, these protocol could results even more efficient. This new
paradigm enables new possibilities such as distributed quantum computa-
tion, quantum secure communications, cloud computing applications, clock
synchronisation, and quantum-enhanced measurement networks. These net-
works, could be easily integrated into existing classical networks, but they
require the introduction of new elements. As a matter of fact, the cre-
ation of long distance links requires the interconnection of multiple QRs in
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a chain [289].

4.1.1 Quantum and Classical Channels

In order to establish communication between two quantum devices, two links
are required:

• Quantum links: a link which can be used to generate an entangled pair
between two directly connected QRs. It may include a dedicated clas-
sical channel that is to be used solely for the purpose of coordinating
the entanglement generation on this quantum link.

• Classical links: a link between any node in the network that is capable
of carrying classical network traffic.

Indeed, classical communication is still relevant in quantum communications,
and in fact the classical channel has the following roles:

• Communicate classical bits of information as part of entanglement
swapping and teleportation.

• Communicate control informations. This includes background proto-
cols such as path selection as well as signalling protocols to set up E2E
entanglement generation [79].

4.1.2 Quantum Repeaters

QRs are used to transmit quantum information over long distances. These
devices are equipped with quantum memories [290]. A network of QRs sup-
ports distributed quantum computation by creating high-fidelity E2E Bell
pairs. Furthermore, the created entangled pairs can also be used to teleport
application data [291].

There are three primary operations that are necessary to create long-
range entangled states and are performed by QRs. These operations consist
on:

• Entanglement distribution: this operation consists on the creation of
entangled links between adjacent nodes.

• Entanglement purification: considering that the created entangled states
may not be perfect, this operation allows the creation of entangled
states with very high quality.
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• Entanglement swapping: the process in which a Bell-state measure-
ment is performed within a node on two qubits which are halves of
separate Bell states. The Bell measurement allows the creation of en-
tanglement over distances at which direct transmission is infeasible
connecting adjacent repeater nodes [77].

However, a QR will have to do more than just entanglement swapping
in a functional quantum network. Specifically, a QR participate in the man-
agement of the network such as path selection [179].
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Figure 4.1: A representation of a QN. Two quantum computers are inter-
connected through a QR. Each device is equipped with a classical and a
quantum interface.
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4.2 The Quantum Internet Protocol Stack

The QI protocol stack has not been defined yet. However, some examples
exist in the literature, such as the one described in [14] and depicted in
Fig. 4.2.

Application

Transport

Network

Link

Physical

Application

Qubit transmission

Long distance entanglement

Robust entanglement generation

Attempt Entanglement generation

Figure 4.2: A representation of the protocol stack defined in [14].

As can be seen from Fig. 4.2, the number of layers is the same as that of
the classical protocol stack, but they have different features. The layers and
their functionalities are described as follows.

4.2.1 Physical Layer

The Physical layer corresponds to the actual quantum hardware devices and
physical connections. The physical layer keeps no state related to entan-
glement production, produced entanglement probabilistically, and has no
decision making capabilities. The hardware is solely responsible for tasks
such as time synchronisation, photon emission, laser phase stabilisation, and
so on, that are required to actually produce entangled Bell pairs.
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4.2.2 Link Layer

The main task of the link-layer is to utilise the physical layer’s ability to pro-
duce entanglement between neighbouring nodes reliably. It also integrates
the quantum and classical data planes providing sufficient information for
higher level protocols and network management.

4.2.3 Network Layer

Similar to a network layer in classical networking, the task of the network
layer is to enable the generation of entanglement between network nodes
which are not directly connected. A protocol to achieve this would utilise
the link layer to produce entanglement between neighbouring nodes followed
by entanglement swaps to create long distance links.

4.2.4 Transport Layer

The transport layer could provide the additional service of transmitting
qubits to the application layer. This could be realised by, for example,
pre-generating entangled pairs of qubits using the network layer, followed
by teleportation to ensure reliable E2E delivery of qubit [14].

4.2.5 Application Layer

The application may be a sensor network, or a numeric computation or
decision algorithm based on shared state. The application will determine if
E2E entanglement is required, or if our quantum states can be measured on
a pay-as-you-go basis. Some applications may also desire quantum states
other than Bell pairs, including any of several common forms of three-party
or larger states. Of course, the application is driven by a classical program,
presumably using a socket-like data structure [292].

4.3 Quantum Satellite Systems

This Section discusses the technological principles for the creation of QSNs.
In particular, in addition to explaining the reasons that lead to the use
of satellite links, are shown the operations of the basic components and
the reasons that lead to the use of SDN technology for the design of these
networks.
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4.3.1 Motivations

The probability of success in generating entanglement between two adjacent
nodes that are at a distance d decreases with an exponential trend:

ps(d) =
1

2
(pgηhηt)

2e−
d
La (4.1)

where pg is the entangled photons generation probability, while ηh and
ηt are the detector efficiencies at herald and telecom wavelength. The first
factor 1

2 means that only two of the four Bell states can be unambiguously
identified performing a BSM [293] [66]. La is the electric field attenuation
length which is the distance at which the electric field is attenuated by a
factor of 1

e [294].

In order to overcome the distance limit, it is necessary to deploy mul-
tiple QRs on the path between transmitter and receiver. Differently from
conventional repeaters used in classical communication, QRs cannot clone
quantum signals [295]. These devices are equipped with quantum memories,
where a quantum state of light is mapped onto an ensemble of atoms and
then recovered in its original shape [296].

Considering the results in [66], which show a significant decrease in the
rate at the increasing of the distance on paths consisting of optical fibers,
deploying a terrestrial QN would require a high number of QRs. Neverthe-
less, to further increase the distance between two QRs, free-space quantum
links have been investigated in recent years, considering that photons expe-
rience negligible losses space vacuum. In fact, as shown in [20] despite the
strong decay in terms of entanglement rate between two satellite repeaters
the distances reached are much more significant compared to fiber optics.

4.3.2 Possible Orbits and Constellations

As described in [297], the path of the satellites is determined by the altitude
and the shape of the orbit. In particular, the parameters which define an
orbit are eccentricity and inclination [298]. Thus, it is possible to consider
the deployment of objects that perform the QR task at different orbits and
altitudes.
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Figure 4.3: Comparison of geostationary Earth orbit with GPS, GLONASS,
Galileo and Compass (MEO) satellite navigation system orbits with the In-
ternational Space Station, Hubble Space Telescope and Iridium constellation
orbits, and the nominal size of the Earth.“File:Comparison satellite naviga-
tion orbits.svg” by cmglee https://commons.wikimedia.org/w/index.ph
p?curid=16891766 is licensed under CC BY-SA 3.0. To view a copy of this
license, visit https://creativecommons.org/licenses/by-sa/3.0/

The possible orbits to which satellites can be deployed are described in
the following:

• high-Earth orbit satellites, reaching about 36000 km of altitude [299].
The satellites in this orbit are characterized by an orbital period equal

https://commons.wikimedia.org/w/index.php?curid=16891766
https://commons.wikimedia.org/w/index.php?curid=16891766
https://creativecommons.org/licenses/by-sa/3.0/


94 Quantum Networking

to the sidereal day of Earth following a Geosynchronous Orbit (GSO)
and do not necessarily always maintain the same position in the sky.
If a GSO satellite is positioned above the Equator (zero inclination),
it is referred to as a GEO satellite, and it appears in a fixed position,
providing coverage to a specific ground area [297]. A GEO satellite
can cover about one third of the surface of Earth, with the exception
of the polar regions [300].

• The MEO is located between 2000 and 36000 km. This orbit includes
satellites for communication, geodetic and space environmental science,
and navigation, among which are the GNSS [301].

• The Low Earth Orbit (LEO) is generally considered below 2000 km [302].
Considering their proximity to the surface of Earth these objects move
at very high speeds between 5 to 10 km/s [95] [96], with an orbital
period between 90 and 110 [min] [303].

• The Highly Elliptical Orbit (HEO) has a perigee below the altitude of
1000 km and an apogee which can be above 35000 km. HEO orbits
are primarily used to provide satellite services to high latitude regions
of the Earth, which are difficult to cover with a satellite placed on a
GEO orbit [297] [304].

Recently, intermediate layers of communications systems between terres-
trial and traditional satellite segments have emerged considering the tech-
nological advance of the aerial and miniaturized satellite platforms. These
platforms can also be classified according to their operating altitude [300]:

• Very Low Earth Orbit (VLEO) operate at altitudes below 450 km [305].
However operating in lower layers of the atmosphere these objects are
subjected to much higher aerodynamic forces and therefore a VLEO
constellation would require more maintenance [306].

• High Altitude Platforms (HAP) objects can provide communications
services at a regional scale. HAPs are typically deployed at an altitude
between 18 and 20 km and can ensure coverage of a specific area for
long periods of time [307]. This operating altitude is chosen because
in most regions of the world this represents a layer of relatively mild
wind and turbulence above the jet stream [308]. The communication
channel of these architectures requires a more in-depth study, even in
the classical field [309].
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• Low Altitude Platforms (LAP) operate at very low altitudes rang-
ing from tens to hundreds of meters [310]. The LAPs are more eco-
nomically affordable and can be deployed much more quickly than the
HAPs. Furthermore, these objects allows to create multi-tier heteroge-
neous aerial networks in order to expand the coverage for 5G terrestrial
networks and to increase their capacity [311].

In the case of quantum communications, many of these configurations are

Figure 4.4: High-altitude airship used as HAPs carrier.
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still to be studied and need further investigation. However, some studies
have already been conducted. In particular in [312], this research group
has investigated the use of THz frequencies in order to establish a quantum
communication within a constellation of LEO satellites. Furthermore, in [21],
which is described in more detail in Section 3.3, the performance of three
different constellations, one positioned in MEO orbit and two in LEO orbit,
have been analyzed. In this study [313], an estimation of the link budget
is carried out considering stratospheric HAPs, and a comparison of the link
budget between the various constellations considered in the current Section
must also be made, particularly those at very low altitudes. Specifically,
in order to ensure the best possible performance on the entire path, it is
necessary to investigate the characteristics of the inter-VLEO, inter-HAP,
and inter-LAP links, also consideirng mixed cases.

4.3.3 Device and Components

As explained in [314], in general, a QR must be equipped with two interfaces,
an interface for quantum communication in order to exchange Bell pairs and
a classic interface dedicated to the traffic exchanged on the classic chan-
nel. In [63] it is represented a scheme of a quantum communication system.
Specifically, a quantum device consists of a quantum light source and a quan-
tum light detector, both driven by a hardware device driver that is controlled
by a general-purpose processor. The quantum light source and detectors are
specific semiconductor devices for the generation of entangled photons, which
can be realized with different technologies, as discussed in [315]. Therefore, a
distributed QC network requires a specific set of memory capabilities: map-
ping of the light state onto memory, storage and operations on the memory
state, and retrieval of the memory state back onto light for further process-
ing [71].

In order to generate the entanglement among multiple devices, there are
three schemes, which are described in [316] and [79]. The entanglement
generation schemes are depicted in Fig.s 4.5, 4.6, 4.7 and are described in
the following part:

• At mid-point: an entangled photon source is positioned between the
two nodes to which it sends the pair of entangled particles.

• At source: in this scheme one of the two nodes sends to the other one
a photon, which is entangled with one of the qubits of its memory.
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• At both end-points: in this approach both nodes send a photon, which
is entangled with one of the qubits of its memory. A detector performs
a measurement on the two qubits. In this manner, the remote qubits
are projected in an entangled quantum state.

Photon with
quantum state

Teleported
photon with

quantum state
Two bits

(classical channel)

One particle to the RX 
(quantum channel)

TX RX

Figure 4.5: At-source strategy. The entangled photon source is integrated
into the devices.
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Figure 4.6: At-midpoint strategy. A specific device generates pairs of entan-
gled particles and delivers them to devices that will perform teleportation.



98 Quantum Networking

Photon with
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Figure 4.7: At-both-endpoints strategy. A third device performs the mea-
surement of the particles, and entanglement is generated between the in-
volved devices

The strategies At-source and At-midpoint, shown in the Fig. 4.5 and 4.6,
are commonly used in the schemes involving the implementation of the E91
protocol [317].

The quantum fidelity describes how close two given quantum states are [180].
Therefore, the quantum fidelity can be used to characterize drastic changes
in quantum states when systems undergo QPTs [181] [318]. The decrease in
the fidelity of the entangled link means information present in the state has
been lost, and when this situation occurs there is not a simple way to recover
it [77]. In a QR protocol there are three primary operations required to cre-
ate the long-range Bell state that can be used for quantum communication
tasks such as QKD or teleportation.

• Entanglement distribution: the process through which the entangled
links are created between network nodes.

• Entanglement purification: the process through which it is possible
to create more highly entangled state from a number of lower quality
ones [319] [320].

• Entanglement swapping: the process in which a Bell-state measure-
ment is performed within a node on two qubits which are halves of
separate Bell states. The Bell measurement allows us to provide a
longer entangled link connecting adjacent repeater nodes.
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Considering that the entangled states that result from transmission through
a noisy channel are not pure, the Bell pairs must be purified in order to be
converted to almost perfectly entangled states. Measurements and local uni-
tary operations are performed on the shared entangled pairs by the two
actors, exchanging some classical messages in order to coordinate their ac-
tions, and sacrificing some of the entangled pairs to increase the purity of the
remaining ones [321]. The resulted Bell pairs are almost perfectly pure and
can be used together with classical messages in order to perform the telepor-
tation of the unknown quantum states maintaining high fidelity [319] [322].
In fact, as explained in [323], the deployment of a quantum QR along the
path can significantly augment the quantum teleportation fidelity.

A B C D

QR 1 QR 2 QR 3 

A B C D

QR 1 QR 2 QR 3 

Figure 4.8: Entanglement swapping.

The entanglement swapping operation allows to increase the distance of
a quantum communication [324]. As shown in Fig. 4.8, QR 1 and QR 2
share a Bell pair, whereas QR 2 and QR 3 share a different Bell pair. The
QR 2 performs a projective measurement on his two particles in the Bell
basis and communicates the result to QR 3. This is the teleportation pro-
tocol described in Section 2.2.4 with QR 2’s first particle, the one entangled
with QR 1’s particle, as the state to be teleported. When QR 3 finishes the
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protocol it now has a particle with the teleported state, that is an entangled
state with QR 1’s particle. Thus, although QR 1 and QR 3 never inter-
acted with each other, after the swapping operation, their particles result
entagled [325] [326]. The operation of entanglement swapping can also be
applied to a chain consisting of multiple QRs.

As described in Fig. 4.9, the entanglement generation is performed first
between pairs of quantum memories of adjacent nodes via the transmission
of photons entangled with the memories [327] [208]. The entanglement swap-
ping is performed at a node that has confirmed the existence of entanglement
with other repeater nodes by receiving heralding signals from different re-
peater nodes at long distances. Then, the involved device selects pairs to tele-
port and performs a BSM on one qubit of each Bell pair [328] [329]. Hence,
quantum memories must be entangled with photons for entanglement gen-
eration, and they must preserve the entanglement at least until they receive
heralding signals for entanglement swapping from remote nodes [295] [147].

First Phase

Second Phase

QR 1 QR 2 QR 3

E2E Entanglement Established

Figure 4.9: The E2E entanglement generation procedure starts with the
entanglement generation through transmitting photons between adjacent re-
peater nodes. Afterward, the entanglement swapping is applied recursively
until the E2E entanglement is generated.

4.3.4 Quantum Repeaters in Space

As explained in Section 4.3.3, QRs are fundamental elements for the inter-
connection of multiple QCs over large distances. As explained in [14], QR
chains have been created by interposing devices at short distances to form
so-called trusted repeater or trusted node network [330]. Nevertheless, as
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confirmed by [66], in which an attempt to optimize the network is made by
proposing a routing algorithm suitably designed for QNs, the performance of
optical fibers are acceptable only at distances of a few hundred kilometers.
For this reason, satellite quantum communications have been considered.
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Figure 4.10: In 4.10a each satellite is entangled photon pair source, whereas
in 4.10b entanglement sources and QRs are placed on board of satellites [15]
[16].
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The studies that have been conducted using single satellites show that
it is possible to establish a satellite quantum link with better performance
than fiber optics. Furthermore, as explained in [331], a satellite-to-satellite
link allows to cover larger distances, and it is necessary to perform further
experiments.

Considering this, in order to create a global QN is necessary to combine
satellite links for very long distances with fiber links for short and intermedi-
ate distances [251]. In [15] are examined two schemes, depicted in Fig. 4.10
for the realization of QSNs, which have been considered in the various ex-
periments that are described in this thesis.

4.3.4.1 Free Space Optics

As explained in [332], this type of communication can be performed using
FSO technology. The optical radiations can be classified into five categories:

• Near-Infrared (NIR) ranging from 750 to 1450 nm which is a low at-
tenuation window and mainly used for fiber optics.

• Short-Infrared (SIR) ranging from 1400 to 3000 nm out of which 1530−
1560 nm is a dominant spectral range for long-distance communication.

• Mid-Infrared (MIR) ranging from 3000 to 8000 nm which is used in
military applications for guiding missiles.

• Long-Infrared (LIR) ranging from 8000 nm to 15 µm which is used in
thermal imaging.

• Far-Infrared (FIR) which is ranging from 15 µm to 1 mm.

The commercially available FSO systems use NIR and SIR wavelength, which
are already used in fiber-optic communications. In particular, using these
wavelengths, it is possible to create systems with a high data rate [333].
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Figure 4.11: An 8-beam free-space optics laser link. The receptor is the large
lens in the middle, the transmitters the smaller ones. At the top right corner
is a monocular for assisting the alignment of the two heads. “File:FSO-
gigabit-laser-link-0a.jpg” by Adamantios https://commons.wikimedia.or
g/w/index.php?curid=4792467 is licensed under CC BY-SA 3.0. To view
a copy of this license, visit https://creativecommons.org/licenses/by-
sa/3.0/.

The FSO technology has already been considered for use on CubeSats de-
ployed in LEO orbit [334] and also for communication towards other celestial
bodies [335] [336]. Furthermore, the deployment of CubeSats equipped with
FSO technology has also been considered in Low Lunar Orbit (LLO) [337].
These satellites may employ specific transmitters that operate at the 1550 nm

wavelength [338], which is also ideal for quantum satellite communications
[265] [74] [339]. In particular, in [74] [340] wavelengths in the NIR and SIR
range equal to 850 nm and 1550 nm respectively for the quantum and clas-
sical channels have been considered, given their high efficiency. Moreover,
in [341] it has been shown that it is possible to generate a quantum-secure
key with a CubeSat of just 4 kg. This result is significant since it indicates

https://commons.wikimedia.org/w/index.php?curid=4792467
https://commons.wikimedia.org/w/index.php?curid=4792467
https://creativecommons.org/licenses/by-sa/3.0/
https://creativecommons.org/licenses/by-sa/3.0/
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the possibility to deploy QSNs with a small number of launches, significantly
limiting costs.

Many experiments have been performed by connecting GSs with single
satellites. However, some frameworks for the analysis of satellite constella-
tions have also been developed. In particular, the use of SDN technology for
constellation control and management of entanglement generation and swap-
ping operations has also been considered. Furthermore, SDN technology has
already been considered for the management of constellations composed of
CubeSats [342].

4.4 Software-Defined Networking

Several trends are pushing network providers and users to reassess traditional
approaches to network architecture. These tendencies can be categorized into
demand, supply, and traffic.

4.4.1 Demand

The load on the Internet is increasing significantly for several reasons. Many
of them are the following:

• Mobile traffic: Employees are increasingly accessing enterprise network
resources via mobile personal devices, such as smartphones, tablets,
and notebooks. These devices support sophisticated apps that can
consume and generate image and video traffic, placing new burdens on
the enterprise network.

• The IoT: Many devices in the IoT generate modest traffic, although
there are exceptions, such as surveillance video cameras. However, the
sheer number of such devices for some enterprises results in a significant
load on the enterprise network.

• Cloud computing: There has been a dramatic shift by enterprises to
both public and private cloud services.

• Big data: The processing of huge data sets requires massive parallel
processing on thousands of servers, all of which require a degree of in-
terconnection to each other. Therefore, there is a large and constantly
growing demand for network capacity within the data center.
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4.4.2 Supply

With the increasing demand for networks, the capacity of network technolo-
gies to absorb rising loads also increases. The increase in the capacity of
network communication technologies has been coupled by an increase in the
performance of network devices, such as LAN switches, routers, firewalls,
Intrusion Detection System/Intrusion Prevention Systems (IDS/IPS), and
network monitoring and management systems. These devices have increased
performance during time, such as faster memories, greater buffer capacity,
faster buffer access, and faster processor speeds.

4.4.3 Traffic Patterns

If it were simply a matter of supply and demand, it would seem that the
existing networks should be able to deal with today’s data traffic. How-
ever, as traffic patterns have changed and become more complex, traditional
enterprise network architectures are increasingly unsuitable for demand. Un-
til today, the typical enterprise network architecture consisted of a local or
campus-wide tree structure of Ethernet switches with routers connecting
large Ethernet LANs and connecting to the Internet and WAN facilities.
This architecture is well adapted to the client/server IT model which was
at one point dominant in the enterprise environment. With this model, the
interaction, and thus the traffic, took place mainly between a client and a
server. In such an environment, networks could be set up and configured
with relatively static client and server locations and relatively foreseeable
volumes of traffic between clients and servers. Serveral developments led to
significantly more dynamic and complex traffic patterns within enterprise
data centers, local and regional corporate networks, and carrier networks.
These include the following:

• The currently common practice of virtualization of application and
database servers has considerably increased the number of hosts that
require high-volume network access and results in an ever-changing
physical location of server resources.

• The network convergence of data, voice, and video traffic creates un-
predictable traffic patterns, usually of large multimedia data transfers.

• Client/server applications usually access several databases and servers
that need to communicate with each other, generating horizontal traffic
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between servers and vertical traffic between servers and clients.

• The widespread use of public clouds has shifted a significant amount of
what previously had been local traffic onto WANs for many enterprises,
resulting in increased and often very unpredictable loads on enterprise
routers.

• Unified Communications (UC) strategies involve intensive use of ap-
plications that enable access to multiple servers.

• Extensive use of mobile devices, including Bring Your Own Device
(BYOD) policies, enables users to access corporate content and appli-
cations from any device at any time. The traffic generated by mobile
devices is becoming an increasingly significant fraction of enterprise
network traffic [343].

4.4.4 SDN Architectural Elements

SDN is a paradigm where a central software program, which is called Con-
troller, determines the overall network behavior. As a matter of fact, the
Controller is portable software that can run on commodity servers and is
capable of programming the forwarding devices based on a centralized view
of the network. In SDN, the network devices that compose the DP are sim-
ple packet forwarding devices, while the CP is implemented in a centralized
Controller [56] or set of coordinated centralized Controllers. The DP devices
can also report network status measures when requested by network applica-
tions. Northbound interfaces bind applications in Application plane to the
Network Operating Systems (NOS) in the CP, while southbound interfaces
provision the control channel for data exchange between NOS and DP de-
vices [344]. The SDN allows overcoming some of the limitations that occur
in current network infrastructures. The programmability of an SDN Con-
troller offers network operators and customers comprehensive programming
interfaces that can abstract all infrastructure low-level details [345]. There-
fore, SDN allows simplifying the enforcement of network forwarding behavior
and policies through more expressive high-level policy languages instead of
using vendor-specific command sets or proprietary protocols [344]. Specif-
ically, SDN separates the routing and forwarding decisions of networking
elements, e.g., routers, switches, and access points, from the DP. Therefore,
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the network administration and management procedures are simplified, con-
sidering that the CP only manages the information related to logical network
topology. The DP orchestrates the network traffic according to the estab-
lished configuration in the CP. The control operations are centralized in a
Controller that manages the network policies [346] [347] and performs direct
control over the state in the DP elements through dedicated Application
Programming Interface (API) [346], as depicted in Fig. 4.12.
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Figure 4.12: Typical representation of an SDN-based architecture.
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Switch Control Plane

Data PlaneData Flow
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Programmable Switch
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Figure 4.13: In 4.13a is represented the traditional networking paradigm,
whereas 4.13b represents the SDN networking paradigm [17].
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The benefits that SDN can provide are the following:

• The SDN switches are considerably simpler and less expensive w.r.t.
traditional devices because they need to implement fewer protocols and
do not need to make complicated decisions.

• The SDN technology allows DP and CP components to evolve indepen-
dently as long as they adhere to a standard interface (e.g. OpenFlow).
This versatility in coupling allows individual parties to develop inter-
operable management applications and control logic independently.

• Network applications can be developed and deployed easily since they
are placed at a higher logical level with respect to the logically central-
ized Controller. On the contrary, a conventional network application
may need to change the control logic in a switch firmware.

• With SDN technology, vendor-specific implementation details are ir-
relevant, considering that they are masked behind a standard interface
between the switches and the Controller.

• With the use of SDN technology, network management is consider-
ably simplified and less error-prone compared to traditional networks.
Rather than configuring and controlling each switch independently, a
network administrator can program the Controller, which in turn can
configure the switches according to necessities [100] [343].

• The forwarding decisions are flow-based instead of destination-based.
The flow abstraction allows unifying the behavior of different kinds
of network devices, including switches, routers, middleboxes, and fire-
walls, enabling outstanding flexibility, limited only to the capabilities
of the implemented flow tables [348].

The Table 4.1 compares the characteristics of SDN with respect to traditional
network architectures.
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Features
Traditional
architecture

SDN
architecture

Complicated network
control

X

Error-prone
configuration

X

Centralized control XXX
Programmability XXX
Simple implementation XXX
Network resilience XXX
Efficient configuration XXX
Improved management XXX
Enhanced performance XXX

Table 4.1: Comparison of features of SDN with respect to classical networks.

SDN architecture is centralized at the logical level, however, it is impor-
tant to emphasize that this model does not postulate a physically centralized
system. As a matter of fact, in order to guarantee appropriate levels of scal-
ability, performance, and reliability would preclude such a solution [349].

4.4.4.1 Control Plane

The implementation of the SDN CP can follow a centralized, hierarchical,
or decentralized design. Initial SDN CP proposals focused on a centralized
solution, where a single control entity has a global view of the network.
While this simplifies the implementation of the control logic, it has scala-
bility limitations as the size and dynamics of the network increase. As a
matter of fact, when designing a distributed SDN CP it is important to
decide not only the number but also the placement of the control entities.
An important parameter to consider while doing so is the propagation delay
between the Controllers and the network devices, especially in the context
of large networks [350]. Furthermore, it is also necessary to consider other
issues that involve control path reliability, fault tolerance, and application
requirements [351]. Therefore, in order to overcome these limitations, sev-
eral SDN approaches have been proposed in the literature that fall into two
categories, hierarchical and fully distributed approaches. In hierarchical so-
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lutions [99] [100], depicted in Fig. 4.14, distributed Controllers operate on a
partitioned network view, while decisions that require network-wide knowl-
edge are taken by a logically centralized root Controller.

Network Network Network

SDN Controller SDN Controller SDN Controller

SDN Controller

Figure 4.14: Hierarchical SDN architecture.

In distributed approaches, depicted in Fig. 4.15, Controllers operate on
their local view or they may exchange synchronization messages to enhance
their knowledge. Distributed solutions are more suitable for supporting
adaptive SDN applications [101].

Network Network Network

SDN Controller SDN Controller SDN Controller

Figure 4.15: Distributed SDN architecture.

In these kinds of networks, the forwarding decisions made by the DP are
flow-based, instead of destination-based. A flow is defined as a set of packet
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field values acting as a match criterion and a set of specific instructions. The
flow abstraction allows the classification of network traffic based on prede-
fined matching rules, thus unifying the behavior of different types of network
devices. Flow programming enables unprecedented flexibility, limited only
to the capabilities of the implemented flow tables inside the forwarding de-
vices. When a flow is generated from an entry that was previously installed
in the switch, no control traffic is generated. The packets immediately pass
through the switch and a much lower delivery time is experienced for these
packets of the flow. When the switch receives a packet from an unknown
flow, it forwards the packet to the Controller, which inspects the packet and
considers the action that needs to be taken for it. Hence, the Controller
instructs the switch to execute this action for all packets of this particular
flow [352].

4.4.4.2 Data Plane

OpenFlow is a programmable network protocol for SDN environment, which
is used for communication between OpenFlow switches and Controllers [353] [354].
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Figure 4.16: Schematic diagram of an OpenFlow Switch.
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As can be seen from Fig. 4.16, the tables that compose the device have
different purposes, which are explained as follows:

• Flow Table: a flow table matches incoming packets to a particular
flow and specifies what functions are to be performed on the packets.
There may be multiple flow tables that operate in a pipeline fashion,
as explained subsequently.

• Group Table: a group table may trigger a variety of actions that affect
one or more flows.

• Meter Table: a meter table can trigger a variety of performance-related
actions on a flow [354].

Despite OpenFlow is not a protocol designed for QNs, it is logical to
suppose that it can be suitably adapted to handle this type of network. For
instance, on a QR flow tables could be related to the QM locations on which
to perform swapping operations involving links between different QCs in the
context related to a distributed quantum computation.

4.4.5 The Role of SDN in Quantum Networks

SDN technology has also been considered in order to create Next-Generation
Networks (NGNs), considering that it facilitates the integration between
satellite and terrestrial networks [355]. As for terrestrial networks, in the
satellite context, the SDN capabilities are managed by a centralized SDN
Controller with a global view of the satellite network resources [356]. Specif-
ically, the Controller can retrieve the data about the whole constellation from
a file that contains a Two-Line Element set (TLE), which is a data format
encoding a list of orbital elements of an Earth-orbiting object for a given
point in time, the epoch [357]. Furthermore, the Controller knows the DP
resources within the satellite core network as well as proper abstractions of
the resources of satellite hubs to control the offered bandwidth in the ac-
cess network. In the satellite core network, including the network functions
within the satellite gateway, the SDN Controller manages the appropriate
flow rules, configuring the precedence and the policing as necessary. How-
ever, the case of providing flexible and on-demand bandwidth in the satellite
access subsystem is more challenging due to resources constraints and their
statistical multiplexing [356].
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Not many experiments have been conducted on using SDN in QSNs sce-
nario. However, considering that the positions of satellites in LEO orbit
change very quickly given their high speed, it is appropriate to consider SDN
technology for the realization of satellite quantum backbones. In SDN-based
QSNs, a Controller is responsible for managing the global strategies for the
distribution of long-distance EPR pairs. The Controller, after having man-
aged the Link-to-Link (L2L) entanglement generation procedure manages
the operations necessary to create the pairs on the E2E path by perform-

Network Operating System (SDN controllers)

QKD Distributed
Computing Sensing

SDN Controller

Application Plane

Control Plane
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Quantum
Computer

Quantum
Computer

Quantum
Repeater 

Classical Channel
Quantum Channel

Figure 4.17: Schematic diagram of an SDN-based QN. This network can
support multiple quantum applications.
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ing multiple entanglement swapping [14] [358]. The control of a QN using
SDN in order to manage specific quantum devices has been proposed, but
however, many of the QKD protocols do not address control problems in
true QNs aimed at E2E delivery of qubits, and the generation of long-lived
entanglement [358]. However, some attempts related to the creation of E2E
entanglement on a satellite path with specific protocols have been made and
are described in Section 3.3.
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Chapter 5

Satellite Architectures and
Performance Analysis

This Chapter describes the proposed architectures and simulations conducted
in this thesis with related results. Specifically, Section 5.1 describes some
peculiarities of the simulation environment and framework adopted. In Sec-
tion 5.2, an overview of possible satellite constellations and functional solu-
tions is provided. Furthermore, Section 5.3 describes the simulations per-
formed by applying some distributed and centralized routing algorithms on
a LEO satellite network. Several simulations have been conducted also con-
sidering different constellations. The Chapter also explores the proposed so-
lutions that integrate the SDN Controller in the constellation and provides
the results of the related simulations.

5.1 Simulation Environment Features

Considering that the scenario concerns the creation of QSNs, the simulation
tool can be divided into two main parts, which are (i) modelling the satellite
tracklet and (ii) modelling the quantum communication system. After some
investigation, the Skyfield Python package [359] was chosen for its many
useful functions that were expected to enhance the code development. The
package deploys functions to deal with time and positions, it allows to cal-
culate sunsets and sunrises for different locations, check whether a satellite
was sunlit, import ephemeris files, and it could also work with TLEs.

117
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Skyfield generates a barycentric position measured from the gravita-
tional center of the solar system. All vectors therefore originate at the grav-
itational center of the solar system. The package also includes the function
to ask for an astrometric position relative to a specific observation location,
and this position is adjusted for light-time delay.

5.1.1 Two-Line Element Set

A TLE is a data format encoding an Earth-orbiting object’s list of orbital
elements for a given point in time, the epoch. The state (position and ve-
locity) at any point in the past or future can be estimated with some ac-
curacy using a suitable prediction formula. The TLE data representation is
specific to the simplified perturbations models (Simplified General Pertur-
bations (SGP), SGP4, Simplified Deep Space Perturbations (SDP)4, SGP8,
and SDP8) [360] [361], so any algorithm using a TLE as a data source must
implement one of the SGP models to compute the state at a time of interest
correctly.

The North American Aerospace Defense Command (NORAD) tracks all
detectable objects in Earth orbit, creating a corresponding TLE for each
object, and makes publicly available TLEs for many of the space objects,
holding back or obfuscating data on many military or specific classified ob-
jects. Fig. 5.1 represents a typical example of a TLE that is, the one that
represents the data concerning the International Space Station (ISS).

Figure 5.1: Typical example of a TLE. The data represented in this figure
concern the motion of the ISS.

Furthermore, the description of each parameter is stated in the following
part. The first line contains the common name for the object based on
information from the Satellite Catalog, while the meaning of the fields that
compose the other lines are expressed in table 5.1 and table 5.2.
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Line 1
Column Description

01 Line Number of Element Data
03-07 Satellite Number
08 Classification (U=Unclassified)

10-11 International Designator (Last two digits of launch year)
12-14 International Designator (Launch number of the year)
15-17 International Designator (Piece of the launch)
19-20 Epoch Year (Last two digits of year)
21-32 Epoch (Day of the year and fractional portion of the day)
34-43 First Time Derivative of the Mean Motion

45-52
Second Time Derivative of Mean Motion
(Leading decimal point assumed)

54-61 BSTAR drag term (Leading decimal point assumed)
63 Ephemeris type

65-68 Element number

69
Checksum (Modulo 10)
(Letters, blanks, periods, plus signs = 0; minus signs = 1)

Table 5.1: TLE Line 1 fields.

Line 2
Column Description

01 Line Number of Element Data
03-07 Satellite Number
09-16 Inclination [Degrees]
18-25 Right Ascension of the Ascending Node [Degrees]
27-33 Eccentricity (Leading decimal point assumed)
35-42 Argument of Perigee [Degrees]
44-51 Mean Anomaly [Degrees]
53-63 Mean Motion [Revs per day]
64-68 Revolution number at epoch [Revs]
69 Checksum (Modulo 10)

Table 5.2: TLE Line 2 fields.
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5.1.2 Mathematical Models for the Prediction of Satel-
lites Positions

Five mathematical models for the prediction of satellite position and velocity
are available. The first of these is the SGP, which was developed in 1966 and
used for near-Earth satellites [362]. This model considers the drag effect on
mean motion as linear in time. This assumption dictates a quadratic varia-
tion of the mean anomaly with time. The drag effect on eccentricity has been
modeled such that perigee height remains constant. The SGP4 model [363]
was developed by Ken Cranford in 1970 and is used for near-Earth satellites.
This model was obtained by simplification of the more extensive analytical
theory of Lane and Cranford (1969) [364] which uses the solution of Brouwer
(1959) [365] for its gravitational model and a power density function for its
atmospheric model. The SDP4 model [366] is an extension of SGP4 to be
used for deep-space satellites. The deep-space equations were developed by
Hujsak (1979) and model the gravitational effects of the moon and sun as
well as certain sectoral and tesseral Earth harmonics, which are of particular
importance for half-day and one-day period orbits. The SGP8 model [367]
is used for near-Earth satellites and is obtained by simplification of an ex-
tensive analytical theory of Hoots which uses the same gravitational and
atmospheric models as in [364], but it integrates the differential equations in
a much different manner.

Skyfield is able to predict the positions of Earth satellites by loading
satellite orbital elements from TLEs files, published by organizations like Ce-
lesTrak, and running them through the SGP4 satellite propagation routine.

5.1.3 Retrieving, Importing, and Working with TLEs

TLEs are read and imported in two ways by the simulator: from a text file,
or directly from CelesTrak. The user specifies which way to input the TLE
by a True / False parameter. If the TLE is to be read from a file the user
needs to specify further the local url to the file directory, and the name of
the text file. The text file should contain the name of the satellite in the
first line, then the first TLE line, and lastly the second TLE line.

The TLEs are updated continuously, and the user can choose whether to
reload the latest version or to use the already fetched file in the directory.
If the TLE file is to be reloaded, the progress of downloading it is indicated
by a progress bar in the console.
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5.1.3.1 Satellite Visibility

The observation of a satellite requires that the satellite is above the horizon.
To check whether the satellite is above the horizon, the tool goes through
the altitude coordinates of the satellite during the observation period. The
altitude coordinate is relative to the observer, and altitude of 0 is defined
as the horizontal plane. The tool, therefore, looks for any negative altitude
coordinates, and if one is found, it can print a message that specifies the date
and time that the satellite is below the horizon. Specifically, Skyfield can
search between a start time and an end time for each occasion on which a
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Figure 5.2: The plane of the horizon for the observer on the surface of
Earth [18]. For an observer placed at the center of the coordinate system
represented in green, it is not possible to see objects that set relative to its
plane of the horizon (represented by the green square).
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satellite’s altitude exceeds a specified number of degrees above the horizon.
Furthermore, it is possible to retrieve additional information regarding the
position of a satellite. The simplest form in which it is possible to generate
a satellite position is to call its at() method, which will return an (x, y, z)

position relative to the Earth’s center in the Geocentric Celestial Reference
System (GCRS) [368], which is physically adequate to describe processes
occurring in the vicinity of Earth, such as Earth’s rotation and the motion
of Earths satellites.

Two Line
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Figure 5.3: Diagram representing relevant tools for obtaining satellite tra-
jectory data [19].

5.2 Control Plane Deployment Solutions Anal-
ysis

In the following, some of the possible SDN-based satellite architectures are
outlined, analyzing their characteristics with a specific focus on the ad-
vantages, and disadvantages. Furthermore, the architectures and solutions
adopted in the conducted experiments are discussed. Finally, for each pro-
posed architecture are analyzed the results obtained in the conducted simu-
lations.
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Figure 5.4: A possible connection between two GSs via multiple FSO satellite
links.

5.2.1 LEO Constellation with a Single Ground Con-
troller

In [20] an architecture consisting of a single ground Controller that manages
the entire constellation has been preliminary introduced. The CP consists
of a single Controller deployed in a Master Control Station (MCS), whereas
the DP consists of Quantum Satellite Repeaters (QSRs). The Controller
gathers the data required to build the entire satellite network state querying
a database that contains the constellation adjacency matrices. Whenever
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it was necessary to interconnect two GSs, the distributed application in-
vokes the Controller best path evaluation module via the Northbound API
and applies a centralized path selection algorithm. The QSRs generate and
exchange entangled particles, basing on information provided by the Con-
troller through the Southbound API. The Controller has complete control
of the architecture managing the generation of L2L entanglement and the
swapping operations necessary to originate E2E entanglement. This archi-
tecture, consisting of a LEO constellation managed with SDN technology
is certainly appropriate, however, further improvements can be introduced,
taking into account that minimizing the swapping overhead is relevant for
distributed operations and, therefore, it is important to properly design the
topology [11].

5.2.2 Multi Controller on GEO

Another solution is similar to the one described in [255] with a master Con-
troller that coordinates some domain Controllers but deployed directly on
GEO satellites. Since geostationary communication satellites at latitudes
above about 81 are below the horizon, hence, it would be very difficult to
ensure complete coverage for the underlying LEO constellation. Further-
more, latency becomes significant as it takes about 240 ms for a signal to
pass from a GS on the Equator to the satellite and backwards. In addition,
the inter-satellite routes between GEO satellites could be longer than the
satellite to ground links, introducing even greater latencies. Therefore, an
architecture consisting of several Controllers placed on geostationary satel-
lites may not be an adequate solution, since it is not possible to achieve
complete coverage of the underlying LEO constellation; moreover, the high
delays could severely limit the system response time. This makes the previ-
ous solution not effective especially for applications that require distributed
quantum computing.

Coverage problems can be overcome by considering an Equatorial-Polar
(EP) constellation as described in [369]. MEO Polar orbit satellites could
help ensure global coverage. Satellites that are part of the Polar orbit seg-
ment could be enabled at the same time as they pass over the Polar areas
ensuring full control over the underlying LEO constellation. The satellite at
sunset is deactivated and then reactivated when it passes over the opposite
Polar area, while, when it is in transit, it can retrieve the status of the un-
derlying LEO network. Although this kind of constellation ensures complete
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global coverage, it does not solve the problem of reducing the latency. How-
ever, this type of architectures even if they are not suitable for distributed
quantum processing can be used to resolve the Routing and Key Allocation
(RKA) problem, as it has been proposed in [74].

5.2.3 Multi Controller on MEO

In order to get more coverage on the Earth’s surface together with limit the
latency problem, we could consider to place the Controllers on a MEO con-
stellation similar to GPS. The GPS constellation operates at an altitude of
20200 km and each satellite thereby providing very high coverage. The lower
distance of the satellite towards GSs and between the LEO satellites and the
respective MEO satellites has a beneficial effect on latency. However, consid-
ering the kinematics of both constellations, this kind of architecture could be
very difficult to manage, since it could require the design of appropriate han-
dover procedures. In fact, a GS cannot be in LOS with respect to the same
MEO satellite, and the configuration of the LEO constellation also continu-
ously changes for the MEO one and the GSs. This architecture introduces
considerable complications compared to the previous ones, then it could not
be suitable neither for distributed applications nor for the resolution of the
RKA problem.

5.3 Single Controller on the Ground

As explained in [74], the procedure of quantum satellite-to-ground commu-
nication consists of a quantum communication paired with a classical com-
munication which usually uses different wavelengths multiplexed over the
same laser link. The quantum satellites are able to conduct both quan-
tum communication and classical communication using a unique integrated
transponder. Typically, the quantum signal is transmitted on downlinks and
the classical signal is transmitted on uplinks. The single polarized photons
are sent through the quantum channel, while classical channel can be used
for the measurement-basis signals and key-relay services, as well as for future
data services.
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Figure 5.5: Quantum Software-Defined Internetworking architecture [20]
©2020 IEEE.

For the inter-satellite quantum channel, the FSO technology with a wave-
length of 1550 nm is used due to its higher efficiency. To be compatible with
classical communications, multi-beam system is used in inter-satellite com-
munications. With the on-board multi-beam transponders, quantum signal



5.3 Single Controller on the Ground 127

and data signal can be carried on different laser beams, in the same optical
link.

The satellite network is similar to a terrestrial fiber optic network, consid-
ering that the GSs distributed across Earth and satellites are nodes equipped
with quantum memories, as explained in [251]. In order to connect a source
GS and a target GS, entanglement for quantum memories between adjacent
quantum satellites is generated through the transmission of photons entan-
gled with those memories.

A GS may have characteristics similar to those of a typical radio tele-
scope like the Italian Sardinia Radio Telescope, which as described in [370]
has an elevation of between 5 and 90 degrees. LEO satellites, which orbit
in a spherical region that extends from the Earth’s surface up to an altitude
of 2000 km [371], could be an excellent alternative to fiber optic commu-
nications. Because of their low altitude, the path length traversed via the
satellites between points on earth is only slightly longer than the great circle
distance between the points, hence they eliminate the long propagation delay
encountered by GEO satellites [372]. New LEO satellite constellations like
OneWeb, Telesat, and Starlink quoted in [95] are going to be launched in
the near future, but the dataset we considered is the one related to the con-
stellation IRIDIUM NEXT made up of 75 satellites, 66 cross-linked satellites
and 9 in-orbit spares operating in a LEO, at an altitude of 800 km [373].

As explained in Section 1, such a network could be controlled centrally
following the SDN paradigm as shown in Fig. 5.5, of which we provide a brief
description in the following. The entire constellation can then be controlled
by one MCS on Earth like GPS, as explained in [374]. The Controller de-
rives the data required to build the entire satellite network state. Then a
centralized routing algorithm that calculates the best path can be applied.
Whenever it was necessary to interconnect two GSs, the distributed appli-
cation invokes the Controller best path evaluation via the northbound API.
The QSRs which are the devices that make up the DP, generate and ex-
change entangled particles based on information provided by the Controller
through the southbound API. In order for the coupling procedures to take
place quickly, it is necessary to carefully choose the satellite from which to
start the propagation procedure of the Bell pairs. As in the model pro-
posed in [375] the satellite in the middle is detected by the Controller which
sends it the necessary instructions to start the propagation procedure. Then
the creation of the Bell Pairs starts from this satellite and propagates it to-
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wards both GSs. The procedure of entanglement generation on the links that
compose the path can be accomplished according to the schemes described
in [79] that require a coordinated action between the nodes at the two ends
of the inter-satellite link and between the GSs and the connected satellite.
When the entire E2E connection via Bell pairs has been established, the
Controller will send the necessary messages to activate the swapping opera-
tions through the southbound API. When the Controller will be notified by
the involved repeater that the swapping operations have been successfully
performed and therefore the E2E entanglement has been created, it will send
to the ground transmitting station an authorization notification to transmit
the data packet containing the teleportation bits. The traffic needed for this
process is all exchanged on the classic channel.

5.3.1 Problem Statement

A typical QN is based on the phenomenon of entanglement swapping which
allows generating a pair of entangled particles at a long distance and quantum
teleportation. In order to allow an exhaustive characterization of the model,
we explain first the physical principles on which a quantum communication
is based.

The entanglement swapping process can also be implemented in a satellite
context, as it is proposed in [376]. As described in [377] and [378] the entan-
glement swapping procedure shown in Fig. 5.6 works as follows. Preparing
two independent entangled pairs α-β and δ-γ, a joint BSM on β and δ has
the effect of projecting α and γ onto an entangled state, although these two
particles have never interacted nor share any common past.

In quantum teleportation described in [291] and [42], the state of a qubit
is destroyed in one location and recreated in another. Initially, a pair of par-
ticles indicated as a Bell pair is distributed, one member to the source, and
the other to the destination. The qubit of the QM that must be teleported is
entangled with the source’s member of the Bell pair. This is done performing
a measure on the data qubit and source’s Bell qubit. Each measurement that
results in one classical bit destroys the quantum state of the qubit and these
results are communicated to the destination using a classical channel. The
recipient uses them to decide what quantum operations it has to perform on
his Bell qubit in order to recreate the original state of the data qubit. In this
manner, the no-cloning principle is observed and the no faster than light
communication principle is not violated [61]. The quantum teleportation
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procedure has already been carried out in the satellite context, as described
in [263]. As already specified in Section 1, repeater nodes are required to
implement this mechanism, therefore the satellites of the constellation can
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Figure 5.7: Scheme of a quantum communication based on teleportation. A
particle with quantum state |ψ〉 is teleported sending two bits on the classical
channel [20] ©2020 IEEE.
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be considered as repeater nodes. For this reason, the model we have derived
is similar to the one presented in [66], but with technological improvements
in order to apply it to free space.

Specifically, it considers the entanglement generation probability (assumed
the same for each node) as a product between the photons generation prob-
ability pg, the heralding and entangling detector efficiency, respectively in-
dicated with ηh and ηd:

p = pgηhηd (5.1)

A remote entanglement between two adjacent nodes is generated through
the operation of entanglement swapping accomplished by carrying out an
optical BSM of the two photons. In details, an heralded local entanglement
is generated on each node, they are sent to the BSM and then are measured.
Hence, the link entanglement generation probability between the i-th and
j-th nodes is defined as:

pi,j =
1

2
η0p

2e−
di,j
Lα (5.2)

where η0 is the optical BSM efficiency, di,j indicates the Euclidean dis-
tance between the two nodes involved and Lα is the electric field attenuation
length. As defined in [379], α is the attenuation of optical wave amplitude,
which is the wave energy losses.

α =
ω
√

2ε

2



√

1 +

(
σ

ωε

)
− 1




1
2

(5.3)

As described in [294], Lα is defined as:

Lα =
1

α
(5.4)

In order to calculate the attenuation length, we considered εr that is the
resistivity and σ which is the conductivity, respectively described in [380]
and [381]. The values relating to these parameters are shown in Table 5.3 of
Section 5.3.3 in where the framework is described.
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Moreover, respecting the specifications shown in the Section 5.3, the
wavelength that we have chosen is λ = 1550 nm. In the proposed model,
Ti,j is the average time required to generate a remote entanglement between
two adjacent nodes, that is equal to:

Ti,j =
p̄i,jT

f
i,j + pi,jT

s
i,j

pi,j
(5.5)

where T fi,j is the total average time required for the failed attempt and T si,j
is the average time required for the successful attempt. As shown in [382], the
quantum coherence is equivalent to quantum entanglement in the sense that
coherence can be correctly described as entanglement, and conversely that
each entanglement measure corresponds to a coherence measure. It therefore
corresponds to time within which it is possible to keep the information in or-
der to successfully teleport qubits [66]. As stated in these studies [383] [384],
it is possible to achieve a coherence time greater than 39 minutes, there-
fore given the technological improvements, unlike what is expressed in the
reference model, we do not take this parameter into consideration.

As we specified in Section 1, the communication rate is a function of the
maximum distance between two adjacent quantum repeaters, instead of the
entire length of the E2E link. Therefore, the time required to generate a
remote entanglement on the route is defined as:

Tr =
max(Ti,j) + τa + max(T ci,j)

ηa
(5.6)

where T ci,j is the time required for ACK transmission over a classical
communication link between two adjacent nodes marked with i and j, while
τa and ηa are respectively the atomic BSM duration and efficiency. We con-
sidered ηa and η0 values equal to 0.75 considering that in [385] are reported
similar values. Finally, we define the entanglement rate on the same route
as:

R=̇
1

Tr
(5.7)

The entanglement rate is also defined as a special kind of throughput [147] [148],
or rather number of transmitted entangled states per second and is measured
as Bell pairs per seconds. In [386] it is defined as the speed of variation of
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the relative entropy of entanglement.

5.3.2 Proposed Forwarding Strategies

Most traditional CP processes use a distributed architecture. For instance,
each router runs its own Open Shortest Path First (OSPF) routing protocol
process. Those distributed CP processes use messages to communicate with
each other, like OSPF protocol messages between routers. Therefore, tra-
ditional networks use a distributed CP [387]. A Delay-Tolerant Networking
Architecture (DTN) like this does not expect that network links are always
available or reliable [388]. In this scenario, epidemic routing could be an
effective solution for an intermittently connected network. A generic node
which applies the epidemic protocol works by transferring its data to each
and every node it meets. As data is passed from node to node, it eventually
reaches the target node. One of the advantages of an epidemic protocol is
that by trying every path, it might be guaranteed to try the best path, while
a disadvantage is the extensive use of resources with every node needing to
carry every packet and the associated transmission costs [389].

On the other hand, a centralized CP has the logic in one place, running
on a single device, or on an external server. Then the centralized procedure
could have used protocol messages to learn information from the devices,
but with all the processing of the information at a centralized location. A
centralized application has all the data gathered into one place, hence it is
easier to write than a distributed application. The SDN paradigm uses a
centralized architecture, with a centralized CP, with its foundations in a ser-
vice called Controller [387]. In this thesis, we have compared two distributed
algorithms i.e. a Modified Random Walk (MRW) and an Ant Colony Opti-
mization (ACO) with a centralized approach using Dijkstra’s algorithm that
requires the integration into an SDN-based architecture as we have defined
and that is depicted in Fig. 5.5. The indicated strategies were selected be-
cause they take into consideration the problem of distance, which is crucial
in QNs.

5.3.2.1 Modified Random Walk

We used as a benchmark a MRW procedure connecting satellites that are
at minimum possible distance avoiding those ones that have been previously
selected.
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We can define as G the set of satellites that are part of the constellation.
If we consider as V the set of visited nodes and with Lg the set of neighboring
satellites of a satellite g, the algorithm proceeds only if

∀g ∈ G ∃ l ∈ Lg | l /∈ V (5.8)

Algorithm 1 Modified Random Walk
Output: Best path
Initialize: g as source, add g to V
while g is not the destination do

if g is the destination then
return Best path

else
for every node in Lg do

if all the nodes in Lg are in V then
Restart from source node
break

else
Consider nodes that are not in V and select the closest one
Add the selected node to V

end
end

Under the hypothesis of a perfect knowledge of the distances to neigh-
boring satellites, a satellite routes a packet to the neighbor at minimum
distance. If this satellite has already been visited previously, the next one in
the sorted list of neighbours is selected and so on. The information about the
previously visited satellites could be included in the data field of the packet
and updated as it proceeds towards the destination node. If the packet
reaches the destination node it means that the path has been identified and
the quantum communication can be started.

This protocol has limited signaling traffic but may require the visit of
a large number of nodes and may fail to establish the connection if all the
nearby nodes have been previously visited.



134 Satellite Architectures and Performance Analysis

5.3.2.2 Ant Colony Optimization

Adaptive routing is a process where a router can forward data via a different
route or given destination based on the current conditions of the system.
ACO, in which information gathered by simple autonomous mobile agents
is shared and exploited for problem solving, has been applied to routing
in telecommunications networks [390]. This algorithm is suitable for routing
because it has characteristics like capability for self-organisation, self-healing,
and local decision making [391].

Figure 5.8: Ants follow a specific path. If an obstacle is interposed, ants can
choose to go around it following one of the two different paths with equal
probability. On the shorter path more pheromone is laid down.

As described in [392], social insect colonies like ants, bees, wasps or ter-
mites show sophisticated collective problem-solving in the face of variable
constraints that emerges from relatively simple individual behaviors. Many
of these processes are regulated by interactions between the individual agents
within the colony, which will affect overall colony functioning. They use
multiple modalities of communication, but the most commonly known are
pheromone trails used to both recruit new workers to exploit the food source
as well as guide these foragers to it. As shown in [393], an ant encountering a
previously laid trail can detect it and decide with high probability to follow
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it, thus reinforcing the trail with its own pheromone. The obtained collec-
tive behavior is a form of autocatalytic behavior where the more the ants
following a trail, the more attractive that trail becomes for being followed.

Some definitions are given before describing the algorithm. The trail
intensity is updated according to the following:

ϕij(t+ n) = εϕij(t) +

m∑

k=1

∆ϕkij (5.9)

where ε is a decay factor of the trail on the edge and ∆ϕkij is the quantity
per unit of length of trail substance laid on edge (i, j) by the k-th ant between
time t and t+ n. If the k-th ant does not use the edge in its tour the value
is zero, otherwise it is equal to:

∆ϕkij =
Q

Λk
(5.10)

where Q is a constant that we set as 1 and Λk is the tour length of the
k-th ant. The probability of going to the j-th node is:

pkij(t) =
|ϕij(t)|β | 1

dij
|γ

∑
k |ϕik(t)|β | 1

dik
|γ (5.11)

The value of ϕij(t) gives information about how many ants in the past
have chosen that same edge and 1

dij
says that the closer a town the more

desirable it is. The other parameters β and γ act as a weight on pheromone
and distance respectively. In the context of networks, an ant is a routing
packet emitted by a satellite node, interspersed with the normal traffic, with
a randomly chosen destination node. Pheromones represent the quality of the
traversed paths and a transition rule is used to define the probability that the
ant chooses to move through the edge, as explained in [390] and [394–396].
The ACO algorithm proceeds as follows. Every ant moves from satellite i
to satellite j choosing the satellite to move to with a probability described
in (5.11). After n iterations all ants have completed a tour. At this point
for each ant k the value of Λk is computed and the values ∆ϕkij are updated
according to (5.10) and the shortest path found by the ants is saved. This
process is iterated until the tour counter reaches the maximum (user-defined)



136 Satellite Architectures and Performance Analysis

number of cycles, or all ants make the same tour.

Algorithm 2 Ant Colony Optimization
Input: Number of ants, number of cycles
Output: Best path
Initialize: Pheromone values
while number of cycles not completed do

for each ant do
Deposits a quantity of pheromones according to equation 5.10
Ant makes a decision on what satellite to go according to the numer-
ator of equation 5.11

end
Multiply the pheromone matrix by decay factor

end

5.3.2.3 Dijkstra’s Algorithm

The version of Dijkstra’s algorithm that we used is described in [397] and [398].
Consider a directed graph G, one of whose vertices is distinguished as the

source s, and each of whose edges (v, w) has a nonnegative length l(v, w).
The number of edges is denoted by m and the number of vertices by n.
Furthermore, there is a path from s to any other vertex, therefore m ≥ n−1.
The algorithm solves the shortest path problem using a tentative distance
function d from vertices to real numbers with the following properties:

• For any vertex v such that d(v) is finite, there is a path from s to v of
length d(v)

• when the algorithm terminates, d(v) is the distance from s to v.

Initially d(s) = 0 and d(v) =∞ for v 6= s; afterwards, each vertex can be in a
state between unlabeled, labeled, or scanned. Initially, only the source node
is labeled, while all other vertices are unlabeled. The algorithm proceeds
scanning each vertex until there are no labeled vertices.

Using this version of Dijkstra’s algorithm a total running time equal to
O(n log n+m) is obtained. This algorithm requires a centralized routing CP
that is a feasible concept and is capable of simplifying routing management.
It requires SDN which separates the network CP from the DP and enables
a NOS which interacts with packet forwarding elements [399].
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Algorithm 3 Dijkstra
Input: Directed graph G
Output: Best path
Initialize: A set S to store finalized vertices and a distance matrix d, where

d[v] represents the length of the shortest path from s to v. Let
d[s] = 0 and d[v] =∞ for v not equal to s.

while every vertex is in S do
Delete the item of minimum key in heap h and put it in v
Declare v scanned
for each arch(v, w) do

if d(w) =∞ and d(w) = d(v) + c(v, w) then
d(w) = d(v) + c(v, w)

Insert x into heap
else if d(w) <∞ and d(v) < d(v) + c(v, w) then

d(w) = d(v) + c(v, w)

Declare w labeled
end
Add v to S

end

5.3.3 Simulations Results

In this Section, we firstly describe the framework and the adopted libraries to
model and simulate the proposed approaches, whose results are then shown
for different scenarios. All the trajectory data were obtained considering the
TLE, which is a data format encoding a list of orbital elements of Earth-
orbiting objects for a given point in time, the epoch. They allow rapid,
modestly accurate propagation of space object motion [357]. The satellite
topology matrix is calculated when the satellite trajectory datas are obtained
from these files. In particular, we used the Skyfield Python package [359]
in order to operate on the file containing the TLE coordinates [400] to get
the necessaries data and the pygeodesy package in order to work with the
coordinates and the routing algorithms included in the scipy package. Many
of the values are consistent with the reference model, but for pg, ηh, ηd de-
noting the photons generation probability and the heralding and entangling
detector efficiencies, respectively, we considered values reported in [401–403].
Other parameters considered in the model are the speed of light c, η0 and
ηa which denotes, respectively, the optical BSM efficiency and the atomic
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Parameter Value
c 3× 108 m

s

η0, ηa 0.75
λ 1550× 10−9 m
Lα 743704275.359 m
ηh, ηd 0.95
τh 10× 10−6 s
τt 20× 10−6 s

τ0, τa 10× 10−6 s
pg 0.9

σ 8× 10−15 S
m

εr 1.000536 C2

Nm2

Table 5.3: Values of the parameters adopted in the simulations [20] ©2020
IEEE.

BSM efficiency, while with τ0 and τa we denote the optical and atomic BSM
duration.

In the following, the curves in red depict the performance obtained by
the MRW algorithm, in blue the ones for ACO, while in green the results
obtained by applying the Dijkstra’s algorithm. The simulations were carried
out by connecting two terminal stations on the Earth’s surface placed at
the antipodes for a reference time interval of sixty minutes and capturing a
sample every 500 ms.

First of all, we focus on the entanglement rate achieved over a single
link, whose length has been varied between zero and 10000 km. As shown

Figure 5.9: Artistic representation of an optical ISL.



5.3 Single Controller on the Ground 139

0 1000 2000 3000 4000 5000 6000 7000 8000 9000 10000
Distance [km]

100

101

102

103

104

En
ta

ng
le

m
en

t r
at

e 
[B

el
l p

ai
rs

/s
ec

]

Figure 5.10: Entanglement rate for different L2L inter-distances [20] ©2020
IEEE.

in Fig. 5.10, the entanglement rate value tends to decrease with a super-
exponential trend. Considering that we have used in the model parameters
that can be traced back to the best technologies currently available, the
value of the entanglement rate is higher than other works in the literature,
such as in [331], in which they claim to be able to reach an entanglement
rate equal to 4 Bellpairs/s with LEO satellites. These considerations are
fundamental, especially in the design of satellite backbones in even higher
orbit as proposed in [264].

Moreover, we analyze the performance with respect to the length of the
E2E path and the number of hops for the three considered routing ap-
proaches. In particular, Fig. 5.11 shows the path length, while in Fig. 5.12
the maximum inter-satellite distances are shown. Furthermore, in Fig. 5.13
the number of hops are represented. Each Figure depicts the histograms of
the Probability Density Functions (PDF) of the three algorithms for each
considered parameter and their statistical fitting, where the value at the ori-
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Figure 5.11: E2E path Probability Density Functions for the considered
MRW, ACO and Dijkstra protocols [20] ©2020 IEEE.

gin of the x-axis represents the failures, that only occurs when MRW fails in
the generation of the E2E path.

As can be seen from Fig. 5.11 (summarized in Table 5.4 where the aver-
age values µ of the distributions and the relative standard deviations σ are
presented), the length of the E2E paths achieved by the MRW protocol is
greater than for the other two cases. As regards to the other two approaches,
we can see that Dijkstra’s algorithm creates routes that are shorter on aver-
age than MRW but longer than the ACO algorithm. Considering the results
in Table 5.4, we can see that using Dijkstra’s algorithm we have longer routes
with a greater number of hops.

Moreover, as can be seen from Fig. 5.12, the Dijkstra’s algorithm is able
to guarantee a maximum inter-satellite distance lower than the others, a fac-
tor that mostly affects the distribution of entanglement rate values. Fig. 5.14
shows the PDF of the entanglement rate which represents the objective func-
tion for all the investigated schemes.
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Figure 5.12: Maximum single link length Probability Density Functions for
the considered MRW, ACO and Dijkstra protocols [20] ©2020 IEEE.

Algorithm MRW ACO D
Average and

Standard deviation
µ σ µ σ µ σ

End-to-end path
length [km]

75610 34774 31897 2755 38965 6598

Maximum single
link length [km]

4218 751 4229 564 3745 195

Number of hops 35 14 15 3 19 4
Entanglement rate
[Bell pairs / s]

11.196 3.224 11.786 1.194 13.175 0.724

Table 5.4: Average and standard deviation of the evaluated parameters for
the considered MRW, ACO and Dijkstra protocols [20] ©2020 IEEE.
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Figure 5.13: Number of hops Probability Density Functions for the consid-
ered MRW, ACO and Dijkstra protocols [20] ©2020 IEEE.

Finally, the distance between the two GSs has been varied starting from
a distance of 1000 km up to the antipodes with a step of 1000 km. As
can be seen from Fig. 5.15, Dijkstra’s algorithm provides better performance
than the other ones. However, ACO has a similar trend managing to achieve
similar performances.

As shown in the Figures and Table 5.4, the values achieved are not very
high, due to the current technological limits of the devices. The results
already allow us to understand which could be the best routing policies
to be adopted on entanglement based networks. The centralized solution
based on Dijkstra’s algorithm allows reaching higher average entanglement
rates this is because, although the E2E section is longer a greater number
of nodes are also involved, which allows for shorter inter-node links. The
fact of being able to obtain short inter distances increases the probability of
success in the generation of Bell pairs.
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Figure 5.14: Entanglement rate Probability Density Functions for the con-
sidered MRW, ACO and Dijkstra protocols [20] ©2020 IEEE.

Despite the application of ACO in network routing has many advantages,
there are some unsolved problems when it is applied in satellite networks.
The routing algorithm is limited by the mobility of satellite networks, and
satellite handover could bring negative influence to the performance [404].
In particular, ACO’s performances appear similar to that of Dijkstra’s algo-
rithm, but the speed of scenario variation due to the displacement of satellites
in LEO orbit may require extremely high signal traffic for ACO. Moreover,
as described in [405] [406], considering that the algorithm is computationally
complex and has a slow converges speed, it could not be suitable for real-time
business with a large volume. Therefore, an SDN-based architecture as well
as higher values in terms of entanglement rate guarantees shorter convergence
times in the calculation of the optimal solution and better strategies both in
terms of entanglement propagation and swapping procedures management.
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Figure 5.15: Entanglement rate as the distance between GSs varies for the
considered MRW, ACO and Dijkstra protocols [20] ©2020 IEEE.

5.3.4 Satellite Constellations

Satellite systems have the advantage of global coverage and inherent broad-
cast capability and offer a solution for providing broadband access to the
end-users. In many constellations direct Inter-Satellite Links (ISLs) provide
communication paths among satellites and they can be used to carry signal-
ing and network management traffic as well as data packets. Compared to
GEO satellites, LEO and MEO satellite networks have shorter round trip
delays and lower transmission power requirements [407].

Recently, the number of satellite missions has had significant growth with
different aims, such as weather monitoring, disaster prevention, and space
observation, involving several fields such as telecommunications, astronomy,
Earth observation, and atmospheric science. Furthermore, the size of these
objects has decreased significantly such that these objects are defined as
micro-, nano-, and pico-satellites. The main advantages of small LEO satel-
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lites reside in the much lower cost, low communication latency, high fault
tolerance, and low energy consumption. Specifically, microelectronics allows
decreasing satellite mass, getting power savings, and increasing flexibility as
well as robustness. Currently, all electronic systems can be embedded in
objects whose weight is only few kilograms instead of few tons and whose
size is in the order of centimetres instead of metres. A CubeSat has to be
made by one (1U) or more (nU) 10 x 10 x 10 cm cube units, with a mass
of up to 1.33 kg per unit. The great attraction of this product is that it
can be entirely built by using Commercial Off-The-Shelf (COTS) hardware
components that better fulfil the target mission keeping low construction
cost [408].

Moreover, these small satellites have also already been considered in the
context of quantum communications. Specifically, in [409] was designed a
3U CubeSat for the implementation of the BB84 protocol.

Figure 5.16: An example of Cubesats.

Therefore, this thesis investigates and compares three different constella-
tions designed considering the flight plans of the following real constellations:

• A MEO constellation based on GPS, which consists of a nominal con-
stellation of 24 satellites located at average altitudes of 20200 km.



146 Satellite Architectures and Performance Analysis

• A LEO constellation based on Iridium-NEXT made up of 75 satel-
lites, 66 cross-linked satellites and 9 in-orbit spares, at an altitude of
800 km [373].

• A constellation composed of 179 CubeSats, which are miniaturized
satellites used so far for space research [410] [411] deployed in LEO
orbit.

The orbits of the satellites that compose the considered constellations are
depicted in the Fig.s 5.17, 5.18 and 5.19, which were extrapolated from the
animations available on CelesTrak [412].

Figure 5.17: Orbits of the 24 satellites that compose the GPS constellation.
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Figure 5.18: Orbits of the 24 satellites that compose the Iridium NEXT
constellation.

From these Fig.s, it can be seen that the orbits are completely different,
and also the numerosity of the constellations changes. It is important to note
that despite the satellites that compose the CubeSats constellation shown in
Fig. 5.19 are in LEO orbit, they operate at slightly different altitudes from
each other, having been launched by many space agencies with different ob-
jectives. In addition, the distance of the satellites from the Earth’s surface
should also be considered. As a matter of fact, despite all three constella-
tions providing global coverage, in designing a QNs ensuring global coverage
efficiently, it is important to take into account the inter distances between
QSRs. Therefore, in a satellite scenario, it is necessary to investigate which
constellation ensures the best performance.



148 Satellite Architectures and Performance Analysis

Figure 5.19: Orbits of the 179 CubeSats launched by various space agencies.

5.3.5 Simulations Results

In this Section, the performance achievable by different satellite constel-
lations are investigated in order to set up efficient quantum E2E commu-
nications. In particular, we investigated three possible satellite backbone
located at different altitudes as presented in Sec. 5.3.2 by always applying
the Dijkstra’s algorithm, as it represents the upper bound for assessing the
path selection metrics. In order to carry out the experiment we wrote some
Python scripts that considering the TLE files they produce the matrix of
inter-satellite distances and they apply on it the centralized algorithm. In
particular, we used the following libraries: the Skyfield Python package to
operate on TLE files and obtain the satellites data, and the Dijkstra’s algo-
rithm included in the scipy package. Tests were carried out by connecting
two stations placed on the Earth’s surface for sixty minutes and capturing
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a sample every 500 ms. In Fig. 5.20 the E2E entanglement rate is depicted
by varying the distance between GSs with a step of 103 km until reaching
antipodal coordinates. It can be firstly noticed that the MEO constellation
achieves the lowest performance no matter the GSs distance was, due to the
predominant Earth-to-satellite length. In addition, it can be seen that as
soon as GSs are close the better choice is the Iridium-Next constellation, but
in the other cases, it is preferable a constellation made up of CubeSats.
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Figure 5.20: E2E entanglement rate considering different distances between
GSs [21] ©2021 IEEE.

The previous considerations are corroborated by Fig. 5.21, where the
maximum link length within the best E2E path is represented as a function
of the distance between a couple of ground terminals. In particular, it is
easy to understand the better performance of the Iridium-NEXT w.r.t. the
Cubesats constellation for distances lower than 3 · 103 km as highlighted in
the zoomed subfigure.
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Figure 5.21: Links of Maximum link length within an optimised E2E path as
a function of the distance between the GSs for different satellite constellations
[21] ©2021 IEEE.

The probability density function of the achievable entanglement rate ob-
tained by simulating 1 hour of our systems in is sketched in Fig. 5.22, that
again confirms the better performance of the Cubesat constellation in terms
of mean value, while again the overlapping with the Iridium-Next one is mo-
tivated by the analysis conducted in Fig. 5.21. However, the most unsuited
constellation is represented by the GPS one with an average entanglement
rate of approximately 1/10 with respect to the other performances.

To conclude our investigation, we evaluated the appropriateness of the
static Djikstra approach when applied to a time varying graph. In order
to simulate the satellite system stationarity, we focused on a specific worst
case scenario, where the GSs are deployed in the Earth Poles. Without
lack of generality, we consider only the Iridium-Next constellation and we
first evaluate the duration of the path (τsbp) selected by Djikstra’s algorithm
in the initial time instant (called static best path), which allows to upper-
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bound a typical E2E session duration. It is worth noticing that τsbp depends
on the time interval in which the involved satellites QRs are in line of sight
with each other. As shown in Fig. 5.23, τsbp statistical distribution is mainly
concentrated over the interval [0, 200] s, with mean value equal to 150 s.
The estimation of this parameter value can support the SDN Controller to
evaluate an effective solution to perform an entanglement, while limiting the
signalling overhead.

To this purpose in Fig. 5.24, the performance of the static best path
w.r.t. the second best path, in terms of E2E entanglement rate is presented.
It can be pointed out that in a specific time interval of about 20 s, where the
satellite inter-distances vary over time, but the QRs constituting the static
best path do not, the best performance is achieved by the Djikstra approach
that could be assumed a correct solution to our problem.
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Figure 5.22: PDF of the entanglement rate achievable by the different satel-
lite constellations [21] ©2021 IEEE.
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5.4 Satellite Control Plane Solutions Analysis

This Section investigates two architectures in which the SDN Controllers are
integrated into the satellite constellations. The possibility of integrating CP
into the DP may allow for some advantages, such as being able to perform
some operations locally while reducing the overhead. Specifically, these ar-
chitectures are based on the possibilities stated in Section 4.4.3, which are
distributed and hierarchical solutions. The latter is a solution that consid-
ers a logically centralized root Controller which takes decisions that require
network-wide knowledge.

5.4.1 Modular two-tier Control Plane

The design of an efficient quantum satellite backbone requires extremely
accurate control and the SDN technology could be fundamental to achieve
this goal. In order to increase the generation rate of Bell pairs on the selected
path an appropriate path selection algorithm is required. These are the
functions of the MCS depicted in Fig. 5.25.
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Figure 5.25: QSDN backbone architecture. A Bell pair is generated between
GSs through operations driven by the Controllers embedded in the LEO
constellation.
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Moreover, considering that the management of swapping procedures could
increase the overhead, it is relevant to minimize it especially for distributed
operations [11]. This goal can be achieved by efficient management of en-
tanglement generation and swapping operations by the CP integrated into
the constellation itself.

The following Sections describe in detail the architecture together with
the protocol and the related messages exchanged.

5.4.1.1 Proposed Architecture

Several satellites in low orbit are considered in the presented architecture
to overcome the distance problem, as shown in Fig. 5.25 [20] [21] [66]. The
use of a dense constellation close to the Earth’s surface allows the distance
problem to be addressed as described in [21]. In fact, as explained in [66] the
probability of success in entanglement generation decreases exponentially as
a function of distance and the time required to generate the entanglement
between two adjacent nodes strongly depends on this probability and the
characteristics of the medium. Therefore, in our paper, we considered a sin-
gle LEO constellation whose all the elements can embed SDN Controllers.
The elements that are part of the DP, i.e., the QSRs and the GSs, as de-
picted in Fig. 5.25, operate in the frequency range of FSO, described in [20].
Atmospheric factors and beam wandering limit the FSO performance sig-
nificantly [222] especially regarding Earth-to-Satellite communications, but
adequate performance can be achieved in fair weather conditions using the
193.415 THz frequency. Optical technology can be used not only for the
quantum channel but also for the control channel. In fact, all nodes in a
QN are assumed to have classical connectivity between each other in order
to perform background protocols, such as path selection as well as signaling
protocols to set up the E2E entanglement generation [79]. Furthermore, at
the considered frequencies the space vacuum has a much higher attenuation
length [20] w.r.t. OFs. For these reasons, we have considered the realiza-
tion of a satellite backbone managed by a MCS on the ground with an SDN
Controller embedded, which derives the matrices of intersatellite distances.
Then, a graph based optimized path selection algorithm that calculates the
best path is applied on the derived matrices [21]. The MCS calculates and
manage the best path communicating with the satellites through the south-
bound APIs. This architecture, shown in Fig. 5.25, also includes the use of
multiple Controllers embedded in the constellation, whose proper placement
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helps to reduce the delays between them and the satellites acting as QRs,
thus making it possible to completely avoid the terrestrial routes and, in
particular, the earth satellite link, which is the most critical due to atmo-
spheric phenomena. As explained in [375], the starting point from which to
start generating Bell Pairs [413] affects the speed of entanglement propaga-
tion over the entire path. A first attempt which considers the use of SDN
technology to address this problem has been made in [20], in which is de-
scribed an architecture wherein the satellite in the middle is detected by a
single Controller on the ground, which sends to the selected satellites the
necessary instructions to start the propagation procedure interfacing with
them through the southbound APIs.

However, with the proposed architecture shown in Fig. 5.25, which uses a
modular two-tier CP based on SDN, it is also always possible, thanks to the
intervention of the MCS, to activate the control process on an appropriate
satellite along its domain, which is composed of several satellites that com-
pose the path. The satellites that delimit the borders between one domain
and another are identified as border QSRs highlighted with a red circle in
Fig. 5.25. The satellite Controller manage the operations of entanglement
generation and swapping, reducing both the time required for the propaga-
tion of the L2L entanglement and the propagation delays of signaling packets.
The placement of the Controller in the middle of the path section as depicted
in Fig. 5.25 is fundamental to optimize Bell Pairs propagation and minimize
packet delay to and from the Controller. Moreover, is possible to avoid the
satellite to ground link which is the most critical. In the following Section, it
is described in detail the functioning of the protocol and the messages that
are exchanged.

5.4.1.2 Protocol

The proposed protocol is designed for the architecture defined in Fig. 5.25
and it is organized in two main phases:

1. Management of the connection request between GSs and setup of the
satellite path.

2. Generation of E2E entanglement using the configured satellite path.

In order to manage these operations properly, we have defined also a
specific packet format, which is depicted in Fig. 5.26. The fields that compose
the defined packet are described as follows:
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• Type: this field is composed of 4 bits and it defines the type of packet.

• C: this is a field composed of a single bit. It is useful in order to enable
the Controller functionality on a specific satellite if the field Type is
set on 3 or if the field Type is set on 8 it is used in order to notify that
the inter domain teleport between two border QSRs is completed.

• Duration: this field contains the life time of the path. It is important
in order to program the opening and closing of the connections between
the satellites that compose the path.

• Source: this field contains the address of the source of the message
that could be the MCS or a satellite Controller.

• Destination: this field contains the address of the destination of the
message.

• Previous: address of the previous satellite.

• Next: address of the next satellite.

• Teleportation Data: this field contains the classic bits related to
teleportation.

0 4 31

Type C Duration

Source

Destination

Previous

Next

Teleportation Data

Figure 5.26: Packet format used by the protocol designed for the proposed
architecture [22].

In the first phase, which is depicted in Fig. 5.27, the MCS processes the
connection request from one of the GSs located on the Earth’s surface. In
this case, the message received by the MCS consists of the Type field set to
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0 and the Previous field that contains the IP address of the GS to which it
wants to connect. Thus, the Controller in the MCS calculates the best paths
for all instants of time, creating a list through which it is able to obtain the
duration of every best path.

At the same time, it sends the connection request to the selected QSRs
and a message that has for fields the Type, which in this case is identified
with 1 and the Previous field which contains the address of the station that
has generated the request.

When the station affirmatively acknowledges the request, the MCS begins
to perform the setup of the satellite path by sending messages of Type 2
to each satellite that is part of the selected path indicating which is the
neighboring satellite to connect to. Furthermore, the satellite recover the
value of the field called Duration, in order to set a timer that closes the
connection when the path is expired.

Once the Controller has received notification from the satellites of the
selected path that all the connections have been established, the second phase
of the protocol begins. As shown in Fig. 5.28, it involves the generation of
entanglement on the selected satellite path and it has a duration equal to
the value specified in the field Duration, which corresponds to the duration
of the satellite path.

The MCS sends to the satellites chosen as Controller a message of Type
3 that indicates the ability to perform certain operations on a domain that
is specified in the message itself in the fields Previous and Next.

The Controller generates two pairs of particles to share with the two ad-
jacent satellites in the path and sends a Type 4 message to the remaining
satellites, specifying the satellite to perform the entanglement with. In ad-
dition, the first Controller on the path sends a Type 5 message to the second
Controller in order to negotiate the generation of entanglement between two
satellites. In this type of message, the Previous and Next fields indicate the
satellites to be interconnected. When the acknowledgment is received the
swapping procedure is started to generate the entanglement at level E2E.

A Type 6 message which contains the field is sent to the satellite that has
to perform a swapping operation. In this type of message, the Previous and
Next fields indicate the satellites that will be interconnected after the swap
operation. The internal swapping operations of each domain are performed
simultaneously by the Controllers on their own domains. When a Controller
has completed its operations, i.e. the creation of the E2E entanglement
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connect()

send(Ack)

send({"Type":1, "Connect_Req_from": Ground_Station_TX})

send(Ack)

connect()

send(Ack)

connect()

send(Ack)

connect()

send(Ack)

send({"Type": 2,"Connect_to": Satellite 2, "Duration": Seconds})

send(Ack)

send({"Type": 2, "Connect_to": Satellite 1, "Duration": Seconds})
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connect()
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connect()
send(Ack)

send({"Type": 2,"Connect_to": Satellite N, "Duration": Seconds})
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send({"Type": 2,"Connect_to": Ground_Station_RX, "Duration": Seconds})
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connect()

send(Ack)

connect()
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close()

send(Ack)

Loop

[Repeat when the path is expired]

[Start entanglement generation procedure and continue until the path is expired]

close()

send(Ack)

close()

send(Ack)

Figure 5.27: Sequence diagram of the first phase of the protocol. The MCS
performs the setup operations on the selected path [22].
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Loop

Ground_Station_TX Master Control Station

send({"Type": 3, "Domain": [{"IP":Ground_Station_TX}, {"IP":Satellite 1}, {"IP": Satellite 2}]})

Ground_Station_RX Satellite 1 Satellite 2 Satellite 3

send(Ack)   
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send(Ack)   

send({"Type": 4, "Entanglement_With_IP": Ground_Station_RX})

send(Ack)   

Generate_Entanglement_With_S1

Generate_Entanglement_With_S3

Generate_Entanglement_With_S4

Generate_Entanglement_With_S6

send({"Type": 5, "Interdomain_Entanglement_Between
": [{"IP":Satellite 3}, {"IP": Satellite 4}]})
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send({"Type": 4, "Entanglement_With_IP": Satellite 4})

send(Ack)   

send({"Type": 6, "Swap_Between": ["IP":Ground_Station_TX,"IP":Satellite 2]})

send(Ack)   

            send({"Type": 6, "Swap_Between": ["IP":Ground_Station_TX,"IP":Satellite 2]})

send(Ack)   

Swap Swap

send({"Type": 7, "Interdomain_Teleport_Between
": [{"IP":Satellite 3}, {"IP": Satellite 4}]})

send(Ack)   

send({"Type": 8, "Interdomain_Teleport": [{"IP":Satellite 3}, {"IP": Satellite 4}],"Completed":1})
send(Ack)   

send({"Type": 6, "Swap_Between": [{"IP":Ground_Station_TX}, {"IP": Ground_Station_RX}]})
send(Ack)   

close()

send(Ack)   

close()

send(Ack)   
close()

send(Ack)   
close()

send(Ack)   
close()

send(Ack)   
close()

send(Ack)   

close()

send(Ack)   

[Until the end of the path's lifetime]

Figure 5.28: Sequence diagram related to the second phase of the protocol.
The Controllers placed on the path manage the entanglement generation and
swapping operations [22].
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between the GS to which it is connected and the border QSRs highlighted
with a red circle in Fig. 5.25, it sends a request to the other Controller with
the purpose of interconnecting the border satellites.

This is done with a Type 7 message and in this case the Previous and
Next fields indicate the satellites between which to perform the teleportation
operation.

When the teleportation process is completed, a Type 8 message is sent
from the border satellite that received the particle to its Controller with field
C set to 1, indicating that the teleportation between the two border satellites
has been completed. At this point, the Controller sends a Type 6 message to
its border satellite to perform the swapping operation. When this operation
is completed, the entanglement E2E is established and the procedure can
start again to perform the exchange of successive qubits.

When the path is not valid anymore, a condition that can be detected
by checking the list of paths calculated by the Graph Based Optimized Path
Selection process on the MCS, the satellites close the connections established
with the others. Then, the Controller processes are deallocated and the
Controller in the MCS closes the connections with the satellites involved up
to that moment. Then the procedure restarts until the end of the session.

5.4.1.3 Simulations Results

In order to investigate the performance of the architecture and the protocol
that we propose, we have conducted a simulation in order to verify the
time required to obtain an entanglement between two GSs using a quantum
satellite backbone. In order to develop the software, we used the Skyfield
Python package to operate on the TLE [400] [357] data to calculate the inter
distance matrices, as performed in the study described in Section 5.3.3, and
the Dijkstra’s algorithm included in the scipy package. In the scenario that
we have simulated, we used the Iridium-NEXT constellation, composed of 75
satellites. We have considered the activation of two Controllers on the path
selected by the MCS, and we performed a simulation considering a reference
time interval of 1 h capturing a sample every second. The GSs have been
located at a distance of 20000 km from each other. During the simulation
the number of satellites that compose the best path varies from 4 to 6, then
we have derived a different distribution for each case.

As can be seen from the graph depicted in Fig. 5.29 with an increase
in the number of satellites involved, the time required to generate a remote
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Figure 5.29: Time required to establish an entanglement E2E [22].

entanglement decreases. This fact confirms in part what has been claimed
in [21] and in [20], i. e., that a larger constellation allows obtaining better
results in terms of entanglement rate, defined as the number of transmitted
entangled states per second, which is measured as Bell pairs per seconds [20].

From the graph in Fig. 5.29 it appears that considering the same number
of Controllers within the path, performance improves as the number of satel-
lites increases. This is because given the shorter distance the probability of
success in order to obtain an entanglement increases. Since the time needed
to obtain the entanglement strongly depends on this probability, the time
needed to obtain it decreases.

This provides a first indication that as the number of satellites that com-
pose the path changes, the performance of the protocol is not degraded, but
the beneficial effects of the distance between the satellites that compose the
domains can be seen. Further studies on scalability could provide useful in-
dications for the realization of an intelligent architecture in which the MCS



162 Satellite Architectures and Performance Analysis

allocates an appropriate number of Controllers inside the path in order to
achieve effective quantum communications.

5.4.2 Multiple Controllers Integrated into the Constel-
lation

Before providing a description of the architecture that we have defined it is
important to describe some phenomena that are necessary to consider, to
support efficient quantum communications and processing.

As explained in [66], the probability of successfully generating remote
entanglement between two adjacent nodes is highly dependent on the dis-
tance and the characteristics of the propagation medium with an exponential
decay. Compared to OFs, a free-space photon experiences negligible loss in
vacuum [20].

When decoherence occurs, some qubits of the computation become en-
tangled with the environment, collapsing the state of the QC. Then, once a
qubit has decohered, the entire computation of the QC is corrupted, and the
result of the computation is no longer be correct [414].

To obtain an over long distance entanglement QRs are then necessary.
These devices perform the entanglement swapping procedure, which works
as it follow. Considering two independent entangled pairs A-B and C-D, a
Bell-state measurement on B and D projects A and C onto an entangled
state, although these two particles have never interacted [20].

Based on the previous considerations, in order to design an efficient satel-
lite QN backbone, some basic requirements need to be addressed. It is clear
that this system requires an extremely accurate control and therefore SDN
technology could be proven to be fundamental for this type of network. Be-
sides, an appropriate path selection algorithm could help to increase the
rate on E2E routes by properly selecting QRs that compose the path. Fur-
thermore, considering that the management of swapping procedures could
increase the overhead, it is relevant to minimize it especially for distributed
operations [11]. These are the two main functions of the Controller depicted
in Fig. 5.30.

Based on previous considerations, we proposed some guidelines through
the design and dynamic placement of the CP within the constellation itself
and some E2E entanglement generation strategies with the aim to identify
the one that can provide the best performance for the derived architecture.
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5.4.2.1 Proposed Reference Architecture

Considering that as is described in [66] and [20] distance represents a serious
impairment for QNs, it may be preferable to consider a constellation con-
sisting of a large number of satellites placed in a low orbit such as LEO, as
also recommended in [21].

The QSRs and the GSs, which are the elements that compose the DP
can operate in the same range of frequencies described in [20] that is, FSO.
In fact, FSO is a technology that has found application in several areas of
the short and long-haul space communications, for instance on inter-satellite
links, and it has already been used in the realization of quantum communica-
tions on Earth [415]. The performances of FSO systems are usually limited
by atmospheric factors and beam wandering [222] especially regarding Earth-
satellite communication, but considering a wavelength equal to 1550 nm the
atmospheric absorption is negligible in clear air conditions making it a fa-
vorable wavelength for FSO applications. Compared to optical fiber, the
space vacuum has a much higher attenuation length [20] at the considered
frequencies. For this reason, we have considered the realization of a satellite
backbone with the Controller embedded in the constellation in order to fur-
ther reduce the delays between it and the satellites acting as QRs. Besides,
the control virtual process migration is crucial in this architecture. Indeed,
it is always possible to deploy the control process on an appropriate satel-
lite in the middle of the path [375] to reduce both the time required for the
propagation of the L2L entanglement and the propagation delays of signaling
packets.

This type of architecture provides significant advantages, considering that
it allows to significantly reduce the losses related to the links between the
GSs and the first satellite, which is the more problematic one, considering
that optical communications are subject to scattering phenomena due to the
presence of water particles in the atmosphere that varies according to weather
conditions. These problems are related both to the quantum link and to the
classical link on which the control packets are transmitted. However, with the
proposed architecture, only the packets exchanged between the GSs and the
Quantum Satellite Control Stations (QSCSs) will have to pass through these
links. Moreover, fiber optic terrestrial connections between the Controller
and GSs are also avoided, allowing losses to be neglected. Finally, since
the distances are very high and the Controller is in charge of managing the
operations between the satellites, this helps to limit the propagation delays,
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GSs through operations driven by the Controllers embedded in the LEO
constellation [23] ©2022 IEEE.

that given the very high distances, are not negligible.
The proposed architecture is depicted in Fig. 5.30 wherein the domains

that could consist of clusters of satellites of the same constellation in LOS to a
QSCS are highlighted. The procedure that is performed on in order to create
an E2E entanglement operates as follows. Once the satellites that compose
the E2E path have been selected, the Controllers of the individual domains
perform the operations needed to create an E2E entanglement between the
GSs to which they are connected and the border QSR that are highlighted in
red in Fig. 5.30. When the intra-domain E2E link has been established, the
domain Controller communicates this to the neighboring domain Controller
that has independently performed the same operations. The Controller of
the first domain sends the qubit to the edge satellite of the neighboring
domain once the acknowledgment from the neighboring domain Controller
is received. The edge satellite receives the particle and performs a swapping
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operation in order to generate an E2E link between GSs belonging to the
two distinct domains. At the end of the procedure, an E2E entanglement is
created between the GSs.

5.4.2.2 Entanglement Generation Strategies

A QSCS in addition to the Northbound, Southbound, and East/Westbound
API typical of an SDN Controller, also includes a module for the path selec-
tion and a module dedicated to the entanglement generation management,
as depicted in Fig. 5.30. Whenever it was necessary to interconnect two
GSs, the distributed application invokes the Controller’s best path evalua-
tion module via the Northbound API. The QSRs, which are the devices that
make up the DP, generate and exchange entangled particles based on infor-
mation provided by the SDN Controller embedded in the QSCS through the
Southbound API.

In order to speed up the E2E coupling procedures, it is necessary to care-
fully choose an appropriate scheme for generating the entanglement. There
are several basic schemes for generating entanglement on a link through the
coordinated action of two end nodes. In this thesis, we focused, in particular,
on two of these methods:

• at source: in this scheme, one of the two end nodes sends a flying qubit
that is entangled with one of its matter qubits. A transducer at the
other end of the link will transfer the entanglement from the flying
qubit to one of its matter qubits.

• at mid-point: in this approach, an entangled photon pair source posi-
tioned between the two nodes with matter qubits sends an entangled
photon through a quantum channel to each of the nodes [79].

In the considered scenarios, the at source strategy, which is depicted
in Fig. 5.31a, works as described in the following. The L2L Bell pairs are
generated according to the policy applied by the Controller, which sends a
message to the GSs and all the satellites that are part of the path. Once the
Controller receives the feedback messages, it sends a message to a subset of
the selected satellites in order to perform the swapping procedure. The Con-
troller continues it sending the relative messages to the remaining satellites
until the entangled E2E link is established.
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Figure 5.31: In 5.31a is represented how the at source strategy works,
whereas in 5.31b is depicted an example of the at mid-point strategy.

The at mid-point strategy considers some satellites of the path as gen-
erators of Bell pairs, which sends the particles to other satellites that in
turn perform the swapping operation, as shown in Fig. 5.31b. Hence, once
the best path has been evaluated, QRs are assumed to have been properly
selected by the Controller. With the at mid-point procedure, it is possi-
ble to avoid some swapping operations, considering that some satellites are
only generators of Bell pairs and are, therefore, not involved in the swapping
process.

5.4.2.3 Simulations Results

We have conducted a campaign of simulations with the objective of verifying
the performance in terms of overhead and delay required to obtain an entan-
glement between two GSs using a quantum satellite backbone. According to



5.4 Satellite Control Plane Solutions Analysis 167

the considerations discussed in the previous Section, a constellation such as
Iridium-NEXT, consisting of 75 satellites, has been considered in the sim-
ulated scenarios. As a first case, we considered a single Controller located
on a satellite in a continental scale scenario and we performed a simulation
considering a reference time interval of 60 min and capturing a sample every
second. The GSs have been located at a distance of 10000 km from each
other. We measured both the number of packets exchanged to generate a
Bell pair between the GSs exploiting the satellite path and the latency re-
quired to achieve this E2E coupling. A comparison of the two strategies
illustrated in Section 5.4.2.2 was performed and it shows that the strategy
named at source results the more appropriate one, as can be seen from the
graphs in Fig. 5.32 and Fig. 5.33. This is because the probability of success
in generating an entangled particle pair with the at mid-point method is
lower considering that both particles have to pass through the free space,
hence, the total entanglement generation probability is given by the product
of the probability of success on both the links.
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Figure 5.32: Packets exchanged for a single session using both strategies [23]
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Having identified the best strategy we extended the scenario by placing
the stations at the maximum distance possible that is at the Earth antipodes.
We then compared two different architectures considering a single Controller
positioned on the ground at 10000 km from the GSs and one controlled by
two Controllers belonging to the constellation. As can be seen from Fig. 5.34
and Fig. 5.35, the scenario with multiple mobile Controllers allows achieving
higher performance in terms of the overhead and the generation time of Bell
pairs. The control protocol overhead is represented in Fig. 5.34, where it is
possible to notice that the distribution of operations between two domains
requires fewer packets to perform the total amount of operations. The im-
provement w.r.t. the architecture with a single Controller on the ground
depends on the fact that part of the operations of entanglement generation
and entanglement swapping are locally performed, without the need to send
additional control messages considering that the CP is integrated into the
DP.
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Figure 5.33: Time required to establish an entanglement E2E [23] ©2022
IEEE.
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The number of packets exchanged also depends on the number of satel-
lites that are part of the E2E path, which in the considered time interval
varies between 4 and 6. In Fig. 5.35, we considered a realistic packet loss
probability for infrastructure with a single Controller on the ground. In-
deed, all the traffics from the Controller to the satellites and the respective
acknowledgments use the link between the GSs and the directly connected
satellite, which is the most critical link. In addition, traffic to and from the
ground Controller also uses a fiber optic link. The packet flow between the
GSs and the Controllers has been also considered in our architecture, but
deploying the Controllers that manage the operations to be performed on the
satellites of the selected path directly to the satellites mitigates the losses,
which we considered negligible. The improvement in terms of latency re-
quired to establish an E2E entanglement compared to the case with a single
Controller on the ground depends on that some entanglement generation and
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swapping operations can be performed on the device that has the Controller
process embedded, while avoiding the sending of some messages, and, thus
saving time.



Chapter 6

Drones Network Architecture and
Performance Analysis

Drones are considered essential for the development of future QNs. Many
experiments have already been conducted, as reported in Section 3.8, how-
ever, they involve just single drones. For this reason, a specific SDN-based
architecture capable of managing multiple drones is defined in this Chapter.
Specifically, this architecture integrates an SDN Controller into the swarm
itself. The performance was evaluated in terms of the fidelity, the entangle-
ment rate, and the overhead of the proposed protocol considering different
meteorological conditions.

6.1 Motivations

The deployment of multiple drones, indeed, allows delivering cellular and
Internet services to remote regions or areas, where a massive number of users
are temporarily gathered or where terrestrial infrastructure is unavailable or
difficult to deploy. Furthermore, drones can be on-demand disposed above
the desired area in order to assist communications at any given time and
according to their dynamic requirements [102]. In the 5G and 6G networks,
one of the main objectives is the creation of a fully integrated heterogeneous
network [122] [123] following the SOA paradigm [119]. Moreover, considering
that a good level of miniaturization has been achieved regarding QDs it is
logical to infer that swarms of drones can be equipped with these devices.
As a matter of fact, in [24] is presented a 19-inch rack quantum computing
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Figure 6.1: Scheme of the quantum computing demonstrator housed in two
19-inch racks [24]. By Pogorelov, I. et al. https://journals.aps.org/prx
quantum/abstract/10.1103/PRXQuantum.2.020343 is licensed under CC
BY 4.0. To view a copy of this license, visit https://creativecommons.or
g/licenses/by/4.0

demonstrator based on 40Ca+ optical qubits in a linear Paul trap [416],
which is depicted in Fig. 6.1. In addition, as reported in [417] [418] from the
point of view of energy consumption, a fully quantum or hybrid network can
also be very efficient. Therefore, the realization of a QN composed of drones
is not expected to be problematic from the energy point of view.

The quality of the FSO link can be severely impacted by the change
of drones’ position and orientation due to their random fluctuations [104].
Specifically, pointing errors and atmospheric turbulence contribute to in-
creased losses [105]. These effects are known as beam wandering and can sig-
nificantly deteriorate the communications performance [106], which depends
on the fraction of power that falls onto the photo-detector. Despite the cir-
cuitry onboard the drone could contribute to mitigating these effects [107],
they cannot be completely neglected.

Given all the previous considerations, the swarm of drones can be taken
into account to create efficient ad hoc MQDNs for critical missions. Further-

https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.020343
https://journals.aps.org/prxquantum/abstract/10.1103/PRXQuantum.2.020343
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0


6.1 Motivations 173

more, considering that the SDN is a suitable technology for the management
of mobile QNs [20–23,64], in this Chapter is examined an SDN oriented ar-
chitecture that can be used to manage and control a MQDN and to adapt it
to possible quantum applications. Specifically, in a MQDN, the SDN Con-
troller can set up the E2E drones’ path by sending control messages on a
particular classical control channel [79]. Furthermore, with the SDN tech-
nology, it is possible to further mitigate pointing errors by compensating the
trim changes due to atmospheric agents [110].

The architecture presented in this Chapter could be devoted to dis-
tributed quantum computing, which allows creating Quantum Cloud with an
unprecedented computational capacity [11, 111, 112], and quantum cryptog-
raphy, that makes quantum communication extremely secure [113]. However,
many of the QKD protocols applied so far do not involve multiple drones as
considered in this thesis, and only a few studies concern the implementation
of entanglement-based protocols [115] [92]. The proposed architecture allows
the creation of a network of drones acting as QRs, which can share Bell pairs
on a L2L basis. Through teleportation and entanglement swapping opera-
tions between the drones, the objective is to create E2E-based entangled
states which can be used both for distributed quantum computing and as
the basis for entangled-based QKD protocols such as E91.

Moreover, the proposed architecture provides accurate mission planning
and control also allowing to reduce the effects due to quantum decoher-
ence [116] that remarkably affects both quantum communication and quan-
tum computation. As a matter of fact, decoherence leads the qubits that
compose the Bell pair to lose the entanglement as time passed [23]. Specif-
ically, several parameters, e.g., temperature or magnetic fields, constitute
an uncontrollable source of noise in the system, which influences the quality
of the generated entangled state [79]. Nevertheless, as explained in [66], by
positioning the QRs equidistant, it is possible to mitigate the effect of deco-
herence. Therefore, the drones that compose the swarm must be positioned
as equidistant as possible. Through accurate layer positioning operations
that can involve, e.g., the use of pseudospectral optimal control [419].

Despite the several efforts that have been dedicated to performing quan-
tum communications through couple of drones, it is still unclear how the
E2E paths between two GSs can be optimally configured. As a consequence,
the aim of the thesis is to provide some guidelines to dispose and manage
a QDN optimally, to create an efficient ad hoc MQDN for specific missions,
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Figure 6.2: A quadcopter can be stationed for a relatively long time in a fixed
position [25] [26]. In this manner, it is straightforward to interconnect and
maintain them as equidistant as possible in an optimal position, facilitating
quantum communication.

i.e., whenever a terrestrial connection is unavailable or difficult to set up
or whether the performance achievable through OF is not sufficient. On
the proposed architecture, the following metrics are analyzed: (i) the fi-
delity [79] [420], which indicates the quality of the generated entangled pairs,
(ii) the entanglement rate [20] that is the number of generated entangled pairs
per second, and (iii) the overhead of the proposed SDN-based protocol.

6.2 Simulation Environment

This Section describes the Python library used to perform the simulations
described in Section 6.4. Moreover, the final part of the Section compares
the chosen environment with other simulation environments highlighting the
pros and cons.
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6.2.1 NetSquid Simulator

The Network Simulator for Quantum Information using Discrete events (Net-
Squid) [421] is a software tool for the modelling and simulation of scalable
QNs developed at QuTech. The goal of NetSquid is to enable scientists and
engineers to design the future QI as well as modular quantum computing
architectures. One of NetSquid’s key features is its ability to easily and ac-
curately model the effects of time on the performance of QNs and QCSs. This
forms an essential ingredient in developing scalable systems which require a
design that can mitigate the limited lifetime of quantum bits processed by
QDs. Specifically, the main features of NetSquid are the following:

• It has a discrete event simulation engine to accurately track quantum
decoherence across a network in time.

• A quantum computation library focused on localised qubit operations
and optimized for repeated random sampling using memorization.

• Seamless support for representing quantum states as ket vector states,
stabiliser states and DMs, providing trade-offs in performance, scala-
bility and versatility.

• A library of modular and composable component base classes with
which to physically model QNs hardware.

• An easy to use Python package that uses optimised C and Cython code
under the hood.

• An intuitive asynchronous framework to program QNs protocols and
the classical CP above it.

6.2.2 NetSquid Simulation Engine

To track the time evolution of qubit quantum states and account for com-
munication and processing delays in a network a discrete event simulation
engine is used. Specifically, the simulator schedules events at specific times
on a timeline, and progresses time by chronologically stepping through these
events, as depicted in Fig. 6.3. Simulation entities can listen for and react
to these events, and optionally schedule future events in the process.

The simulation package PyDynAA defines a handful of classes that repre-
sent its key concepts. These classes are the entities of a simulation, events
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Figure 6.3: Timeline of the discrete event simulation engine of NetSquid.
”Abstract example of simulating a quantum protocol with discrete events”
by Tim Coopmans et al. https://www.nature.com/articles/s42005-021
-00647-8/figures/2 is licensed under CC BY 4.0. To view a copy of this
license, visit https://creativecommons.org/licenses/by/4.0.

of a specific type that occur at scheduled times during a simulation run,
event expressions that can be used to describe logical event combinations,
handlers objects that respond to triggered events, and the simulation engine
that manages the event scheduling and handler registration. Simulation en-
tities are anything in the simulation world that can generate or respond to
events. The Entity base class, which should always be sub-classed, provides
methods for scheduling events and waiting for them. Scheduled events will
occur at given instances on the simulation timeline. The simulation engine
runs by stepping sequentially from event to event in a discrete fashion. An
entity can respond to events by registering an event handler object with a
callback function to wait for events with specified or unspecified type, source,
and id to be triggered.

The entire software architecture of NetSquid is represented in Fig. 6.4.
The sub-packages that make up the NetSquid package are shown stacked
in relation to each other and the PyDynAA package dependency. The main
classes in each (sub-)package are highlighted, and their relationships in terms

https://www.nature.com/articles/s42005-021-00647-8/figures/2
https://www.nature.com/articles/s42005-021-00647-8/figures/2
https://creativecommons.org/licenses/by/4.0
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of inheritance, composition and aggregation are shown. Fig. 6.4 also repre-
sents the key modules users interact with.

Specifically, QNs can be modeled and set up in NetSquid by linking the
provided component base classes together. Components in NetSquid are
simulation entities that model the hardware of the network physically. They
can be composed of functional models that characterise their behaviour, IO
ports for communication, and, in the case of composite components, other
subcomponents. Specifically, the main components adopted in this thesis are
quantum channels to transmit the qubit in both directions.

Figure 6.4: NetSquid’s software architecture. ”Overview of NetSquid’s soft-
ware architecture” by Tim Coopmans et al. https://www.nature.com/art
icles/s42005-021-00647-8/figures/10 is licensed under CC BY 4.0. To
view a copy of this license, visit https://creativecommons.org/licenses
/by/4.0.

https://www.nature.com/articles/s42005-021-00647-8/figures/10
https://www.nature.com/articles/s42005-021-00647-8/figures/10
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
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6.2.3 NetSquid Quantum Network Elements

An illustrative example of a NetSquid use case is reported in Fig. 6.5, where
each sub-figure explains part of the modelling and simulation process. For
the sake of clarity, the figures are not based on actual simulation data. The
scenario shown is a QR utilising entanglement distillation. In (a), the setup of
a QNs using node and connection components is represented. Sub-figure (b)
represents a zoom-in related to the subcomponents of the entangling connec-
tion component. The quantum channels are characterised using fibre delay
and loss models. The quantum source samples from an entangled bipartite
state sampler when externally triggered by the classical channel. Sub-figure
(c) is a zoom-in of the QM positions within a quantum processor illustrating
their physical gate topology. The physical single-qubit instructions possible
on each memory in this example are the Pauli (X, Y, Z), Hadamard (H), and
X-rotation (RX) gates, and measurement. The blue-dashed arrows show the
positions and control direction (where applicable) for which the two-qubit
instructions controlled-X (CNOT) and swap are possible. Noise and error
models for the memories and gates are also assigned. Sub-figure (d) is an il-

Figure 6.5: Modelling and simulation process adopted in NetSquid. ”Illus-
trative example of a NetSquid use case” by Tim Coopmans et al. https:
//www.nature.com/articles/s42005-021-00647-8/figures/1 is li-
censed under CC BY 4.0. To view a copy of this license, visit https:
//creativecommons.org/licenses/by/4.0.

https://www.nature.com/articles/s42005-021-00647-8/figures/1
https://www.nature.com/articles/s42005-021-00647-8/figures/1
https://creativecommons.org/licenses/by/4.0
https://creativecommons.org/licenses/by/4.0
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lustration of a single simulation run. Time progresses by discretely stepping
from event to event, with new events generated as the simulation proceeds.
Qubits are represented by circles, which are numbered according to the order
they were generated. A star shows the moment of generation. The curved
lines between qubits denote their entanglement with the colour indicating
fidelity. The state of each qubit is updated as it is accessed during the simu-
lation, for instance to apply time-dependent noise from waiting in memory.
Moreover, (e) is a zoom-in of the distillation protocol. The shared quantum
states of the qubits are combined in an entangling step, which then shrinks
as two of the qubits are measured. The output is randomly sampled, causing
the simulation to choose one of two paths by announcing success or failure.
Finally, (f) is a plot illustrating the stochastic paths followed by multiple
independent simulation runs over time, labelled by their final E2E fidelity
Fi. The blue dashed line corresponds to the run shown in (d). The runs
are typically executed in parallel. Their results are statistically analysed to
produce performance metrics such as the average outcome fidelity and run
duration.

6.2.4 Other Simulation Environments

In addition to NetSquid, other simulators have been recently developed,
however, they have not yet reached its level of development. First, Simu-
laQron [422] and Quantum Network Simulator (QuNetSim) [423] are two
simulators that do not aim at realistic physical models of channels and
devices, or timing control. Instead, SimulaQron’s main purpose is appli-
cation development. It is meant to be run in a distributed fashion on
physically-distinct classical computers. QuNetSim focuses on simplifying the
development and implementation of QNs protocols. In contrast with Sim-
ulaQron and QuNetSim, the Simulator for Quantum Networks and Chan-
nels (SQUANCH) [424] allows for QNs simulation with configurable error
models at the physical layer. However, SQUANCH, similar to SimulaQron
and QuNetSim, does not use a simulation engine that can accurately track
time. Accurate tracking is crucial for e.g. studying time-dependent noise
such as memory decoherence. Other than NetSquid, there now exist three
discrete-event quantum simulators: the Quantum Internet Simulation Pack-
age (QuISP) [425] [426], qkdX [427] and Simulator of QUantum Network
Communication (SeQUeNCe) [428] simulators. With these simulators it is
possible to accurately characterise complex timing behaviour, however they
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differ in goals and scope. Similarly to NetSquid, QuISP aims to support the
investigation of large networks that consist of too many entangled qubits for
full quantum-state tracking. In contrast to NetSquid, which achieves this by
managing the size of the state space, and providing the stabiliser represen-
tation as one of its quantum state formalisms, QuISP’s approach is to track
an error model of the qubits in a network instead of their quantum state.
qkdX, on the other hand, captures the physics more closely through models
of the QDs but is restricted to the simulation of QKD protocols. Lastly, Se-
QUeNCe, similar to NetSquid, aims at simulation at the level of hardware,
CP or application. It has a fixed control layer consisting of reprogrammable
modules. In contrast, NetSquid’s modularity is not tied to a particular net-
work stack design. Furthermore, it is unclear how performant SeQUeNCe’s
quantum simulation engine is: currently, at most a 9-node network has been
simulated, whereas NetSquid’s flexibility to choose a quantum state repre-
sentation enables scalability to simulation of networks of up to 1000 nodes.

6.3 System Model

This Section describes the proposed system model and the architectural cri-
teria proposed to perform quantum communications and processing. Specif-
ically, the considered scenario consists of two GSs interconnected through
a swarm of drones equipped with quantum hardware. In order to organize
the mission properly, the correct number of drones needs to be selected and
dynamically controlled during the mission.

One of the phenomena to be taken in consideration is decoherence, which
concerns the interaction between qubits and the surrounding environment.
To prevent that a qubit becomes entangled with the environment, the sys-
tem must be kept as possible isolated, otherwise, the processing and the
communication process can result altered [23]. In the considered scenar-
ios, we arranged the drones in an equidistant configuration, as shown in
Fig. 6.11. The choice is due to the fact that, with this configuration, it
is possible to minimize the coherence time required to successfully achieve
entanglement [66], mitigating the negative effects due to decoherence not
requiring higher-performance technologies with additional costs.

In order to obtain an E2E-based entanglement over a long distance, the
involved QDs operate as QRs [103]. The quantum operations that a QR
performs are quantum teleportation and entanglement swapping, which are
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explained in the following.
In quantum teleportation, the state of a qubit is destroyed in one location

and recreated in another [79]. The process of entanglement swapping uses
teleportation consuming two Bell pairs covering adjacent short distances into
one pair, which covers the corresponding longer distance [292]. The entangle-
ment swapping procedure is depicted in Fig. 6.6 and works as follows: after
preparing two independent entangled pairs α-β and δ-γ, a Bell state mea-
surement on β and δ projects α and γ onto an entangled state, even though
these two particles have never shared any common past [21]. Therefore,
the entanglement swapping procedure can also be defined as an extension of
teleportation [257].

To reduce the impact of channel losses, several QRs have to be deployed
along the E2E path [20] [429] [430] and the performance can be further im-
proved with the use of FSO technology. However, despite the previously
described phenomena limiting the performance of FSO significantly, as re-
ported in [22] adequate performance can be achieved in clear air conditions
using the 1550 nm wavelenght. In order to model the atmospheric links,
several models [90] [91] allow calculating the specific optical attenuation
considering a wavelength-dependent relation that regards the atmospheric
visibility and the drop size distribution. As a matter of fact, some models
show that in favorable meteorological conditions, reduced attenuation values
can be obtained, even lower than those obtainable with OFs [91] [90]. This

Ground Stations

Quantum Drone Repeater

Quantum
Memory

Quantum
Memory

Quantum Drone Repeater

Ground Stations

Figure 6.6: Operating principle of a drone acting as QR. Entanglement swap-
ping is performed between two pairs of particles executing a Bell state mea-
surement on two of them [27] ©2022 IEEE.
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Yaw Axis

Pitch Axis

Roll Axis

Figure 6.7: Oscillations that tipically affect a flying object. ”DJI Tello Micro-
Drone” by Dennis Sylvester Hurd https://www.flickr.com/photos/denn
issylvesterhurd/49238096152 is licensed under CC BY 2.0. To view a
copy of this license, visit https://creativecommons.org/licenses/by/2.
0. The picture has been modified within the terms of the license by inserting
the coordinate system [27] ©2022 IEEE.

results in a significant reduction of losses due to the scattering phenomenon
and allows to reduce the number of required QRs.

Nevertheless, as explained in [106] the quality of the FSO link can be
degraded due to the random fluctuations of the drones w.r.t their position
and orientation. As a matter of fact, aerial objects, including drones, are
subject to phenomena such as pitch, roll, and yaw, which are variations in
position with respect to all three axes, as shown in Fig. 6.7. Specifically, the
axes and the related motions are described as follows:

• Yaw axis: is defined to be perpendicular to the plane of the wings with
its origin at the center of gravity. Motion about this axis is called yaw.

• Pitch axis: an axis parallel to the wings of a winged aircraft. Motion
about this axis is called pitch.

• Roll axis: an axis drawn through the body of the aircraft, with its
origin at the center of gravity and parallel to the normal direction of

https://www.flickr.com/photos/dennissylvesterhurd/49238096152
https://www.flickr.com/photos/dennissylvesterhurd/49238096152
https://creativecommons.org/licenses/by/2.0
https://creativecommons.org/licenses/by/2.0
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flight. Motion about this axis is called roll [431] [432].

On a drone, these variations can be measured by an Inertial Measure-
ment Unit (IMU) on board the drone [432–435] and mitigated by the Flight
Controller, which provides the following features:

• Kinesthetics of drone flight.

• Automatic thrust/angle control.

• Maintains position and orientation [107].

Figure 6.8: Representation of an IMU. ”Apollo Guidance, Navigation, and
Control (GNC) Hardware Overview” by NASA https://ntrs.nasa.gov/
api/citations/20090016290/downloads/20090016290.pdf.

https://ntrs.nasa.gov/api/citations/20090016290/downloads/20090016290.pdf
https://ntrs.nasa.gov/api/citations/20090016290/downloads/20090016290.pdf
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Figure 6.9: Scheme of the modules that compose a typical drone [28].

However, despite the flight Controller onboard the drone could contribute
to mitigating these effects [107], the consequences introduced by this phe-
nomenon cannot be completely neglected. Specifically, these losses depend
on whether the optical receiver can capture only the fraction of power that
falls onto the photo-detector. Furthermore, pointing errors contribute to in-
creased losses. These effects are known as beam wandering. Considering that
the beam may experience random displacements both along with the horizon-
tal and vertical axis, the misalignment errors of the photo-detector are mod-
eled as independent Gaussian random variables, where µx and µy denote the

x

yAtmospheric Turbulence

Source of Photons Photodetector

Figure 6.10: Representation of beam wandering due to atmospheric turbu-
lence [27] ©2022 IEEE.
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averages and σ2
x and σ2

y the variances, expressed as follows [105] [106] [436]:

x ∼ N (µx, σ
2
x) (6.1)

y ∼ N (µy, σ
2
y) (6.2)

Moreover, as the number of drones increases, the error becomes progres-
sively more significant, whereas every drone is affected by such phenom-
ena [437].

In the proposed architecture, depicted in Fig. 6.11, the mission is loaded
by a classical server that optimizes and schedules the mission according to the
user’s request. Specifically, drones must be programmed by providing them
the GPS coordinates calculated according to the optimization procedure, and
the SDN Controller is installed on the drone that is supposed to occupy the
central position. Therefore, the mission can start, and the drones position
themselves at the specified coordinates. During the second phase, the SDN
Controller, which is installed in the drone that is located in a central position,
starts managing the operations of entanglement generation and swapping to
enhance the process. Furthermore, the Flight Controller mitigates pointing
errors compensating the trim changes due to atmospheric agents relying on
the position control given by the on-board GPS receiver and IMU [434].
In case one or more drones deviate excessively from their position or in
case of failure, the SDN Controller could reorganize the traffic on the path
by reprogramming the devices that compose it via Southbound messages,
in order to operate without the missing drones. According to the design
specifications of QNs stated in [79], the Controller messages are sent over
a dedicated classical control channel. The SDN-based protocol shown in
Fig. 6.12 is structured in two phases described as follows.

1. The SDN Controller sends entanglement generation messages to the
drones that compose the left and right sub-sets of the swarm to inter-
connect GSs and drones, including itself, on a L2L basis.

2. The SDN Controller sends messages to the drones to perform the en-
tanglement swapping in order to create the E2E entanglement.

Naturally, considering that the SDN Controller is on board one of the drones,
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Figure 6.11: Quantum metropolitan SDN drone network. In the first phase,
the mission is configured properly by calculating the coordinates of the
drones according to the result of the optimization. During the second phase,
the Bell pairs are generated between the GSs through operations driven by
the Controller embedded in the swarm of drones [27] ©2022 IEEE.

in order to perform the swapping operation on itself, no message has to be
sent, thereby limiting overhead and packet losses.

The proposed architecture can be used for distributed quantum comput-
ing and for entanglement-based QKD applications.As explained in [243] [79],
the entangled particles can be prepared by both the users sharing the key or
by a third entity, and are distributed in a way that both the users have one
photon of each pair. As depicted in Fig. 6.11, the SDN Controller positioned
in the barycenter of the created E2E path is the entity that manages the
E2E entanglement generation between the GSs properly, managing the L2L
entanglement generation and swapping operations performed by the other
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QDs, according to the protocol explained in Fig. 6.12. Therefore, the Con-
troller allows the creation of remote entangled states between two QCs if
required by a distributed quantum algorithm [23] operating in a Quantum
Cloud context or provides to create the Bell pairs that compose the key
in the case of communications performed using QKD entanglement-based
protocols [243].

Furthermore, as explained in [317], an architecture that uses multiple
QRs can be considered secure. As a matter of fact, the advantage of QRs is
that the final key between the GSs is independent of the knowledge of the
repeaters and even if a repeater is controlled by an adversary, it cannot infer
the final secret key.

Since drones operate in the lowest layers of the atmosphere, scattering
of optical wavelenghts by aerosol particulates and fog have a significant im-
pact on communication, and it is necessary to adopt specific models [438].
Moreover, considering that, as explained in [439], the effect of turbulence on
quantum states is similar to the effect on classical vector modes, we have
considered the Kruse model [440], which provides a wavelength-dependent
relation between the atmospheric visibility V and the extinction coefficient
ξ. In particular, it allows to calculate the specific optical attenuation as
follows [440] [91]:

A = 10(log10 e)ξ (6.3)

where ξ is defined as:

ξ
.
=
− ln 0.02

V

(
λ

550

)−η
(6.4)

The term V present in (6.4) is the atmospheric visibility, defined as a
distance where a 550 nm collimated light beam is attenuated to a fraction
of 5% or 2% of original power. The η coefficient depends on experimental
data about the drop size distribution [441] and is related to visibility:

η =





0.585V
1
3 if V < 6 km

1.3 if 6 km < V < 50 km

1.6 if V > 50 km

(6.5)
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Drone with SDN Controller Embedded

Entanglement Generation Messages

Entanglement Swapping Messages

Entanglement Swapping on Controller 

Entanglement Swapping Completed 

Drones with Freed
Quantum Memories 

Figure 6.12: Entanglement generation and swapping protocol performed by
the SDN Controller. Note that the swapping operation on the drone with
the Controller embedded does not require the transmission of messages [27]
©2022 IEEE.

To address the quality of the supported applications, several parameters
can be considered, among which the fidelity that is a parameter that charac-
terizes the quality of teleportation. Specifically, the fidelity between a pure
state |ψ〉 and an arbitrary state ρ, is defined as follows [38] [442] [443]:

F (|ψ〉 , ρ)
.
= Tr

√
〈ψ|ρ|ψ〉 |ψ〉 〈ψ| =

√
〈ψ|ρ|ψ〉 (6.6)
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The fidelity is a number between 0 and 1, which is equal to 0 if and
only if |ψ〉 and ρ have orthogonal support, and it is equal to 1 if and only if
|ψ〉 = ρ [38]. Therefore, the fidelity is a probability that describes how close
two quantum states are, and the closer it is to 1, the more the created state
is similar to the desired one. It can be used to characterize drastic changes
in quantum states in the presence of QPTs. If the fidelity value is below
0.5, the created state is unreliable, and it cannot be used for computing
purposes [79]. However, the fidelity of a quantum state can be enhanced by
the proper use of QRs [77] [70].

Moreover, we evaluated the entanglement rate R, which is defined as
the number of created entangled states per second and is measured as Bell
pairs per seconds [20] [147]. In QNs the entanglement rate is also defined
as throughput, or the speed of variation of the relative entropy of entan-
glement [148] [386]. The entanglement is generated between the two GSs
upon completion of entanglement swapping operations [21] driven by the
Controller and performed by the drones involved in the E2E path.

Considering that the SDN Controller is centrally placed, the times re-
quired for the completion of operations on the left and right sides of the E2E
path are respectively τl and τr. Furthermore, the time required to generate
a L2L entanglement between drone i and drone i+1 can be defined as τei,i+1

and the time required to perform the entanglement swapping operation on a
specific drone j as τsj . However, despite the swapping operations related to
the drone on which the Controller is installed do not require messages to be
sent, it is necessary to consider the time required for the state measurement
to perform the swapping operation, which is then given as τs0. For instance,
if we consider the path as consisting of an odd number of drones equal to N
the left and right sections consist of a number of drones equal to N−1

2 , the
times required to complete the operations on the left and right sides are:

τl =

−1∑

i=−(N+1
2 )

τei,i+1 +

−1∑

j=−(N−1
2 )

τsj (6.7)

τr =

N−1
2∑

i=0

τei,i+1
+

N−1
2∑

j=1

τsj (6.8)

Considering that the time required to complete operations on the entire path
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is determined by the longer time interval, the time required to obtain an E2E
entanglement is equal to:

T = max{τl, τr}+ τs0 (6.9)

Therefore, the entanglement rate on the entire path can be effectively
expressed as:

R
.
=

1

T
(6.10)

where T is the time required to generate a remote entanglement over the
entire E2E path [66] [21] [20] [27].

In order to maximize the overall quantum processing capability, we intro-
duce an objective function combining the two considered metrics. Since [79],
quantum applications require that the fidelity is above some application-
specific threshold F ∗, the objective function can be consequently expressed
as follows:

max
N

R(V, d, λ,N)

s.t. F > F ∗
(6.11)

The objective function expressed in (6.11) depends on the atmospheric
visibility V , the distance d between the GSs, the wavelenght λ and the
number of drones N . Specifically, the solution of this optimization problem
yields the optimum number of QRs that provide the best performance in
terms of R, while guaranteeing F > F ∗. This optimization is calculated by
mission control during Phase 1, which is shown in Fig. 6.11.

Finally, we evaluated the overhead. As explained in [23], the overhead
due to entanglement generation and swapping operations has to be mini-
mized, especially for distributed quantum computing applications where the
distributed quantum compiler must optimize the circuit so that the number
of remote operations is minimized to limit the decoherence effects and to
reduce the overhead arising with the swapping operations. In fact, when
decoherence occurs, some qubits become entangled with the environment,
and the entire computation of a single QC or a distributed computation per-
formed by multiple QCs interconnected through QRs in a QN results cor-
rupted [414] [116]. Specifically, the overhead minimization can be achieved
by the efficient management of entanglement generation and swapping op-
erations by the Controller. Furthermore, the integration of the CP into
the drone swarm contributes to limiting overhead considering that some op-
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erations can be performed locally and do not require sending messages as
clarified in Fig. 6.12.

6.4 Simulations Results

Considering that different wavelengths are tipically used in communications
using FSO technology [444], we evaluated the attenuation for several wave-
lengths by varying the meteorological conditions and using the Kruse model
defined in (6.3). Moreover, we characterized the phenomenon of beam wan-
dering by modeling the pointing error on the photo-detector as two inde-
pendent Gaussian random variables. Specifically, with an aperture of radius
10 cm, as in [106], we assumed a pointing error with a standard deviation of
σ = 7.5 cm with respect to both the x-axis and y-axis of the photodetector
shown in Fig. 6.10. We supposed a significant value for the standard devi-
ation considering that, although the effects of the beam wandering can be
mitigated, it can be complicated for drones to accurately maintain the posi-
tion and therefore the impact of degradation cannot be neglected. Some of
the parameter values used in the following simulations are given in Table 6.1.

As it can be seen from Fig. 6.13, in specific visibility conditions, the
attenuation values are lower than those ones of the OFs, which have been
considered only for comparison purposes. As a matter of fact, at 1550 nm,
the OFs present an attenuation of 0.2 dB/km [445] depicted as a dotted line
in Fig. 6.13. Specifically, under the same visibility conditions, the use of this
wavelength ensures the lowest attenuation w.r.t the other ones considered.
Furthermore, Fig. 6.13 shows that if we consider as reference values the at-
tenuation of 0.2 dB/km of OFs, for the FSO case, this attenuation can be
obtained at λ = 1550 nm with V = 22.1 km, i.e., in sub-optimal meteorolog-

Parameter Value
Aperture Radius 10 cm

σ 7.5 cm
FSO Wavelengths 650, 850 and 1550 nm
OF Attenuation 0.2 dB/km

Table 6.1: Values of the parameters adopted in the simulations [27] ©2022
IEEE.
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Figure 6.13: Attenuation for different wavelengths at varying meteorological
conditions considering the Kruse model [27] ©2022 IEEE.

ical conditions. Therefore, it is appropriate to endow the network of drones
with 1550 nm communications technology. These considerations are con-
firmed from the simulation performed on a scenario that considers a swarm
of drones used to connect two GSs located at a distance of 10 km typical
of a metropolitan area. Table 6.2 shows the values used in the similations
reported in Fig. 6.14, in which the achievable fidelity w.r.t. the number of

λ [nm] Atmospheric
visibility [km] Attenuation [dB/km]

650 30 0.456
850 30 0.322
1550 30 0.147

Table 6.2: Attenuation values for the wavelengths employed in the simula-
tions reported in Fig. 6.14 [27] ©2022 IEEE.
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involved drones for different wavelengths and considering atmospheric visi-
bility of 30 km in free space has been evaluated and compared with OFs. In
Fig. 6.14 the maximum values of the obtained plots are also reported.

In particular, it can be inferred that under specific meteorological condi-
tions it is possible to achieve performance comparable to OFs with a reduced
number of QRs.

Furthermore, we have performed a simulation by varying the visibility
conditions to verify the maximum fidelity values obtainable on the same
scenario. Table 6.3 shows the parameters used in the similations reported in
Fig. 6.15, which also shows the achieved maximum fidelity values. From this
evidence, it emerges that in specific meteorological conditions, it is possible
to obtain very high fidelity values, even with a limited number of drones.

In addition, we investigate the fidelity varying the distance between GSs
as a function of the number of drones considering visibility of 50 km. The
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Figure 6.14: Fidelity for different wavelengths considering a visibility of
30 km [27] ©2022 IEEE.
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λ [nm] Atmospheric
visibility [km] Attenuation [dB/km]

1550 5 1.205
1550 10 0.442
1550 25 0.177
1550 50 0.065
1550 75 0.043
1550 100 0.032

Table 6.3: Parameters concerning the attenuation w.r.t. different atmo-
spheric conditions considered in the simulations reported in Fig. 6.15 [27]
©2022 IEEE.
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Figure 6.15: Fidelity at varying meteorological conditions at 1550 nm w.r.t.
OFs [27] ©2022 IEEE.

results are shown in Fig. 6.16, which points out that increasing the distance
between the GSs, makes the fidelity value decreases significantly. Specifically,
with a distance between the GSs above 40 km, the maximum fidelity value is
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below F ∗ = 0.5 for the considered meteorological conditions. It is clear from
Fig.s 6.14, 6.15 and 6.16 that there is an achievable maximum; this allows
obtaining significant information for the organization of the flight mission
and the optimization of the E2E path.

Furthermore, we jointly evaluated the entanglement rate and the objec-
tive function in (6.11) varying the number of drones on a 10 km path. The
results shown in Fig. 6.17, point out that the number of drones employed has
a significant impact on the maximum achievable entanglement rate, which
rapidly decays as the number of drones increases. Moreover, in Fig. 6.17 the
curve in red denotes the values of entanglement rate achievable considering
the objective function defined in (6.11), which limits the range of possible
drones to a closed interval. As it can be noticed, the optimum value is close
to the lower boundary of the eligible range corresponding to the minimum
fidelity threshold at 0.5, considering a visibility of 10 km.
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considering visibility of 50 km [27] ©2022 IEEE.
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Figure 6.17: Entanglement rate at varying the number of QDs on a 10 km
path. The red plot highlights the rate obtainable with fidelity greater than
0.5 with a visibility of 10 km [27] ©2022 IEEE.

Finally, we evaluated the overhead of the proposed control protocol,
which performance is depicted in Fig. 6.18. Considering the problems re-
lated to the maintenance of drones’ positions and that the aerial link can be
significantly perturbed, we have introduced a realistic packet loss probabil-
ity, which is proportional to the number of involved drones. Specifically, as
the number of drones increases, the number of packets needed for operations
increases, also considering a specific loss factor. The results are reported in
Fig. 6.18, in which it can be seen that the loss factor has more influence with
a significant number of drones.

The evidence emerging from these simulations show that the number of
drones necessary to perform a quantum communication between two GSs
depends both on the employed technology and meteorological conditions.
Furthermore, we verified that the objective function has a unique maximum.
Moreover, these simulations show that the problems of beam wandering due
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Figure 6.18: Overhead concerning the operations of entanglement generation
and entanglement swapping for a single session [27] ©2022 IEEE.

to drones’ random fluctuations and atmospheric turbulence [446] significantly
degrades performance. As explained in [437], this issue is typical of commu-
nications among a large number of drones. In the quantum case, despite
the use of multiple drones operating as QRs limits the performance degrada-
tion compared to a single link of equal length [429] [430], the effects of beam
wandering become increasingly significant as the number of drones increases.
Therefore, employing a limited number of drones contributes to maintaining
adequate performance for all the evaluated parameters. The aim is achieved
considering specific objective functions aimed to balance the evaluated pa-
rameters in order to plan the mission properly and limit costs. Furthermore,
through the SDN technology, it is possible to coordinate the operations of
entanglement generation and swapping between the drones that compose the
swarm. Finally, the integration of the CP into the swarm allows performing
some of the operations locally, contributing to improving performance and
limiting overhead and possible packet losses.
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Chapter 7

Conclusions and Future Works

QuantumMechanics has had a significant development during the early years
of the last century, moving from Quantum Theory to Quantum Mechanics
with the contributions of many prominent scientists. However, despite the
fact that possible applications had already been identified, it took many
years before real devices were made. Nevertheless, in the last 40 years, it
has exceptionally expanded into the area of information science and technolo-
gies, and extremely innovative applications, such as the quantum computing,
quantum coding, quantum cryptography, and quantum communications have
become a reality. Therefore, considering the progress that has been made
recently in making QDs, it is necessary to create specific networks based
on quantum physical principles in order to interconnect quantum on Earth
servers reaching an unprecedented computational capacity. Several experi-
ments have been conducted in order to create QNs using OFs, however, the
performance achieved is not significant and many QRs are required. QSNs
can overcome the limitations of terrestrial optical networks and the recent
technological developments in terms of quantum satellite communications
motivated the investigation conducted in this thesis, with the aim to create
an efficient quantum satellite backbone.

First of all, this thesis proposes a near optimum E2E path evaluation pro-
cedure allowing an efficient switching in order to maximize the entanglement
generation rate. Specifically, in this thesis are compared two distributed
approaches MRW and ACO and one centralized using Dijkstra’s algorithm
in order to achieve a trade-off between performance and cost. We can note
that the centralized strategy in addition to solving the problem of the prop-

199



200 Conclusions and Future Works

agation of Bell pairs, it allows reaching higher entanglement rate values by
involving an acceptable number of intermediate nodes. Furthermore, the
average entanglement rate value of the centralized approach relying on Di-
jkstra’s algorithm is higher than the other ones. This is because Dijkstra’s
algorithm is able to select E2E links whose maximum inter-satellite distance
is less than other algorithms. Furthermore, one of the main objectives of
this thesis is to propose several guidelines for the design of a global QI by
extending existing systems toward a quantum perspective, considering also
the benefits that SDN technology can provide. In fact, the SDN technology
is considered significant for the development of QNs and has already been
considered in many studies related to new-generation satellite networks.

Moreover, to design the network properly, the type of constellation should
also be evaluated, in order to achieve adequate performance and limit costs.
Therefore, this thesis evaluates the performance of different constellations
based on the GPS, Iridium-NEXT constellations together with a fictitious
one made up of Cubesats launched by various agencies. The performance
has been compared in terms of the E2E entanglement rate by varying the
distance between ground stations on an intercontinental scale. The evalu-
ation conducted pointed out that a dense low-orbit constellation is able to
support efficient communications over long distances. The thesis also evalu-
ates the time intervals in which the satellites that constitute the best path
are in line of sight with each other in order to support the SDN Controller
in the management of setup operations, thus limiting the signalling over-
head needed during the communication. This can lead the design, launching
and integration of future hybrid quantum satellites to set up a global QI,
even though trade-off between complexity, overhead could be investigated in
future works by focusing on viable path selection procedures. Another in-
teresting development consists in the use of a dynamic Dijkstra’s algorithm
based on the Temporal Network theory, which could result to be useful in
the search for the best durable path.

However, these early architectures consider the use of a single ground
Controller. The use of a greater number of Controllers and the integration
of the CP into the constellation itself could provide numerous advantages.
Therefore, the use of multiple Controllers integrated into the constellation
itself was considered in subsequent simulations. In particular, the thesis pro-
poses a precise architecture consisting of SDN Controllers positioned both
on the ground and in the constellation itself with different roles. Specifically,
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the main role of the SDN Controllers integrated into the constellation is to
control the operations on the entire E2E path. Moreover, we have developed
a specific communication protocol through which it is possible to obtain an
E2E entanglement. The protocol consists of two main phases, the first of
which is the setup of the chosen E2E path. The choice of the path is made
through a centralized Dijkstra’s algorithm that is executed on the MCS. Dur-
ing the second phase of the protocol, Controllers installed on the satellites
of the constellation and which are part of the path chosen for the specific
session, manage the entanglement generation and entanglement swapping
procedures in order to create multiple E2E entanglements. The satellite re-
peaters are controlled to operate for a specific period of time corresponding
to the period of existence of the E2E path that has been established. Per-
formance has been evaluated considering the time required to establish an
E2E entanglement as the conditions of the E2E path change. From the tests
conducted, it is possible to deduce that as the number of satellites increases,
the performance tends to improve, considering that the shorter distance in-
creases the probability of success in order to obtain an entanglement. In
fact, the time needed to obtain the entanglement strongly depends on this
probability, and therefore the time needed to obtain it decreases.

Furthermore, given that there are several basic schemes for generating en-
tanglement on a link through the coordinated action of two end nodes, this
thesis compares two different procedures for the generation of E2E entan-
glement on a single Controller scenario located on the ground. Specifically,
the considered procedures are the (i) at-midpoint and the (ii) at-source. In
the at-midpoint procedure one of the two end nodes sends a flying qubit
that is entangled with one of its matter qubits and a transducer at the other
end of the link transfers the entanglement from the flying qubit to one of its
matter qubits. On the other hand, in the at-source an entangled photon pair
positioned between the two nodes with matter qubits sends an entangled
photon through a quantum channel to each of the neighboring nodes. In
addition, the most effective procedure has been applied to both the scenar-
ios, the former with a single Controller on the ground capable of managing
the entire constellation while in the latter we allocated multiple Controllers
within the constellation itself. Adopting an architecture comprised of mul-
tiple mobile Controllers solves many issues and achieves better performance
with respect to the architecture with a single Controller on the ground. In
addition to limiting the traffic on the satellite Earth routes, which are the
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most critical ones, it can help to reduce the overall delay, which is crucial
in distributed quantum computing applications. The performance has been
evaluated in terms of the overhead and latency required to establish an E2E
entanglement. The proposed SDN backbone based on the use of multiple
mobile Controllers deployed in the constellation allows achieving better per-
formance for both the considered parameters with respect to the architecture
with a single Controller on the ground.

Future development could consist to integrate within the MCS a specific
path selection algorithm designed for QNs, which would take into account
the issues of QNs and contribute to further improve performance. Specifi-
cally, considering that QRs perform the action of entanglement purification,
an algorithm capable of finding the optimal number of satellites so as to
guarantee specific fidelity values could partially compensate for losses due to
ground-satellite paths. In addition, more accurate analysis in terms of scala-
bility could also provide additional elements in order to allocate Controllers
in the constellation even more efficiently.

This thesis also examines scenarios related to areas of more limited dimen-
sions such as those typical of metropolitan networks. Specifically, the aim
is to realize efficient QMANs composed of swarms of drones, which are con-
sidered crucial for the development of future telecommunications networks.
These devices are very versatile, considering that they can be deployed on-
demand in any place and time. Moreover, atmospheric links can provide
lower attenuation values than OFs, guaranteeing even higher performance.

As a matter of fact, with fair weather conditions, the scattering loss can
be mitigated, and the links that can be established have lower attenuation
with respect to OFs. However, drones are subject to random fluctuations
with respect to their positions. Specifically, these are the pitch, roll, and yaw
motions typical of all types of aircraft. Furthermore, weather agents such
as wind can cause a change in their position, which must be compensated.
Therefore, maintaining pointing on the ground-drone and inter-drone links
can result very challenging. These devices have specific systems to correct
these pointing errors. As a matter of fact, the Flight Controller mitigates
pointing errors compensating the trim changes due to atmospheric agents re-
lying on the position control given by the on-board GPS receiver and IMU.
However, these errors cannot be completely neglected. Considering that
SDN technology has been recognized as significant for the development of
QNs that require intensive control, we propose an architecture that includes
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the SDN Controller directly embedded in the swarm of drones with a spe-
cific protocol. During the first phase, the mission is properly planned and
the drones reach established locations based on specific GPS coordinates.
Therefore, the SDN Controller sends entanglement generation messages to
the drones that compose the left and right branches of the swarm to inter-
connect GSs and drones, including itself, on a L2L basis. Once completed
this phase, the Controller sends messages to the drones to perform the en-
tanglement swapping in order to create the E2E entanglement.

The results show that despite the atmospheric turbulence and beam wan-
dering issues, planning the mission properly by optimizing specific objective
functions, it is possible to reach reasonable fidelity values that also allow
distributed quantum processing in a Quantum Cloud context. Employing a
limited number of drones, it is possible to achieve significant performance in
terms of entanglement rate while maintaining low overhead. Furthermore,
the integration of the CP into the swarm allows performing some of the
operations directly on board the drone without sending messages, limiting
the overhead and packet losses. Future developments should consider the
evolution of the proposed protocol in order to consider multi-Controller seg-
ments and the interoperability among QMAN also through other kinds of
aerial platforms or satellite segments. Furthermore, due to its configuration,
the proposed architecture can also be used for applications of QKD and,
specifically, to provide entanglement-based protocols such as E91 [447].

The considered scenarios were all analyzed singularly, and an assessment
of their interoperability can be indicated among the future developments.
The research and definition of new path selection algorithms is fundamental,
especially in the satellite field. As a matter of fact, satellites follow predeter-
mined trajectories that can hardly be altered on demand. For this reason,
an effective path selection algorithm can guarantee the minimization of the
number of satellites employed, ensuring the highest possible fidelity values.
In fact, considering that each satellite acts as a QRs, which can have the pe-
culiarity of increasing the fidelity value due to the operation of entanglement
purification, the selection of an optimal number of satellites can contribute
to finding the right trade-off between entanglement rate and fidelity.

Furthermore, given the time-varying nature of satellite networks, future
development could consist on the study of these networks considering the
temporal network paradigm [448] [449] [392], where the times when edges
are active are an explicit element of the representation [450]. However, con-
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sidering the characteristics of QNs, some specific parameters have to be
considered. For instance, with regard to the optimization problem, it is also
necessary to take into account the occupancy of memories that consist of a
limited number of qubits and the timing required to refresh QMs. Moreover,
since the characteristics of the ground to satellite link may affect the quality
of the connection, the environmental factors such as atmospheric visibility
could also be considered in the optimization procedure.

Furthermore, another possible development would consist of the imple-
mentation of satellite networks for QKD. As a matter of fact, many of the
considered scenarios involved the use of single satellites, and only a few
realized real functional applications. Therefore, it is necessary to analyze
scenarios involving the distribution of quantum keys to users on the ground
by comparing various protocols. As explained in Section 3.1, these pro-
tocols consist of a quantum phase and a classical phase and differ between
CVQKDs, which exploit classical technologies, and DVQKDs, some of which
are purely quantum, considering that they are based on the principle of quan-
tum entanglement.

Moreover, SDN technology can play a key role in the development of
such applications. In fact, the SDN Controller could appropriately manage
both the initial quantum phase and the classical phase which consists of the
reconciliation and privacy amplification phases. Some studies related to this
field have already been conducted by developing some of the most important
QKD protocols managed through SDN on OFs networks.

In addition, considering that different QKD protocols also require dif-
ferent technologies, it is appropriate to make an energy assessment as well.
This evaluation could be significant, especially in scenarios related to drone
networks where device consumption is highly dependent on the propulsion
equipment of the drones.

Furthermore, in view of the fact that intermediate layers of communi-
cations systems between terrestrial and traditional satellite segments have
recently emerged, it could be important to evaluate HAPs, which can provide
communications services at a regional scale. HAP are typically deployed at
an altitude between 18 and 20 km and can ensure coverage of a specific area
for long periods of time. The communication channel of these architectures
requires a more in-depth study, however, they could be an interesting alter-
native to satellite constellations for which the deployment is very expensive.
Therefore, they also need to be considered in order to contain the costs of
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both launch and maintenance.
Finally, considering that Machine Learning (ML) is one of the most

promising artificial intelligence tools, which was conceived to support smart
radio terminals [451], these techniques could be applied to scenarios related
to QNs [452]. Quantum Machine Learning (QML) is the intersection of ML
and quantum computing [453]. Specifically, QML attempts to use the capac-
ity of QCs to process data at much faster speeds than traditional computers
and refers to the use of quantum systems to incarnate algorithms that allow
computer programs to improve through experience [454]. As a matter of fact,
superpositioned quantum states can lead to important speedups as a result
of the ability to evaluate multiple states simultaneously [455]. For instance,
the QC-assisted communications has been envisioned as a method to achieve
extremely high data rates and link security in future QNs [456]. Further-
more, some approaches such as deep reinforcement learning could be used to
address the problem of congestion in satellite or drone networks [457].
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Appendix A

List of Parameters

This Appendix is related to the System Model, previously presented in Chap-
ter 5 and Chapter 6. Here I provide a list of the fundamental parameters
that have been used to formally present the mathematical model (see Sec-
tion 5.3.1 and Section 6.3).

p Entanglement generation probability
pg Photons generation probability
ηh Heralding detector efficiency
ηd Entangling detector efficiency
pi,j Entanglement generation probability between the i-

th and j-th nodes
η0 Optical BSM efficiency
di,j Euclidean distance between two nodes
Lα Electric field attenuation length
α Attenuation of optical wave amplitude
εr Resistivity
σ Conductivity
Ti,j Average time required to generate a remote entan-

glement
T fi,j Average time required for the failed attempt
T si,j Average time required for the successful attempt
T ci,j Time required for ACK transmission over a classical

communication link
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τa Atomic BSM duration
ηa Atomic BSM efficiency
Tr Entanglement rate
G Set of satellites that are part of the constellation
V Set of visited nodes
Lg Set of neighboring satellites of a satellite g
ϕij(t) Trail intensity
∆ϕkij Quantity of trail substance laid on edge (i, j) by the

k-th ant between time t and t+ n

Λk Tour length of the k-th ant
pkij(t) Probability of going to the j-th node
β Weight on pheromone
α Weight on distance
G Directed graph
s Source of a directed graph
l(v, w) Nonnegative length in a directed graph
m Number of edges
n Number of vertices
x ∼ N (µx, σ

2
x) Misalignment error on the x-axis

y ∼ N (µy, σ
2
y) Misalignment error on the y-axis

V Atmospheric visibility
ξ Extinction coefficient
A Specific optical attenuation
η Drop size distribution coefficient
F ∗ Application-specific fidelity threshold
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Publications

This research activity has led to several publications in international journals
and conferences. These are summarized below.1

International Journals

1. R. Picchi, F. Chiti, R. Fantacci, L. Pierucci. “Towards Quantum Satellite
Internetworking: A Software-Defined Networking Perspective”, IEEE Access,
vol. 8, pp. 210370-210381, 2020. [DOI:10.1109/ACCESS.2020.3038529] 11 ci-
tations

2. F. Chiti, R. Fantacci, R. Picchi, L. Pierucci. “Towards the Quantum In-
ternet: Satellite Control Plane Architectures and Protocol Design”, Future
Internet, vol. 13, 2021. [DOI:10.3390/fi13080196] 3 citations

3. F. Chiti, R. Fantacci, R. Picchi, L. Pierucci. “Mobile Control Plane De-
sign for Quantum Satellite Backbones”, IEEE Network, vol. 36, pp. 91-97,
2022. [DOI:10.1109/MNET.012.2100167] 3 citations

4. F. Chiti, R. Picchi, L. Pierucci. “Metropolitan Quantum-Drone Networking
and Computing: a Software-Defined Perspective”, IEEE Access, vol. 10, pp.
126062-126073, 2022. [DOI:10.1109/ACCESS.2022.3226127]

Submitted

1. F. Chiti, R. Picchi, L. Pierucci. “The Role of Satellites for Quantum Net-
works: an Overview”, Proceedings of the IEEE, 2021.

1The author’s bibliometric indices are the following: H -index = 3, total number of
citations = 20 (source: Scopus on Month January, 2023).
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International Conferences and Workshops
1. F. Chiti, R. Fantacci, R. Picchi, L. Pierucci. “Quantum Satellite Backbone

Networks Design and Performance Evaluation”, in ICC 2021 - IEEE Inter-
national Conference on Communications, Montreal (Canada), 2021. [DOI:
10.1109/ICC42927.2021.9500327] 3 citations (Student Travel Grant win-
ner) .

Book Contributions
1. F. Chiti. “Internet. Prospettive, Architetture, Applicazioni”, Società Ed-

itrice Esculapio, Third Edition, Chapter 6, 2023.
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