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Introduction

Ultrafast optical spectroscopy can elucidate sub-picosecond molecular dy-
namics, pinpointing information about the vibrational and electronic struc-
tures and inter- and intra-molecular interactions in the infrared and visible
regions of the spectrum[1–6]. Many methods have been developed to explore
and study the dynamics due to the interaction of multiple chromophores. In
particular, multidimensional femtosecond spectroscopies are suitable tools to
investigate electronic and vibrational couplings.

Multidimensional Fourier transform Spectroscopy[7, 8] has revolutionized
the magnetic resonance world and originated a significant impact on the
study of the structures of large biomolecules in solution and magnetic res-
onance imaging. In the past, femtosecond lasers source became a reality
widely employed in spectroscopy laboratories and have been used to develop
two-dimensional Fourier transform (2D FT) non linear spectroscopies[9, 10],
in the electronic[11, 12] and vibrational[13–15] regions. These techniques are
the optical analogs of two-dimensional Fourier transform nuclear magnetic
resonance spectroscopies like NMR Correlation Spectroscopy (COSY) and
NMR Nuclear Overhauser Effect Spectroscopy (NOESY). The combination
of the femtosecond laser sources with 2D FT methods opened new interesting
possibilities: 2D vibrational spectroscopy is employed to obtain structural in-
formation on sub-picosecond time scale, by using vibrational coupling and
vibrational relaxation as molecular scale rulers; 2D electronic spectroscopy
reveals dynamics in the same way the 2D NMR follows spins.

The theoretical formulation can be found in the works of Mukamel et
al[5, 16, 17] and Cho[18, 19]. Pioneering experiments were performed in
the groups of Hochstrasser[13, 20, 21] and Tokmakoff[14, 15] for vibrational
transitions, and in the groups of Jonas[11, 12, 22–24] and Scholes[25] for
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electronic transitions. In these experiments, phase-matched four-wave mixing
signals are analyzed by heterodyne detection in order to obtain information
about both amplitude and phase of the non linear third-order signal emitted
by the sample.

In the past, 2D electronic spectroscopy has been originally limited to
the wavelength range provided by the very stable output of Ti:sapphire
oscillators[26]. Extending the method to a larger range of electronic transi-
tions in the visible spectrum required the use of broadly tunable short light
sources such as optical parametric amplifier (OPA). Due to different group
velocities of idler and signal, the collinear generation, commonly adopted
in standard OPAs, is not capable of providing the ultra.broad band pulses
required in 2D electronic Spectroscopy. The development of Non-collinear
Optical Parametric Amplification (NOPA) overcomes this deficiency, mak-
ing ultra-broad band pulses experimentally available[27, 28].

As the 2D time resolved spectroscopy in the visible range, one has to
notice that the high pulse stability and position accuracy of interferomet-
ric grade, required for this kind of experiments, is definitely more difficult
to achieve in comparison tp what is needed in the infrared spectral region.
The proper stabilization can be achieved passively by using diffractive optics
(DO)[29–33]. Fleming and coworkers first reported the result of heterodyne
detected photon echo by spectral interferometry, in short 2D Fourier spec-
trometry for the visible range[34, 35]. Active control of the phase stabil-
ity, employing pulse shaping techniques, gives more advantages and several
groups introduced this kind of devices in their experimental set-ups[36–38].
The very accurate pulse timing required in interferometric experiments is
assumed by movable glass wedges[39]. They act as motion scaler, making
possible to introduce very short and accurate time delays, in spite of the
limitation of a mechanical translation stage.

Recently, Engel and Co improved the technique, by introducing the GRa-
dient Assisted Photon Echo (GRAPE) spectroscopy: using conventional
beam splitters, all the problems about the phase stabilization of the var-
ious pulses employed in the experiment are avoided, without the need of
pulse shaping or DO, and the coherence time is scanned taking advantages
of the pulse tilting front. With this approach it is possible to record a single
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2D map with a single laser-shot making the experiment extremely faster and
with a very high signal-to-noise ratio[40–42].

The purpose of this Ph.D. has been that of designing, realizing, testing
and utilizing a set-up based on diffractive optics to be imployed in four wave
mixing experiments. In particular, the interest has been focused on two-
dimensional photon echo (2D PE) spectroscopy. The project included the
realization of the ultra-broad band NOPA light source, yielding the ultra-
short pulses (⇠ 20 fs) needed for the experiments. This thesis is organized
as follows. In the first chapter an extended theoretical description of the
four wave mixing phenomena is given. In the second chapter I describe the
experimental set-up. After presenting the master laser source in the labo-
ratory, I describe the Non-collinear Optical Parametric Amplifier (NOPA)
set-up. In the third section I give a detailed description of the 2D photon
echo set-up, focusing on the sub-femtosecon coherence time scan. Then the
home-made NMOS based linear array detector and the acquisition program
are presented. In the third chapter the codes necessary to extract the four
wave mixing spectra from the row data are presented and discussed. In the
fourth chapter the phase characterization of the NOPA pulses, the compres-
sion method and its efficiency are described and discussed. In the fifth and
sixth chapters I report the very first 2D PE measurements performed with
our set-up. The apparatus was first used to reproduce experiments already
present in literature in order to verify the reliability and stability of the set-up
and the efficiency of the codes for the data treatment. In the seventh chapter
novel measurements on a BODIPY based bi-chromophore are reported and in
the last chapter some conclusions are given and further steps are suggested.
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Chapter 1

Theoretical Background

1.1 Schröedinger and Heisenberg pictures

In quantum mechanics a physical observable is associated to an operator A

and the state of the system is represented by a wave function | (t)i. The
expectation value of the A operator in the generic | (t)i state is given by:

h (t)|A| (t)i = hA(t)i (1.1)

In the Schröedinger picture the time evolution of the system is described
by the time dependent wave function and requires solving the time dependent
Schröedinger equation:

H| (t)i = i~ @
@t

| (t)i (1.2)

where H is the hamiltonian of the system. The solution of 1.2 is obtained
introducing a set of eigenvectors |'ni of H with eigenvalues En:

H|'ni = En|'ni (1.3)

The wave function is expressed as a linear combination of the eigenvectors
of the |'ni basis set:

| (t)i =
X

n

|'nih'n| (t)i (1.4)
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Substituting 1.4 in the 1.2 we obtain the general:

h'n| (t)i = exp
⇣

� i

~En(t� t0)
⌘

h'n| (t0)i (1.5)

where h'n| (t0)i represent the n-th coefficient at time t0. The left side of
this equation suggests that the solution | (t)i can be considered as the su-
perposition of many terms with different phase factors:

| (t)i =
X

n

exp
⇣

� i

~En(t� t0)
⌘

|'nih'n| (t0)i (1.6)

Equation 1.6 describes the time evolution of the wave function in the time
interval [t0, t]. So, defining the time evolution operator:

U(t, t0) =
X

n

exp
⇣

� i

~En(t� t0)
⌘

|'nih'n| (1.7)

eq. 1.6 can be written:

| (t)i ⌘ U(t, t0)| (t0)i (1.8)

In time resolved spectroscopy, generally one deals with time-dependent
hamiltonian 1.2. The time dependence of the wave function  (t), obtained
by solving the eq. 1.2, is expressed by eq. 1.8. The form of the propagator
U(t, t0) is obtained from the equation of motion:

i~ @
@t

U(t, t0) = H(t)U(t, t0) (1.9)

If the Hamiltonian does not depend on time, the solution of eq. 1.9 is
simply:

U(t, t0) = exp
⇣

� i

~H(t, t0)
⌘

(1.10)

In case of time-dependent Hamiltonian, the solution of eq. 1.9 is obtained
iteratively. Breaking the integration path in infinitesimal intervals, the time
ordering of these intervals (⌧n�1 < ⌧n) holds:

U(t, t0) =1 +
1
X

n=1

⇣

� i

~

⌘n
Z t

t0

d⌧n

Z ⌧n

t0

d⌧n�1 . . .

Z t2

t0

d⌧1H(⌧n)H(⌧n�1) . . . H(⌧1)

(1.11)
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It’s possible to contract this formula using the positive time ordered exponen-
tial :

U(t, t0) = exp+
h

� i

~

Z t

t0

d⌧H(⌧)
i

(1.12)

The expectation value of a physical observable described by the operator
A is defined as

hA(t)i = h (t)|A| (t)i (1.13)

substituting 1.8 in 1.13 leads to

hA(t)i = h (t0)|U †(t, t0)AU(t, t0)| (t0)i (1.14)

The time dependence of the expectation value can be seen under two
points of view:

•
n

h (t)
o

A
n

 (t)i
o

: The wave functions transform with U(t, t0)| (t0)i
and the operator is a constant;

• h (t0)
n

U †(t, t0)AU(t, t0)
o

 (t0)i: The operator varies in time according
to A(t) = U †(t, t0)AU(t, t0), and the wave function is taken at time t0.

Schröedinger picture: In the Schröedinger picture the wave function are
time dependent, their evolution is described by the Schröedinger equation.
while the operators are time independent. The expectation value of an op-
erator A is given by:

hA(t)i = h S(t)|AS| S(t)i (1.15)

Heisenberg picture: In the Heisenberg picture the operators are time de-
pendent while the wave functions are time independent. With this approach
the expectation value of an operator A is given by:

hA(t)i = h H |AH(t)| Hi (1.16)
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1.2 Interaction picture

This picture stays in between the Schröedinger and the Heisenberg ones; it’s
very useful when the time dependence of the Hamiltonian can be expressed
as:

H(t) = H0 +H 0(t) (1.17)

When the H 0(t) is small in comparison to H0,it is possible to use the eigen-
states of H0 to describe the dynamics of the system under the action of
H 0(t). The assumption is that the wave function for the Hamiltonian H0,
which describes the system at equilibrium conditions, is known; we treat per-
turbatively the time dependant part (H 0(t)), which represents the interaction
of the system with the radiation field. Now, we introduce the time evolution
operator with respect to H0: U0(t, t0). It satisfies the equation of motion;

i~ @
@t

U0(t, t0) = H0U0(t, t0) (1.18)

As H0 is time independent, the solution of eq. 1.18 is simply:

U0(t, t0) = exp
h

� i

~H0(t� t0)
i

(1.19)

The wave functions in the interaction and in the Schröedinger pictures are
related by:

| S(t)i = U0(t, t0)| I(t)i (1.20)

where | S(t)i is the wave function in the Scrödinger picture and | I(t)i is
the wavefuntion in the Interaction one.

To write the temporal evolution in the Interaction picture we need to
start from the Scrödinger equation:

i~ @
@t

| Si = H(t)| Si (1.21)

using 1.20 we have:

i~ @
@t

U0(t, t0)| Ii = H(t)U0(t, t0)| Ii (1.22)

Substituting 1.17, we obtain:

i~U0
@

@t
| I(t)i = H 0U0| Ii (1.23)
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Now multiplying by U †
0 :

i~U †
0U0

@

@t
| I(t)i = U †

0H
0U0| Ii (1.24)

and defining the hamiltonian in the Interaction picture as:

H 0
I(t) ⌘ U †

0(t, t0)H
0(t)U(t, t0) (1.25)

the Scrödinger equation in the Interaction picture becomes:

i~ @
@t

| I(t)i = H 0
I | I(t)i (1.26)

Equation 1.26 means that the time dependence of the wave function in the
Interaction picture is obtained by solving the equation of motion under the
effect of a reduced Hamiltonian containing only the time dependent part,
expressed in the Interaction picture.

In eq 1.20 we defined the time evolution operator in the basis of H0; in
the same way we can define the time evolution operator in the Interaction
picture:

| I(t)i = UI(t, t0)| I(t0)i (1.27)

Substituting in 1.26 we have:

i~ @
@t

UI(t, t0) = H 0
IUI(t, t0) (1.28)

The solution is the same as before:

UI(t, t0) = exp+
h

� i

~

Z t

t0

d⌧H 0
I(⌧)

i

(1.29)

Substituting this latter in 1.20 we obtain:

| S(t)i = U0(t, t0)| I(t)i
= U0(t, t0)UI(t, t0)| I(t0)i

(1.30)

Now, considering that U0(t0, t0) = I (identity), we obtain: | I(t0)i = | S(t0)i,
so that:

| S(t)i = U0(t, t0)UI(t, t0)| S(t0)i (1.31)
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Expression 1.31 means that the total time evolution operator U(t, t0) can be
considered as the product of two operators, one referred to H0 and the other
to H 0(t):

U(t, t0) = U0(t, t0)UI(t, t0) (1.32)

Using the formula derived in 1.11 we can write the complete expression for
the time evolution operator in the Interaction picture:

U(t, t0) = U0(t, t0)UI(t, t0)

= U0(t, t0) +
1
X

n=1

⇣

� i

~

⌘n
Z t

t0

d⌧n

Z ⌧n

t0

d⌧n�1 . . .

Z ⌧2

t0

d⌧1U0(t, ⌧n)H(⌧n)U0(⌧n, ⌧n�1)H
0(⌧n�1) . . . U0(⌧2, ⌧1)H

0(⌧1)U0(⌧1, t0)

(1.33)

The comparison of equations 1.11 and 1.33 makes clear the consequence of as-
suming the form 1.17 for the Hamiltonian and of adopting the interaction pic-
ture. In spectroscopy, the perturbation represents the interaction of the sys-
tem with the radiation field that occurs at different times (⌧1, ⌧2, . . . , ⌧n�1, ⌧n).
Before the first interaction, the system evolves freely in the interval (t0, ⌧1)
according to the propagator U0(⌧1, t0). At the time ⌧1 the first interaction
occurs, described by H 0(⌧1); than we have a second free evolution expressed
by U0(⌧2, ⌧1), followed by another interaction at ⌧2 with the term H 0(⌧2), and
so on until the last interaction H 0(⌧n). The last free evolution U0(t, ⌧n) ends
at the time t, when the measurements is performed.

In the Interaction picture the expectation value of an operator A is given
by:

hA(t)i = h I(t)|A| I(t)i (1.34)

The evolution of the wavefuntion is described by the Schrödinger equation;
using the hamiltonian in the Interaction picture we have:

�i~ @
@t

| I(t)i = H 0
I(t)| I(t)i (1.35)

where H 0
I(t) = U †

0(t, t0)H
0(t)U0(t, t0). So the time evolution of the operator

A in the Interaction picture is expressed by:

�i~ @
@t

AI = [H0, AI ] (1.36)
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This picture offers a new approach to describe the evolution of the system:
a part of the evolution is included in the wave function and a part in the
operators. The Schrödinger and Heisenberg pictures can be derived as the
Interaction picture’s limiting cases: if we set H0 = 0 we have H 0 = H: we
recover to the Schrödinger picture, where the time evolution is included in
the wave function and the operators are time independent:

i~ @
@t

| Si = H 0
S| Si

@

@t
Aj = 0 (1.37)

On the other side, we obtain the Heisenberg picture if we set H0 = H and
H 0 = 0:

@

@t
| Hi = 0

@

@t
AH =

i

~ [H0, AH ] (1.38)

1.3 Density operator

In quantum mechanics, the density operator ⇢ is the equivalent of the classical
density in the phase space. It can be generalized in the form of a statisti-
cal operator, useful when the system cannot be described by a single wave
function. To introduce it, we start from the expectation value of an operator
A in a quantum system described by the wave function | (t)i given in 1.13.
We express the wave function as the linear combination of the vectors of an
arbitrary basis set:

| (t)i =
X

n

cn(t)|ni (1.39)

Substituting this in the 1.13 we obtain:

hA(t)i =
X

m,n

cm(t)c
?
n(t)Amn (1.40)

where Amn = |mihn|. Now we define the density operator as:

⇢ = | (t)ih (t)| (1.41)

Using eq. 1.39, the definition 1.41 becomes:

⇢ =
X

m,n

⇢mn(t)|mihn| (1.42)
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where ⇢mn(t) = cm(t)c?n(t) are the elements of the density operator matrix.
From 1.41 it follows that ⇢(t) is hermitian (⇢† = ⇢). Its is trace:

Tr{⇢} =
X

n

hn|⇢|ni =
X

n

hn| ih |ni

=
X

n

h |nihn| i = h | i = 1
(1.43)

The expectation value of the operator A can be rewritten using the density
operator formalism:

hA(t)i =
X

n

h |nihn|A| i

=
X

n

hn|A| ih |ni =
X

n

hn|A⇢|ni = Tr{A⇢}
(1.44)

In quantum mechanics, the state of a system is expressed by a vector while
the operators by matrices. With the introduction of the density operator, also
the state of the system is represented by a matrix. If the state of the system
is described by a single wave function the system is in a pure state and is
completely defined. In most cases this is not true, and we have to treat
our system as a statistical distribution of states, each one characterized by
a certain probability. If Pn is the probability for the system to be in the the
| ni state, the density operator is defined as

⇢(t) =
X

n

Pn| n(t)ih n(t)| (1.45)

Obviously,
P

n Pn = 1 and
1 � Pn � 0 (1.46)

There is a difference in the traceof the density matrix of pure and mixed
states. For pure states, ⇢ is idempotent, i.e. ⇢2 ⌘ ⇢. This means that:

Tr{⇢2} = 1 (1.47)

In mixed states we have:

⇢2 =
X

m,n

PmPn| mih m| nih n|

=
X

m,n

�m,nPmPn| mih n| =
X

n

P 2
n | nih n|

(1.48)
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So the trace of ⇢2 becomes:

Tr{⇢2} =
X

x

X

n

P 2
nhx| nih n|xi

=
X

n

P 2
n

X

x

h n|xihx| ni =
X

n

P 2
nh n| ni =

X

n

P 2
n

(1.49)

According to 1.46, P 2
n  Pn so that

Tr{⇢2}  1 (1.50)

1.4 Time evolution of the density operator

Keeping in mind the time dependant Schrödinger equation:

@

@t
| (t)i = � i

~H| (t)i @

@t
h (t)| = i

~Hh (t)| (1.51)

The equation of motion of the density matrix yields

@

@t
⇢(t) =

@

@t

⇣

| ih |
⌘

=
⇣ @

@t
| i

⌘

h |+ | i @
@t

h |

= � i

~H| ih |+ i

~ | ih |H

(1.52)

That can be written in the form of the quantum Liouville equation:

@

@t
⇢(t) = � i

~ [H, ⇢] (1.53)

In eq. 1.53 ⇢ is expressed in the Schrödinger picture, and the value of the
density operator at a certain time t is given by:

⇢(t) =
X

n

PnU(t)| ih |U †(t)

= U(t)⇢(0)U †(t)

(1.54)

Using the relation between Heisenberg and Schrödinger representations of an
operator A: AH(t) = U †(t)ASU(t) and using equation 1.44, the expectation
value of an operator A at the time t is:

hA(t)i = Tr{A⇢(t)} = Tr{AU(t)⇢(0)U †(t)} (1.55)
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Making use of the invariance of the trace under cyclic permutation of the
factors

hA(t)i = Tr{U †(t)AU(t)⇢(0)} = Tr{A(t)⇢(0)} (1.56)

According to the last two expressions, the expectation value of an operator
A at time t can be obtained in two different ways. In 1.55 the operator
is constant and he density matrix evolves in time (Schrödinger picture); in
1.56 the density operator is constant and the A operator evolves (Heisenberg
picture).

In case of time independent hamiltonian H, the Schrödinger equation
reduces to the eigenvalue problem H|ni = E|ni and the time evolution op-
erator is U(t) = exp

⇣

� i
~Ht

⌘

. The representation of the density operator in
the basis |ni of the eigenvectors of the time independent Hamiltonian H is

hn|⇢(t)|mi = hn| (t)ih (t)|mi (1.57)

and the wave function at time t is

| (t)i = U(t)| (t0)i =
X

l

|liexp
⇣

� i
El

~ t
⌘

(1.58)

Substituting in eq. 1.57 we have

hn|⇢(t)|mi = hn|⇢(t0)|mie�iEm�En
~ t

= hn|⇢(t0)|mie�i!mnt
(1.59)

Equation 1.59 tells us that the diagonal elements of the density matrix are
constant while the off-diagonal ones oscillates at the frequency !mn.

Considering the generic element of the density matrix, we can write:

hn|⇢|mi = hn| ih |mi (1.60)

The integral hn| i is the projection of the vector | i on the base vector |ni
which corresponds to the value of the coefficient cn in the expansion of | i in
that basis set: | i =

P

n cn'n. So the generic element hn|⇢|mi of the density
matrix corresponds to the product of the coefficients of the expansion of | i
on the basis |ni.

⇢nm = hn|⇢|mi = cnc
?
m (1.61)
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If | i varies in time the coefficients are time dependent.

⇢(t) = | (t)ih (t)| =
X

n,m

cn(t)c
?
m(t)|nihm|

=
X

n,m

⇢nm(t)|nihm|
(1.62)

From 1.61 it is clear that the diagonal elements of the density matrix ⇢nn
represent the probability to find the system in the |ni state; these elements
are called population. The off-diagonal element ⇢nm represent the coherent
superposition of the two states |ni and |mi; these terms are called coherences.

As expressed in the 1.59, in a time independent Hamiltonian the coherence
oscillates with a frequency given by the energy difference between the two
states involved.

Density operator in the Interaction picture

The density operator can be defined starting from the definition 1.20 that
leads to | Ii ⌘ U †

0 | Si. Thus we obtain:

⇢I = U0⇢SU
†
o (1.63)

From equation 1.53 we get

@

@t
⇢I(t) = � i

~ [H
0
I(t)⇢I(t)] (1.64)

where
H 0

I(t) = U †
0(t, t0)H

0(t)U0(t, t0) (1.65)

By integrating eq. 1.64 we find:

⇢I(t) = ⇢(t0)�
i

~

Z t

t0

d⌧ [H 0
I(⌧), ⇢I(⌧)] (1.66)

whose solution is obtained iteratively:

⇢I(t) = ⇢(t0)�
i

~

Z t

t0

d⌧1[H
0
I(⌧1), ⇢I(t0)]

+
⇣

� i

~

⌘2
Z t

t0

d⌧2

Z ⌧2

t0

d⌧1
h

HI(⌧2)[HI(⌧1, ⇢(t0))]
i

+ . . .

+
⇣

� i

~

⌘n
Z t

t0

d⌧n . . .

Z ⌧2

t0

d⌧1



H 0
I(⌧n),

h

. . . [H 0
I(⌧1), ⇢(t0)] . . .

i

�

(1.67)
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Equation 1.67 represents the perturbative expansion of the density matrix
and can be written as:

⇢I(t) = ⇢(0) + ⇢(1) + ⇢(2) + · · ·+ ⇢(n) (1.68)

where ⇢(0) = ⇢(t0).

1.5 The response function

The coherent non linear spectroscopy techniques are based on the optical
polarization P which represent the expectation value of the dipole moment.
This polarization is related to the electric field through the susceptivity :

P(!) = �E(!) (1.69)

the oscillating polarization generates an oscillating electromagnetic field: the
signal. From the quanto mechanic point of view we have:

P(t) = hµ(t)i (1.70)

It’s useful to describe the radiation-matter interaction in the perturbation
limit H = H0 +H 0(t). In the semi-classical approach the perturbation is

H 0(t) = �µ · E (1.71)

Linear absorption spectroscopy

The simplest example of coherent spectroscopy is the absorption measure-
ment. The polarization measures the response of the sample to the incoming
field and can be mathematically written as

P(t) =

Z t

t0

d⌧R(t)E(t� ⌧) (1.72)

Where R(t) is the response function. From the 1.70, making use of equation
1.56 we have

P(t) = Tr
n

µ(t)⇢(1)I (t)
o

(1.73)
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Now, keeping in mind that ⇢(1)I (t) = � i
~
R t

t0
d⌧ [H 0

I(⌧), ⇢eq], from 1.71 and 1.73
we obtain:

P(t) = Tr

⇢

µI(t)
i

~

Z t

�1
dt0

h

� µI(t
0) · E(t0), ⇢eq

i

�

(1.74)

With the change of variable ⌧ = t� t0 and using the properties of commuta-
tors, we find:

P(t) =
i

~

Z 1

0

d⌧E(t� ⌧)Tr

⇢

h

µI(⌧),µI(0)
i

⇢eq

�

(1.75)

The comparison of 1.72 and 1.75 shows that the response function is the
expectation value of the dipole moment commutator at different times:

R(⌧) =
i

~⇥(⌧)Tr

⇢

h

µI(⌧),µI(0)
i

⇢eq

�

(1.76)

⇥(⌧) enforces the causality principle, i.e. it requires that ⌧ > 0.

Non linear polarization

Equation 1.69 can be generalized by expressing the Polarization in terms of
rising powers of the electric field:

|Pi| = �ij|Ej|+ �(2)
ijk|Ej||Ek|+ �(3)

ijkl|Ej||Ek||El|+ . . . (1.77)

The corresponding expansion in the time domain is

P(t) = P(1) +P(2) +P(3) + . . . (1.78)

where each term is written a form similar to 1.73:

P(t) = Tr
n

µI⇢
(1)
I (t)

o

+ Tr
n

µI⇢
(2)
I (t)

o

+ Tr
n

µI⇢
(3)
I (t)

o

+ . . . (1.79)

The first term P(1) (linear polarization) describes the linear optics and the
second term represents the second-order non linear processes such as sum
frequency generation. The third order polarization enters in a variety of
different non linear effects known as four wave mixing. Making use of the
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equations previously described, the expression for the n-th order polarization
is:

P (n)(t) =

Z 1

0

d⌧n

Z 1

0

d⌧n�1 . . .

Z 1

0

d⌧1R
(n)(⌧1, ⌧2 . . . ⌧n)

E(t� ⌧n) · E(t� ⌧n � ⌧n�1) · . . .E(t� ⌧n � ⌧n�1 · · ·� ⌧1)

(1.80)

where R(n) is the n-th order non linear response function that carries the
complete microscopic information necessary for expressing the polarization
at the n-th order:

R(n)(⌧1, ⌧2 . . . ⌧n) =
⇣ i

~

⌘n

⇥(⌧1)⇥(⌧2) . . .⇥(⌧n)

Tr

(



h

. . .
⇥

µI(⌧n + ⌧n�1 + · · ·+ ⌧1)µI(⌧n�1 + ⌧n�2 + · · ·+ ⌧1)
⇤

· · ·
i

,µI(t0)

�

⇢eq

)

(1.81)

For a better comprehension of the real meaning of 1.81, we consider the
response function at the second order, focusing on the commutator’s part of
the equation:

Tr

⇢

h

⇥

µI(⌧1 + ⌧2),µI(⌧1)
⇤

,µI(t0)
i

⇢eq

�

(1.82)

From the first commutator we get:

Tr

⇢

h

⇥

µI(⌧1 + ⌧2)µI(⌧1)� µI(⌧1)µI(⌧1 + ⌧2)
i

,µI(t0)
i

⇢eq

�

(1.83)

while developing the second commutator we obtain four terms:

Q1 + µI(⌧1 + ⌧2)µI(⌧1)µI(t0)⇢eq

Q2 � µI(⌧1)µI(⌧1 + ⌧2)µI(t0)⇢eq

Q3 � µI(t0)µI(⌧1 + ⌧2)µI(⌧1)⇢eq

Q4 + µI(t0)µI(⌧1)µI(⌧1 + ⌧2)⇢eq

(1.84)

Going back to the Schrödinger representation, i.e. replacing µI(t0) = µ and
µI(⌧) = U †

0(⌧)µU0(⌧), we rewrite the four terms in 1.84. For example from
Q3 we obtain:

�µU †
0(⌧1 + ⌧2)µU0(⌧1 + ⌧2)U

†
0(⌧1)µU0(⌧1)⇢eq (1.85)
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Using the properties of the operator U (U(t1 + t2) ⌘ U(t1)U(t2)) and the
cyclic permutation, we can write:

�µU0(⌧2)µU0(⌧1)⇢eqµU
†
0(⌧1)U

†
0(⌧2) (1.86)

To comprehend exactly the meaning of eq. 1.86 we have to read it starting
from the action of the perturbation operator µ on the density matrix. We
can summarize this equation as follow:

• Starting from the system at equilibrium (⇢eq), the first dipole moment
(to the right of ⇢) acts on the bra of the density matrix;

• Going to the outside of the equation, the two time evolution operator
U0(⌧1) and U †

0(⌧1) act simultaneously on the bra and ket terms of ⇢,
which is not anymore in its equilibrium form. In this second step, the
system evolves freely, under the unperturbed hamiltonian H0 during
the time interval ⌧1.

• At the next step, the second interaction acts, via the dipole moment,
on the ket of the density matrix.

• Then the modified ⇢ evolves freely again under H0 for the time interval
⌧2.

• Finally, the last dipole moment on the extreme left of the equation
gives rise to the field emitted by the system at the time t.

The sequence of interaction described above indicates that the Q3 is a bra/ket
term.
With the same approach we can lead out the development of the other three
terms which are:

• Q1 is a ket/ket term

• Q2 is a ket/bra term

• Q4 is a bra/bra term
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The comparison of the expressions for the Qi terms above, shows that Q4 =

Q?
1 and Q3 = Q?

2. This means that four terms describe just two different
processes. Conventionally, only the terms in which the last interaction (the
signal) acts on the ket are explicitly written. In general we can say that
the n-th order response function is obtained as the sum of 2n�1 independent
processes.

Now we can compact these equations introducing the time propagation
super-operator:

G(t)A = U0AU
†
0 (1.87)

Thus the Q1 term becomes:

µG(⌧2)µG(⌧1)µ⇢eq (1.88)

Equation 1.88 shows that the G(t) operator describes the free evolution of
the system between two perturbation.

1.6 Feynman diagrams

An useful pictorial representation of the response function is provided by the
Feynaman diagrams. They consist of two vertical lines representing the time
evolution of ket and bra of the density matrix, the positive time direction
being from bottom to top. At each interaction of the field an arrow is drown
on the left if it acts on the ket or on the right if it acts on the bra. Each
diagram represents one of the terms (i.e. one process) that contribute to the
n-th order interaction. The rules for drawing the Feynman diagrams are:

• The density operator is represented by two vertical line, the one on the
left corresponds to the time evolution of ket and the other of the bra.

• Each interaction with the field is represented by an arrow, incoming
arrows represent absorptions while outgoing ones represent emissions.

• Each diagram brings a sign depending on the number n of interactions
on the bra: the sign is given by (�1)n.

• Between two interaction the system evolves freely under time indepen-
dent hamiltonian.
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• The frequency of the signal of the n-th order term is the sum of the n
frequencies taken with their sign: !s = ±!1 ± !2 ± · · · ± !n; the wave
vector of the signal is the vector sum ~ks = ±~k1 ± ~k2 ± · · · ± ~kn.

(a) Absorption

(b) Emission

Figure 1.1: Feynman diagrams representation for absorption (a) and emission(b)
both from bra and ket side of density matrix

The different possible resonant interactions and their effect on the density
matrix are shown in FIgure 1.1. For the ket side the incoming field gives rise
to an interaction described by (µab ·En)exp[ikn ·r� i!nt], while the emission
corresponds to the complex conjugate (µba · E?

n)exp[�ikn · r + i!nt]. The
opposite holds for the bra side. Figure 1.2 represent the generic Feynman
diagram where the system in the population state |aiha| interacts with the
first field E1 yielding the coherence |biha|; then the system evolves freely for
the time interval ⌧1. The second field E2 follows acting on the bra; it leads
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to a different coherence state |bihc|, which evolves freely for the time interval
⌧2 and so on. Finally the signal field is emitted (interaction on the ket side).

Figure 1.2

1.7 Third order non linear spectroscopy

At the third order of the polarization expansion, for a two level system in
resonance with the radiation we can write eight diagrams, half of which are
the complex conjugates of the others. So we have to consider four diagrams,
as shown in figure 1.3. Analyzing these contributions we observe that:

• R1 is a ket/ket/ket term with !s = !1�!2+!3 and ks = k1�k2+k3.

• R2 is a bra/ket/bra term with !s = �!1 + !2 + !3 and ks = �k1 +

k2 + k3.

• R3 is a bra/bra/ket term with !s = �!1 + !2 + !3 and ks = �k1 +

k2 + k3.
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• R4 is a ket/bra/bra term with !s = !1�!2+!3 and ks = k1�k2+k3.

Figure 1.3: Feynman diagrams describing third order polarization for a two level
system in resonance.

Using the notation given in eq. 1.88, the expression for R2 is

R2 = (�1)2pa(µ
?
ba)(e

�i!ab⌧1)(µba)(e
�i!bb⌧2)(µ?

ab)(e
�i!ba⌧3)(µab) (1.89)

where pa is the probability of finding the system in the population state
|aiha|. The dipole moments represent the interaction of the system with the
electric field at different times t1, t2 and t3, while the phase factors represent
the phase acquired by the system during the free evolution intervals ⌧1, ⌧2
and ⌧3. Considering that !bb = 0, we have:

R2 = pa|µab|4exp
h

� i!ba(⌧3 � ⌧1)
i

(1.90)

Multipling eq. 1.90 by the fields, we obtain the third order polarization. For
diagram R2 the product of the three fields is:

E1E2E3 = E?
1(e

i!1t�ik1·r)E2(e
�i!2t+ik2·r)E3(e

�i!3t+ik3·r) (1.91)

Using the relations !s = �!1 + !2 + !3 and ks = �k1 + k2 + k3 we have:

E?
1E2E3 = E?

1E2E3e
�i!st+iks·r (1.92)

Similarly, we have for R4:

R4 = pa|µab|4exp
h

� i!ba(⌧3 + ⌧1)
i

(1.93)
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The comparison of equations 1.90 and 1.93 shows that in the time interval
⌧1 the density matrix oscillates differently: in 1.90, (R2 diagram) we have
G(⌧1) = exp(i!ba⌧1) while for R4 G(⌧1) = exp(�i!ba⌧1). These operators add
phase to the density matrix; being the signs in the two exponent opposite,
the total phase acquired goes to zero when ⌧3 = ⌧1. For the diagram R4

the phase factor acts with the same sign in the both intervals, so there is no
cancellation. Note that during ⌧2 the frequency !bb is zero, so no phase is
acquired in that interval. We can graphically summarize the phase behaviour
as in Figure 1.4.

Figure 1.4: History of phase acquired from the density matrix in the R2 (red) and
R4 (blue) diagrams.

This figure pinpoints the different nature of the two diagrams. The total
phase in R2 goes back to zero at ⌧3 = ⌧1; this term is called rephasing. In
contrast, in R4 diagram the phase continues to grow: this term is called
non-rephasing. Using the same approach for the other two diagrams we find
that R1 and R4 are both non-rephasing while R2 and R3 are both rephasing
terms.
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1.8 Wave vectors to select Feynman diagrams
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Eco di fotoni a tre impulsi (eco stimolato) 
L’eco di fotoni a tre impulsi differisce dall’eco di fotoni già visto perché i tre impulsi sono separati 
temporalmente. La sequenza di pulsi è costituita da tre impulsi “p”: il vettore passa dallo stato di 
popolazione iniziale ad uno stato di coerenza, poi ancora di popolazione, quindi ancora di coerenza, 
per finire con l’emissione del segnale. 

 

 

 

 

 

L’andamento della fase è descritto dal grafico qui sopra. Nei tempi t1-t3 si misura il tempo di 
defasamento, mentre nel tempo t2 il sistema evolve in uno stato di popolazione, e quindi si misura il 
tempo di ritorno alla stato fondamentale (diagramma contenente lo stato intermedio a a ) ed il 

tempo di vita dello stato eccitato (diagramma contenente b b ). 

 

 

 

 

 

Figure 1.5: Box car geometry.

It’s easy to realize that, in case of box car geometry(Figure 1.5) of the fields,
the Rephasing and Non-rephasing signals are emitted in different directions.
We already noticed that in the rephasing diagrams the signal is emitted in the
direction ksig = �k1+k2+k3, while in the non-rephasing diagrams the signal
propagates with ksig = k1 �k2 +k3. Assuming that !1 = !2 = !3 = !sig, so
that the modulus of the wave vectors of all the beams is the same |k| = 2⇡

� n.
Figure 1.6 (c) reports the corresponding front view of the Rephasing (R) and
Non-rephasing (NR) signals. In this case the Non-rephasing signal is emitted

(a) (b) (c)

Figure 1.6

in the fourth vertex of the square while the rephasing one is emitted on the
left of the square. From Figure 1.6 (a) it is clear that in this case the phase
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matching condition is not satisfied: this means that the rephasing signal is
vanishingly weak.

Figure 1.7

However, is possible to observe at the phase matching position both repha-
sing and non rephasing signals just varying the time ordering of the incoming
fields. The 1,2 and 3 indexes in the Figure 1.6 (c) represent the time order-
ing. If we label with the indexes a, b and c the three applied fields, Figure
1.7 shows the location of the three fields and of the signal on the target.

It is easy to realize that the signal at the position ksig = ka � kb + kc

corresponds to:

• chosen timing a=1, b=2 and c=3: Non-rephasing signal (diagrams R1

and R4)

• chosen timing a=2, b=1 and c=3: rephasing signal (diagrams R2 and
R3)

1.9 Three Pulse Photon Echo

Three pulse photon echo is a particular example of four wave mixing tech-
nique in which three pulses interact with the sample and produce a signal in a
particular phase-matched geometry. In the presence of inhomogeneus broad-
ening the photon echo spectroscopy gives access to the natural linewidth of
the optical transitions. When this experiment is performed with ultra short
pulses, whose spectrum is broad enough to cover a significant part of the ab-
sorption/emission spectrum of the sample, the three pulse photon echo effect
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can be used to generate a two-dimensional frequnecy-frequency map: this ex-
periment is known as Two-Dimensional Photon Echo (2D PE) spectroscopy.
In the 2D map one recognize diagonal peaks, corresponding to the main spec-
tral features of the linear spectrum, and off-diagonal peaks due to inter-state
coupling. In the presence of inhomogeneity of the system, these features are
not detectable in linear spectra while are well visible in 2D PES with high
time and frequency resolution. By measuring the 2D PES as a function of
the delay time between the first two pulses and the third pulse (the probe)
we can resolve the dynamics of various inter- and intra-molecular processes.
For example, energy transfer manifests itself as growth of off-diagonal peaks
in the 2D spectrum. The bath fluctuations modulate the site energies and
the coupling strength of and between chromophores in the system, what has
a marked effect on the lines shapes of diagonal and off-diagonal peaks.
The Pulse sequence in a 2D PES experiment (see Fig. 1.8) consists of three

Figure 1.8: Three pulse photon echo sequence. The time zero is set when the probe
field (E3) hits the sample.

pulses and of an additional pulse (the local oscillator). All pulses have the
same central frequency, resonant with the energy separation of two station-
ary levels of the sample. The first pulse creates a single-quantum coherence,
which evolves for the coherence time t1. The second pulse gives rise to a
population state; after it, the system evolves freely, undergoing relaxation
during the population time t2. The third pulse generates a second coherence
that evolves during t3, and finally the signal is emitted. The local oscillator
is spatially superimposed to the signal, so that the detector, consisting of a
monochromator and of an array sensor, measures the interference spectrum
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of the two, thus realizing a heterodyne detection of the signal.
Note that the relevant time for measuring the dynamics of the sample is

the population time t2, which corresponds in Figure 1.8 to the time separation
between E2 and E3. The univocal definition of its value requires that the
scanning of t1 is done as two independent scans. Of course, the condition
t1 = 0 corresponds to the perfect overlap in time of E1 and E2. Starting from
t1 = 0, E1 is scanned to negative times; then is brought back to zero delay
and E2 is moved to negative times. With this procedure the time position of
the pulse that comes later among E1 and E2 is kept fixed, so that the value
of t2 is unambiguous.
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Chapter 2

Experimental Set-Up

2.1 Introduction

Spectroscopy is the study of the light-matter interaction. The choice of one
particular light source rather than others depends on which kind of phe-
nomena we wish to investigate. In ultrafast spectroscopies light pulses as
short as few femtoseconds (10�15 s) are used. This extremely short duration
corresponds to very high peak powers and power densities, and gives the
possibility of accessing very fast chemical processes and with extremely high
time-resolution of monitoring ultrafast dynamics. One of the most com-
monly used techniques to measure ultrafast dynamics is pump-probe. The
first pulse, the pump, excites the sample and the second one, the probe,
measures changes in the absorption spectrum induced by the pump pulse at
different delay times. In our case we need a system that produces ultra-broad
tunable laser pulses in order to cover all the visible range with an extremely
high temporal resolution (⇠ 15fs).
Nowadays, ultrafast light sources are commercially available and widely em-
ployed. Ti:Sapphire lasers generate pulses with time duration less than 20 fs
with an output band centered approximately at 800 nm with a bandwidth
>50 nm. It is possible to achieve 100 nm bandwidth pulses with tuneable
central wavelength in the visible range using parametric generation in a non-
collinear optical parametric amplifier (NOPA), equipped with a compression
stage in order to compensate for the frequency dispersion introduced in the
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amplification stage.
This chapter describes the light sources and the experimental setup used

to perform 2D Photon Echo measurements. In the first section the laser
system is briefly presented. In the second one I describe the principle of
the Optical Parametric Amplification (OPA), focusing on the Non-Collinear
case, which we used to generate ultra-broadband visible laser pulses. Finally,
the 2D Photon Echo setup is presented and described. Special attention is
devoted to the method used to scan the coherence time. In fact, recording
the echo signal requires particularly precise and accurate scanning of the
time t1 with sub-femtosecond step. Such a short step is very hard to achieve
with traditional methods and it is practically impossible to guarantee the
precision and accuracy needed. In the last section I describe the home made
array detector and the software used for data recording and treatment.

2.2 Light Sources

2.2.1 Ti:sapphire oscillator and amplifier

The laser system used in the ultrafast laboratory at LENS is the commer-
cial Coherent R� Micra amplified by the Coherent R� Legend Elite regenerative
cavity.

Main Oscillator

In our system the ultrashort pulses are generated by the self-mode locking
Ti:Sapphire Micra laser. Laser output occurs in a broad range of wavelengths
corresponding to different resonant frequencies (modes) of the cavity. If no
phase-relation between these modes is established, the various frequencies
interfere with each other and the output fluctuates in time. Mode-locking
fixes the relative phases of the modes and forces the laser to emits a train
of temporally narrow light pulses. The larger the range of frequencies at
which the laser oscillates, the shorter the time duration of the mode-locked
pulse obtained. The Micra produces pulses centered at 810 nm with 85 nm
bandwidth and power of 400 mW at 89 MHz repetition rate. The pulses can
be compressed to a duration <20 fs.
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Stretcher, amplifier and compressor

The output of the Micra has to be amplified in order to achieve the desired
pulse energy. This step is done by using the pulses from the oscillator as
seed for the regenerative amplifier. The Legend Elite regenerative amplifier
employs three stages: the stretching, the amplification and the compressor.
This procedure is called chirped pulse amplification. To reduce the peak
power in the amplifier, the pulse is stretched by a factor 1000-5000, so that
it can be amplified safely; it is then compressed back to a duration as close
as possible to its initial value. After compression we obtain a total energy
per pulse >3 mJ with a pulse duration of 35 fs at 1KHz repetition rate.

2.3 Ultra-broadband visible pulse generation:
non-collinear optical parametric amplifier

When intense laser light interacts with non-linear materials, non linear opti-
cal phenomena appear. Some of these effects have great practical importance,
allowing the generation of new frequencies, thus extending the spectral range
of the laser in a very broad range, from the Ultraviolet to the Infrared re-
gions. The basic process is a second order non-linear optical process (�(2)). In
practice when two waves at frequencies !1 and !2 propagate in a non-linear
crystal, a third wave at frequency !3 is generated by the second order pro-
cess. This process is called sum frequency generation (SFG) as !3 = !1+!2.
If !1 = !2 we have the second harmonic generation (SHG). Difference fre-
quencies generation (DFG) takes place when !3 = !1 � !2. Another very
important non-linear interaction is Optical Parametric Generation (OPG).
Here a pump wave at frequency !3 generates, in a non linear crystal, two
new waves at !1 and !2 called idler and signal such that !1 + !2 = !3. If a
week wave (seed) at frequency !1 or !2 is present together wit the pump, an
amplification of the signal or idler will occur: this process is called Optical
Parametric Amplification (OPA). In an OPA device operating in collinear
geometry, the propagation direction in the nonlinear crystal is selected to
satisfy, for a given signal wavelength, the phase-matching condition �k = 0.
In this condition the signal and idler group velocities are fixed; equally fixed
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is the phase matching bandwidth that can be accepted. An additional degree
of freedom can be introduced using a non-collinear geometry: pump and sig-
nal wave vectors form an angle ↵ (independent of signal wavelength) and the
idler is emitted at an angle ⌦ with respect to the signal (Figure 2.1). In this

the signal is in the UV range. Given the low gain coeffi-
cients, to achieve significant amplification it is necessary to
satisfy the phase-matching condition !k!0.

The first experimental demonstration of the HOPA con-
cept was obtained by Durfee et al.,86,87 who generated the
third harmonic of a Ti:sapphire laser by the parametric pro-
cess 2"2"!"#3" . The experiments were performed in a
gas filled hollow core fiber, which has the advantage of
greatly extending the interaction length. In addition, the hol-
low fiber provides a simple way of obtaining phase match-
ing. In this structure, in fact, phase mismatch between the
different propagating waves results from a combination of
modal dispersion, depending on the propagating modes and
the fiber diameter, and material dispersion, depending on the
gas pressure. If the modes of the interacting waves are se-
lected in such way that the two dispersions have opposite
sign, phase matching can be achieved by simply tuning the
gas pressure. In these initial experiments, both the funda-
mental and the SH of the Ti:sapphire laser are injected in the
hollow core fiber: pulses at the third harmonic with energy in
excess of 1 #J and 8 fs duration were obtained. Recently, this
technique was extended to the generation of the fourth and
fifth harmonic of the Ti:sapphire laser.88 Phase matched
high-order difference frequency mixing for the ninth har-
monic of Ti:sapphire was achieved in a plasma, driven by the
fundamental and the SH, according to the process 6"2"
$3"!9" .93

Another elegant proposal for achieving phase matching
consists in using as nonlinear medium a plasma, for which
the refractive index is essentially determined by the free
electrons, and its frequency dependence can be approximated
as

n$"%!1$
"pl
2

"2 , $29%

"pl being the plasma frequency. If the condition "s%"pl is
satisfied, then n("s)!1 and the phase-matching condition
becomes

q"p⌊n$"p%$1 ⌋!" i&n$" i%$1' . $30%

By using Eq. $29%, it is straightforward to show that Eq. $30%
is satisfied when " i!"p /q . Two possible schemes of phase-
matched HOPA in a plasma are shown in Fig. 15. In case $b%,
for example, the pump beam at "p!3" is provided by the
third harmonic of a Ti:sapphire laser, while the idler beam at

" i!"/2 is generated by an IR OPA tuned to degeneracy;
amplification is obtained at "s!17.5" , well within the XUV
range.

Finally, a method for generating UV radiation is high
harmonic generation $HHG% from a noble gas94,95 exposed to
an ultrashort pulse. While the HHG radiation is at odd har-
monics of the driver laser frequency, tunability can be
achieved by either using an OPA to generate the harmonics
or mixing, in the gas, radiation from an high energy, fixed
frequency source and a tunable OPA.96,97

IV. ULTRABROADBAND OPTICAL PARAMETRIC
AMPLIFIERS

Until recently the shortest pulses achieved from OPAs
have been in the 30–50 fs range, limited either by the narrow
phase matching bandwidths or by the long pump pulse dura-
tion. In the following we report on different OPA schemes
which overcome these difficulties and generate few-optical-
cycle pulses with microjoule-level energy in the visible as
well as in the infrared. In the visible, relatively long pump
pulses $(100 fs% are used and the properties of noncollinear
phase matching are exploited to achieve broadband amplifi-
cation of the white-light seed; the amplified pulses are then
compressed to sub-10 fs duration using suitable dispersive
delay lines. In the infrared, ultrabroadband pulses can be
generated using short $20–40 fs% pump pulses and exploiting
nonlinear compression effects arising in the parametric am-
plification process at high conversion efficiencies.

A. Noncollinear visible optical parametric amplifier
In an OPA using a collinear interaction geometry, the

propagation direction in the nonlinear crystal is selected to
satisfy, for a given signal wavelength, the phase-matching
condition !k!0. In this condition the signal and idler group
velocities are fixed and so the phase matching bandwidth of
the process &see Eq. $24%'. An additional degree of freedom
can be introduced using a noncollinear geometry, such as that
shown in Fig. 16$a%: pump and signal wave vectors form an
angle ) $independent of signal wavelength% and the idler is
emitted at an angle * with respect to the signal. In this case
the phase matching condition becomes a vector equation,
which, projected on directions parallel and perpendicular to
the signal wave vector, becomes

!kpar!kp cos)$ks$ki cos*!0, $31a%

!kperp!kp sin)$ki sin*!0. $31b%

Note that the angle * is not fixed, but depends on the signal
wavelength. If the signal frequency increases by !", the

FIG. 15. Phase-matching schemes for HOPAs in a plasma.

FIG. 16. $a% Schematic of a noncollinear interaction geometry; $b% represen-
tation of signal and idler pulses in the case of collinear interaction; and $c%
same as $b% for noncollinear interaction.
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Figure 2.1: (a) Non-collinear interaction geometry schema. (b) Representation of
signal and idler pulse in collinear condition. (c) The same of (b) in non-collinear
interaction[28].

case the phase matching condition involves vectors which, projected onto the
directions parallel and perpendicular to the signal wave vector become:

�kpar = kpcos(↵)� ks � kicos(⌦) = 0 (2.1)

�kperp = kpsin(↵)� kisin(⌦) = 0 (2.2)

Note that the angle ⌦ is not fixed, as it depends on the signal wavelength. If
the signal frequency increases by �! , the idler frequency decreases by �!

and the wave vector mismatches along the two directions can be approxi-
mated as:

�kpar ' �@ks
@!s

�! +
@ki
@!i

cos(⌦)�! � kisin(⌦)
@⌦

@!i
�! (2.3)

�kperp '
@ki
@!i

sin(⌦)�! + kicos(⌦)
@⌦

@!i
�! (2.4)

To achieve broadband phase matching, both �kpar and �kperp must vanish.
Multiplying equation 2.1 by cos(⌦) and equation 2.2 by sin(⌦), adding the
results and setting equal to zero, we get:

@ki
@!i

� cos(⌦)
@ks
@!s

= 0 (2.5)
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which is equivalent to:
⌫gs = ⌫gicos(⌦) (2.6)

Equation 2.6 shows that broadband phase matching can be obtained for an
angle ⌦ (signal-idler angle) such that the signal group velocity equals the
idler group velocity projected along the signal direction. In the collinear case
(Fig 2.1(b)), signal and idler travel with different group velocities and get
quickly separated, causing pulse lengthening and bandwidth reduction. On
the contrary, with collinear geometry (Fig. 2.1(c)) the two pulses manage
to stay effectively overlapped. In our case, we pump the non linear crystal
(a type I �-BariumBorate BBO) with �p = 400 nm for a signal wavelength
�s = 600 nm. Broadband phase matching is achieved for ↵ = 3.7� inside the
crystal which allows us to obtain an emission band extending from 500 to
750 nm[28].

Figure 2.2: NOPA schema; BS = beam splitter, BBO 1 = 2mm Type I BBO
✓ = 29� for 400 nm pump pulses generation, VA = variable attenuator, S = 2mm
sapphire plate for white light generation, BBO 2 = 1mm Type I BBO ✓ = 32�.

A fraction of approximately 400 µJ per pulse is splitted off the Ti:Sapphire
regenerative amplifier output and are employed to pump the BBO crystal of
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our Non-collinear Optical Parametric Amplifier (NOPA). The pump pulses
(400 nm wavelength) are obtained by frequency doubling of the fundamental
through a 2mm type I BBO ✓ = 29� crystal; the power of the incoming 800m
beam is variable via �/2. The seed pulses are generated focusing another
small fraction of the input light into a 2 mm thick sapphire plate. Carefully
controlling the energy incident of the plate with a variable optical-density
attenuator and the position of the plate close to the focus, a highly stable
white-light continuum is generated. To avoid the introduction of additional
chirp, only reflective optics are employed to guide the white light to the
amplification stage. Parametric gain is obtained using a 1 mm thick BBO
crystal cut at ✓ = 32�, using a single pass configuration to increase the gain
bandwidth. The chosen crystal length is close to the pulse-splitting length
for signal and pump at the wavelength of interest. The white light seed is
driven on the amplification crystal with a spherical mirror, with a spot size
nearly matching the one of the collimated pump beam. The amplified pulses
have an energy of approximately 2µJ , after the amplification the pulses are
collimated by a spherical mirror and sent to the compressor stage (Fig. 2.2).

2.4 2D Photon Echo Setup

After the ultra-broadband generation, the amplified pulses are sent to the
compression stage in order to compensate for the optical dispersion acquired
during the amplification process. This step is performed by a couple of
Dispersion Compensating Mirrors (DCMs): with nine bounces per mirror we
obtain pulses compressed enough for our purpose. More details about this
step are given further on.

The setup for the experiment is a conventional four wave mixing scheme
in the box car geometry. The compressed pulses are split in two arms by a
50:50 beam splitter (BS). The reflected part generates the two pump beams
and is sent two a motorized stages for population time scan (t2) (DL). The
transmitted part produces the probe beam that stimulate the emission of the
echo signal, and the local oscillator (LO) used for heterodyne detection. The
two arms are placed on the same vertical plane but at different height and
focused by a spherical mirror (SM1) onto a phase mask (PM) where they
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Figure 2.3: 2D Photon Echo setup.

generate the four replicas needed for the experiment in box car geometry. In
this schema, the echo field is emitted towards the fourth vertex of the square
as shown in Figure 1.7, and the local oscillator is naturally overlapped on
it. All the beams are collimated by the same spherical mirror (SM2) and
focused on the sample (Smp) by a second mirror (SM3). Along the collimated
path between SM2 and SM3 finely tunable delay is added on each beam. In
particular, for the two pump replicas two pairs of wedges (WP) in antiparallel
configuration (Fig. 2.4) mounted on motorized stages are employed, one for
each arm. This allows us to perform coherence time (t1) scan independently
for the rephasing and non-rephasing diagrams with sub-femtosecond steps.
More details about how they work are given later on. Other two couples
of wedge mounted in antiparallel configuration on non-movable mounts are
employed to separate in time the probe beam and the local oscillator. The
delay between them has to be constant and well known during the data
acquisition and is crucial for the phase reconstruction of the echo signal.
This point will be treated in a next section. An additional beam, which
follows an independent path, is splitted off to generate the reference beam
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which is sent to the detection system in order to minimize the noise on the
spectrum due to laser fluctuations. Finally, a chopper is placed on the pump
beam, so that the transient absorption signal �A is measured as:

�A = log

✓

Ionprobe
Ionref

Ioffref

Ioffprobe

◆

· 1000 (2.7)

where Ionprobe, Ionref , I
off
probe and Ioffref are, respectively, the probe and reference

signal’s intensities with and without the pump pulse.

2.4.1 Sub-femtosecond Time Scan

One of the major difficulties from the experimental point of view in recording
2D spectra is that the coherence time needs to be varied with very high accu-
racy to avoid possible artifacts in the Fourier transform of the time domain
data from which the 2D spectrum is obtained. This step is crucial for visi-
ble spectra (much less in the infrared region), because at those wavelengths
accidental variation of the path length can easily lead to large phase error.
Clearly, the required accuracy is increasingly difficult to achieve at shorter
wavelengths. Here we use the approach adopted by Brixner and Co[43].

Figure 2.4: Wedge configuration for sub-femtosecond time step scan, d is the mov-
ing wedge’s travel direction.
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The fine control of the time delay between pulses 1 and 2 cannot be
achieved easily using conventional delay stages because of two reasons. First,
is not so trivial to place them in a box car geometry setup; second, and
most relevant, it would be very hard to obtain the required delay precision
with this method. To record 2D echo measurements we need to perform t1
delay time step of the order of ⇠ 100 as. With a conventional delay stages
this corresponds to 0.015 µm spatial motion of the motorized stage. The
motorized stages we adopt are the M 112.1DG from PI R� which guarantees a
minimal incremental resolution of 0.1 µm definitely higher than the step we
need, so a different approach is required. The adopted method consists in
realizing this delay with interferometric precision using fused silica movable
glass wedges with thickness from 2mm to 1.4mm and angle 1�, placed on
the computer-controlled motorized stages described above. Each wedge is
closely paired with another identical one mounted in antiparallel orientation
(Fig. 2.4) on a fixed support. Lateral translation occurs along the inner
surfaces, keeping the outer ones perpendicular to the laser beams. In this
way the beams have a very small lateral displacement that, considering the
collimated geometry in which this wedges act (Fig. 2.3), do not alter the
geometry of the experiment. Figure 2.4 provides a sketch of the way the
wedges work. Each pair of wedges acts on the beam as one glass plate of
varying thickness, adding delay on that particular beam. The glass wedges
act as a motion scaler, so that moderately precise mechanical movements are
transferred into very high precise time delays. In particular a movement of
0.1 µm of the stages corresponds to a delay time of approximately 4 as at
600 nm. The dispersion introduced by the wedges is negligible but, if needed,
can be compensated a posteriori in the data treatment procedure as will be
shown later.

In the calibration procedure the sample is replaced by a pinhole. This
leads to diffraction of beams 1 and 2, when they are crossed in the pinhole.
There the two beams interfere: the light scattering from the pinhole edges
drives a fraction of the interference pattern to the detector, where it is mea-
sured as a function of the time delay between the two pulses, expressed in
spatial position (mm) of the motorized stages.

A pulse centered at 600 nm has a period of 10.5 fs. In order to take 5
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Figure 2.5: Spectral interference patterns between pulses 1 and 2 recorded with 6
µm steps by moving the glass edge on arm 1. The cross section among the hori-
zontal yellow line delivers the temporal oscillations for that particular wavelength
shown on top.

points per period we need 200 as time step which corresponds in 6 µm spatial
movement of the motorized stage. The result is shown in Figure 2.5. The
temporal separation between adjacent interference maxima (moving along
the wedge-position axis) depends on the wavelength (vertical axis). The
2D plot shows the fringe pattern: the tilt of the stripes increases with the
time pulses separation. At the precise pulses overlap all the wavelengths
have the same phase and the corresponding stripe is exactly vertical. In this
way is possible to determine the time-delay zero point with interferometric
precision. The slice from Figure 2.5 at one particular wavelength (600 nm,
yellow line) gives temporal oscillations which are present within and outside
of the pulse temporal overlap. Knowing the wavelength and counting the
temporal oscillations, it is easy to convert the wedge displacement into time
delay. Although the calibration factor is, in principle, wavelength dependent,
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we used the same value for all the spectra. It is worth to notice that, because
of small mechanical differences between the moving wedges placed on the two
arms, different calibration factors were used for the two arms.

2.4.2 Probe and Local Oscillator Fields

The Probe pulse is the E3 field in the four wave mixing experiment (Fig.
1.8); it is the one that creates the last coherence, so that after a time t3 = t1
the echo signal is emitted.

Figure 2.6: Interferogram between the probe and the local oscillator fields.

The local oscillator (LO) is an auxiliary field necessary for the heterodyne
detection. An other wedge pair is employed to balance the dispersion of the
probe field with respect to beams 1 and 2. A third couple of wedges is placed
on the LO beam, to allow manual fine-tuning of the delay time between
the probe and the local oscillator. To avoid influencing the response of the
system, the pair on the LO beam is slightly tilted, so that the consequent
beam displacement moves the local oscillator out of the pulse overlap in
the sample cell. It is crucial for the reconstruction of the 2D map of the
echo signal to determine the phase difference between E3 and LO. This was
accomplished in a preliminary interferometric measurement, before the echo
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data recording. A pinhole is placed in the sample couvette, the E3 field is
chopped and the LO is sent to the detector. An interferogram is recorded
(Fig. 2.6) and the phase is reconstructed from a Fourier analysis. In all our
experiments the delay of the local field LO with respect to the probe E3 field
was close to 200 fs.

2.5 Echo Signal Detection

The E1, E2 and E3 fields are blocked after the sample, while the LO and
the echo signal are focused at the entrance of a Horiba Jobin Yvon R� CP 140
1602 monochromator operating in the wavelength range from 285 to 715 nm
with 16.8 nm/mm average dispersion. For the acquisition of the spectrum we
used a home-made NMOS liner array detector. The detection are performed
by two NMOS arrays of 256 pixels, one for the LO+echo and the other for
the Reference beam. The combination of monochromator and array gives
a spectral resolution of 0.8 mm/pixel. The entire acquisition apparatus is
controlled by a Field Programmable Gate Array (FPGA) mounted on a cus-
tom printed circuit board designed by the LENS’ Electronic Workshop. The
FPGA’s firmware, written by Prof. Marco Prevedelli in C++ language, set
all the electronic timings during all the acquisition process, from the down-
load of the data from the array to their transfer, via USB, to the PC. All
these steps are synchronized with the laser trigger.

2.6 Acquisition Program

The acquisition program was developed in LabVIEW R� (Laboratory Visual
Instrumentation Engineering Workbench) programming language, a platform
and development environment for visual programming language from Na-
tional Instrument Corporation. The programming language used, called G,
is a data-flow language; the execution is determined by the structure of a
graphical block diagram, LV-source code, on which the programmer connects
different function-nodes by drowing wires. These wires propagate variables
and any node can execute as soon as all its input data become available. G
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is capable of parallel execution, thus multi processing and multi threading
hardware is automatically exploited by the built-in schedule. One benefit
of LabVIEW is the extensive support for accessing instrumental hardware.
All the hardware employed for this setup is controlled by digital codes in
LabVIEW. The acquisition program allows the operator to perform different
operations needd for the experiments, from the single spectrum acquisition
to the complete scan of all the three temporal axes used for the echo exper-
iment. In the following few words are spent to describe all the subroutines
implemented in the software.

Stand-by

This is the default mode. At the first run and when a measure is stopped
the program automatically goes in this mode. Here is possible to create two
different time scan files. The first is dedicated to the t2 population time
scan, the second one to the t1 coherence time scan. The latter is identical
for both E1 and E2 time scans. In this mode is also possible to set the home
position of the three motorized stages and set different time zero which are
different for 1D or 2D experiments. It is also available possible to set the
parameters for the calibration of the array detector and save the Probe file.
This procedure is performed placing interferential filters on the light beam
path, in this way is possible to assign to a particular array’s pixel one single
wavelength value. Once at least three points are recorded with a linear fitting
procedure is possible to retrieve the whole probe’s wavelength window.

Background

The first thing to do before starting a measurement is to record the dark
background with incident light blocked. In this way the program record
two data set (one for each array) which will be subtracted during the data
acquisition or during the live-monitoring of the signals to eliminate any offset
due to electronic or background noise from the room illumination. This
operation is crucial to obtain clean measurements.
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Show Spectrum

This is the basic routine, to which other routines dedicated to the data acqui-
sition are strongly inspired. In this mode is possible to live monitor the LO
and Reference beams which illuminate the arrays. A switch is implemented
to change what is shown in the data graph. When enabled, the subroutine
executes the operation described in equation 2.7 and shows the transient dif-
ferential signal. It is also possible to save a data file with the intensities of LO
and Reference beams. This mode allows the operator to move independently
all three stages in order to vary both the coherence and the population time
delay involved in the echo experiment. This routine is very important for the
optimization of the setup alignment and to determine the zero-point position
for each motorized stages.

1D Scan

This mode allows to record a set of spectra recorded at different t2 population
delays. This routine is very useful in performing preliminary measurements
before the 2D spectrum acquisition. It is possible to measure 1D Transient
Absorption Spectrum just blocking the E3 beam and setting t1 = 0 (E1 and
E2 are coincident). In this way the LO acts as a probe of the excited sample,
and measure a one-dimensional spectrum in function of t2. This procedure is
very useful to monitor the effective compression and dispersion of the pulses.
A flat wave-front is crucial for the 2D Photon Echo spectra reconstruction.
This is also used to perform Transient Grating (TG) measurements. It is suf-
ficient let all the four beams hit the sample with the t1 delay set to zero. The
TG measurement is obtained by scanning the two coincident pump pulses.

Scan Axis 1

This routine is identical to the 1D Scan one, but for the motorized stages
involved. In this mode it is possible to move the wedge pair mounted on the
E1 beam path, allowing the operator to perform a fine scan with a virtual
resolution ⇠ 4 as (attosecond = 10�18 s). This routine was employed to
estimate the dispersion of the amplified pulses generated from the NOPA
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and to characterize the pulse duration after the compression stages. More
details are given later.

Scan Axis 1/2

This mode allows the operator to record the data for a two-dimensional spec-
trum. In particular, it performs two scans: one of the wedge pair mounted on
E1 and another one for that mounted on E2. Two sets of data are recorded
for Non-rephasing and Rephasing diagrams respectively. Both stages use the
same time scan file described above. Before starting the scans, the t1 delay
is automatically set at zero moving both the stages at their home position.
Then the scan of axis 1 starts. The field E1 is progressively anticipated with
respect to the E2 so that the t1 delay increases without varying the popu-
lation time t2 (see Fig. 1.8). At the end of the scan, the stage return to
its home position and the E2 axis scan starts. The two files are saved with
the same file name but the letters NR and R are added respectively to the
Non-rephasing and Rephasing file’s names. With this routine is possible to
reconstruct a 2D Electronic Spectrum for a given population time. This kind
of measurement is useful to make the last check before to start the 2D scan.

2D Scan

This mode is very similar to the previous one; in addition it includes the scan
of the population time. In particular, the routine reads the first position value
of t2 written in the scan file and sets the relative motor stages at the proper
position. Then a 2D measurement is performed with the same procedure
described for the Scan Axis 1/2 routine. The operatin is repeated for the next
population time t2, and so on. This routine allows hands-off measurements,
it is very important for this kind of experiments, as a complete measurement
can take up to 48 hours. In this way, the operator is free to follow the
measurement in remote via FTP or SSH protocol. The data recorded are
saved as describe for the previous routine, adding the value of t2 to the
Non-Rephasing and Rephasing file’s names.
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Chapter 3

Data Treatment

3.1 Introduction

The spectral resolution of our monochromator and the sensitivity of the de-
tector allow us to separate in time the LO and the E3 fields ⇠ 200 fs; in
literature longer time separation are generally adopted. In those cases the
common adopted scheme has the local oscillator (LO) field arriving onto the
sample as the first field. Of course the time separation between LO and E3

sets the upper limit to the t2 population time that can be achieved; in this
case the maximum t2 is of the order of 1 ps. Figure 3.1 (a) illustrates this
pulse sequence for the three pulses photon echo measurement: LO pulse ar-
rives before all the other and the population time scan never create a overlap
between LO and pump pulses. If the LO-E3 time separation is made shorter,
say 200 fs, the LO field arrives after E1 and E2 (see Figure 3.1 (b)). In this
case the LO acts on the sample as the third field. Theoretically, the wave
vector selection rule guarantees no contamination in the echo signal’s direc-
tion, but in this condition the LO, acting as third field, generates another
echo signal (at the population time = t2� tLO) emitted in the E3’s direction.
The consequence of it is just a loss o intensity on the echo emitted in the
LO’s direction (when the signal is detected). When t2 ⇠ tLO the LO and
the pump fields overlap and unwanted interference effects can be generated
that alter the echo signal. For those reasons we decided to adopt the pulse
sequence shown in Figure 3.2. In this way we avoid the overlap between
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Figure 3.1: Possible tie sequences of the pulses in echo experiments. Absolute time
grows from left to right; in btoh cases the local oscillator field (LO) precedes by a
constant time �tLO the probe field E3. (a) The LO precedes all three pulses E1,
E2 and E3. (b) The LO field precedes E3 by a short lag (⇠ 200 fs) so that it is in
between E3 and the two excitation pulses E1 and E2.

the LO and the pump fields, and no loss of echo signal’s intensity occurs.
On the other hand, we have a constant contamination from the pump-probe
spectrum. In fact, arriving as last the field, LO basically probes the sam-
ple excited by the previous chopped pulses, so that the pump-probe signal
is always superimposed to the four-wave mixing signal (Transient Grating
and 2D Photon Echo). An accurate Fourier filtering procedure to get rid of
the pump-probe contribution is needed before the data are treated for the
extraction of the spectra.

In the following I describe the procedures and the computer codes used
for the four-wave mixing measurements recorded with our setup. The first
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Figure 3.2: Oure choice for the oulse sequence: the local oscillator LO comes after
the E1, E2 and E3 pulses. With this sequence the E1 and E2 pump pulses never
overlap the LO.

section concerns the Transient Grating data analysis. This operation is sim-
pler respect to that for the Photon echo and does not require preliminary
measurements. In the second section I explain exhaustively the method for
obtaining the 2D Photon Echo map. This procedure requires a very accurate
knowledge of the phase difference between the E3 field an the LO, and an
accurate minimization subroutine is crucial for the fine tuning of the phase
correction when the Rephasing and Non-rephasing spectra are summed.
The data treatment procedure described in the following sections was trans-
lated in a computer code written in Matlab language (from MathWorks R�

Co). This language is particularly indicated to manipulate this kind of
spectroscopic data, thanks to the subroutine functions implemented as data
smoothing, direct and inverse fast-fourier transform (fft and ifft) and the
minimization routines.

3.2 Transient Grating Spectra

In the transient grating experiment, the fields E1 and E2 overlap in the sam-
ple at the same time (taken as zero time) and set-up the optical grating; the
delayed third field E3 probes the grating. The heterodyne detection of the
diffracted probe beam is made possible by adding a local oscillator (LO),
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Figure 3.3: Transient Grating experiment pulse sequence.

(a) (b)

Figure 3.4: (a) Row data containing both transient grating and pump-probe con-
tributions. In the delay time interval from -200 fs to zero only the pump-probe is
present. (b) Horizontal slice taken from Figure 3.4 (a) at t2 = 300 fs, where both
TG and pump-probe are present. The oscillations are due to the interference of
the TG signal with the local oscillator.

which is made spatially coincident with the diffracted signal. In our case,
the LO field reaches the sample 220 fs after the E3 probe field; the time
sequences is sketched in Figures 3.3 with fields E1 and E2 coincident in time.
It is evident that, when scanning the population time, the pump-probe sig-
nal appears at negative delay time t2 = �220 fs. At t2 = 0, when E1 and
E2 coincide with E3, the transient grating signal appears, superimposed to
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the pump-probe signal. This composite signal persists for the entire range
of positive delays considered. This picture is confirmed by the results shown
in Figure 3.4 (a), where the TG row data are plotted against the population
delay time. Cleaning the row data from the unwanted pump-probe contri-

(a) (b)

Figure 3.5: (a) Inverse Fourier transform of the spectra sown in Fig 3.4 (b) (black
line). at t3 = 0 the pump-probe contribution shows up. The peak at ⇠ 200 fs
is the transient grating signal. The red line is the band-pass filter with gaussian
shape applied to the row data. (b) The oscillating signal is the Fourier transform
to the !3 space after filtering.

bution requires a Fourier filtering procedure. Consider the Figure 3.4 (b).
Performing an Inverse Fourier Transform along the !3 axis we obtain the
intensity profile (absolute value) plotted vs the conjugated time t3, shown
in Figure 3.5 (a). The non-oscillating part (the pump-probe contribution)
appears as a band at t3 = 0, while the oscillating part appears as a band
centered at t3 ⇠ 200 fs. This value represent the period of the oscillations in
Figure 3.4 (b), which corresponds to the time separation between the tran-
sient grating signal and the local oscillator. By using a high pass filter it
is possible to cut off the zero time contribution, so that the Fourier trans-
formation back to the !3 domain gives the oscillating signal due to the TG
signal free of the pump-probe contribution, as shown in Figure 3.5 (b). At
this point we have to remove the oscillation due to the interference between
the transient grating signal and the LO field; this is accomplished by multi-
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plying the real part of each spectrum by the associated phase factor obtained
from the the Fourier transformation previously described. In Figure 3.6 the
reconstructed time evolution of the transient grating spectrum for the Cresyl
Violet is presented.

Figure 3.6: Reconstructed time evolution of the Transient Grating spectrum for
Cresyl Violet.

3.3 2D Photon Echo

Extracting the photon echo data and reconstructing the 2D spectrum is def-
initely more complex than obtaining the transient grating signal. In fact, to
obtain a complete two dimensional spectrum one has to scan also the time
separation t1 between E1 and E2. Actually, since the population time t2 is
defined as the time separation between E2 and E3, in order to have an uni-
vocally defined value of t2 we have to perform two independent scans, one
for E1 preceding E2 and another for the opposite time ordering. The two
different conditions correspond to the Non-rephasing and Rephasing con-
tributions, respectively. Also needed is the interferogram between the E3

and the LO fields, and it has to be recorded separately. In the Rephasing,
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Non-rephasing and E3-ELO interferogram data, the same pump-probe con-
tribution mentioned for the TG experiment is present and has to be filtered
out. For what concerns the interferogram between E3 and ELO the same fil-
tering procedure described above is employed. The procedure used to clean
the Rephasing and Non-rephasing data from the pump-probe contribution is
somehow more sophisticated; it is described in details in the followiong.

The row data recorded consist of a series of interferograms between the
emitted signal ES and the LO field (ELO) collected at each t1 step for a fixed
t2 time. The quadratic detector reveals an intensity which depends on the
fields ES and ELO. The expression of the measured intensity is:

I(!3; t1, t2) =
�

�ELO(!3)e
i!3�tLO + ES(!3; t1, t2)

�

�

2
=

�

�ELO(!3)
�

�

2
+
�

�ES(!3; t1, t2)
�

�

2
+

ELO(!3)e
i!3�tLOE?

S(!3; t1, t2) + E?
LO(!3)e

�i!3�tLOES(!3; t1, t2)

(3.1)

where �tLO is the time delay between E3 and LO. Considering that the
homo-dyne signal

�

�ES(!3; t1, t2)
�

�

2 is negligibly small since ELO � ES and
that

�

�ELO(!3)
�

�

2 is a time-independent constant offset which is chopped off,
the remaining term is just the last one relative to the interferogram between
the LO and the echo signal. The oscillation of this contribution is due to
the time separation between the emitted signal ES and the LO, however the
echo signal is defined considering the time delay between the emitted ES

field and the probe E3 field. To reconstruct this phase factor is sufficient to
subtract the phase difference between the LO and the E3 fields, recorded with
a previous measure. Indicating with SS(!3; t1, t2) the expression for the echo
signal, the mathematical operations needed to isolate it from the intensity,
recorded by the detector, are given in Equation 3.2:

SS(!3; t1, t2) / E?
LOES(!3; t1, t2) = F

h

⇥(t3)F
�1I(!3; t1, t2)

i

ei!3�tLO (3.2)

where F and F�1 are, respectively, the Fourier and the inverse Fourier trans-
forms (in this case along !3 and its conjugate t3) while ⇥(t3) is an Heaviside
function which equals to zero all contributions for t3 < 0, thus filtering out the
pump-probe contribution[44]. Briefly, the inverse Fourier transform projects
the I(!3; t1, t2) in the t3 domain where the Heaviside function filters out the
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pump probe contribution and guarantees the causality principle, then the di-
rect Fourier transform transforms back the cleaned signal in the !3 domain.
At this point the phase contribution due to the time separation between ELO

and E3 is removed.

Figure 3.7: Sketch of the scan procedure for the t1 delay time (separation between
E1 and E2) for the Non-rephasing contribution. The E1 starting position (dotted
line) is at negative t1 delay (with respect to E2), its final position is after E2. The
same procedure is adopted for obtaining the Rephasing contribution, interchanging
the role of E1 and E2. In this way we are sure that the zero delay time is contained
in both interferograms so that it can be easily located.

Once the data are free of the pump-probe contribution and the causality
principle is guaranteed by the Heaviside function, we have to reconstruct the
full t1 scan. To be sure of the perfect overlap of the two interferograms at t1 =
0, the t1 time is scanned from negative delays to positive ones with respect
to E2 as shown in Figure 3.7. In this way we are sure to locate the exact
zero delay time in both components. At this point is sufficient to cut the two
data sets at the proper t1 = 0 and add the two interferograms. The complete
interferogram is shown in Figure 3.8. From the pump-probe-free data, the
2D spectrum is obtained as the two-dimensional Fourier transform along t1
and t3. In our experimental se-up, the trasnfor along t3 is performed by the
monochromator. The absorptive 2DES spectrum is obtained adding the real
parts of the separatelly collected Rephasing and Non-rephasing components
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Figure 3.8: Rephasing (black line) and Non-rephasing (red line) interferograms cut
at t1 = 0 and plotted vs the global t1 axis.

(Eq. 3.3).

S(!1, t2,!3) =

Re
h

Z 1

0

dt1

Z 1

0

dt3SR(t1, t2, t3)e
�i!1t1ei!3t3+

+

Z 1

0

dt1

Z 1

0

dt3SNR(t1, t2, t3)e
i!1t1ei!3t3

i

(3.3)

In priciple, at this point it should be sufficient to operate the Fourier
transform along t1 for both components, take the real part and add them:

S(!1, t2,!3) = Re
h

SR(!1, t2,!3) + SNR(!1, t2,!3)
i

(3.4)

Actually, other little correction are needed to obtain the exact 2D map. In
fact, there may be uncontrollable experimental discrepancies that result in
relevant inconsistencies in the final spectra. The number of mathematical
operations that have to be done on the row data is quite large: everything
has to work at its best in order to have reliable final results. First we have to
consider carefully the spectral scans of t1 leading to the Rephasing and Non-
rephasing spectra. The delay is scanned by discrete intervals and is possible
that the zero point saved in the memory of the motorized stages doesn’t
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coincide exactly with the real one. The perfect determination of the t1 zero
point is crucial for a perfect calibration of the two-dimensional spectrum, so
a parameter which takes into account this indetermination has to be included
in the program code. As already noticed, the Rephasing and Non-rephasing
spectra are recorded with different motorized stages; we have the necessity
of including two different parameters, one for each interferogram. Another
sensible point is the phase difference between E3 and ELO. There is some
indeterminacy on its value, and we need a parameter which accounts for this
sense. Another important aspect to be considered is the chirp of the pulses
used in the experiment. Its presence affects remarkably the final 2D spectra,
so that it has to be made as small as possible. Our compression stage, as will
be shown in the next chapter, guarantees a flat wave-front, but an a posteriori
correction can be helpful, as reported by Park et al[45]. The correction for
the chirp can be included in the correction for the phase that we make in the
!1, !3 frequency domain, after the final transform and before the two parts
are added:

S(!1, t2,!3) =

Re
h

SR(!1, t2,!3)exp
⇥

i�R(!1,!3)
⇤

+ SNR(!1, t2,!3)exp
⇥

i�NR(!1,!3)
⇤

i

(3.5)

where:

�R = !1�t1,2 + !3�t3,LO + !1!3Q1 + !2
1!

2
3Q2 (3.6)

�NR = �!1�t1,2 + !3�t3,LO + !1!3Q1 + !2
1!

2
3Q2 (3.7)

In details, the term �t1,2 is the parameter relative to the uncertainty on the
zero time when scanning t1: it acts on the !1 axis; the �t1,2parameter has
opposite sign in the Rephasing and Non-rephasing terms. As t1 is varied
i two independent scan, corresponding to the Rephasng and Non-rephasing
contributions, the value of �t1,2 may be different in the two terms.
The �t3,LO parameter takes into account the indetermination of the time
separation between E3 and ELO; it acts on the !3 axis and is equal for
both contributions. The number of terms needed for the chirp correction
depends on the order of the correction to be included, which depends on the
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Figure 3.9: Comparison between the pump-probe spectrum (red line) of Rhodamine
800 dissolved in MeOH and the projection of the reconstructed 2D map (black line)
of the same sample. The comparison with the data of ref.[46] shows a substantial
improvement.

actual dispersion of the optical set-up. In our case we included linear and
quadratic corrections. The two corresponding parameters are Q1 and Q2 in
equations 3.6 and 3.7. The two parameters act on both !1 and !3 axes,
Q1 linearly and Q2 quadratically in the frequency values (Eq. 3.5, 3.6, 3.7).
The parameters are adjusted until the projection of the 2D spectrum on !3

matches the pump-probe spectrum[45]. Figure 3.9 shows the pump-probe
spectrum (with opposite sign) of the Rhodamine 800 in methanol and the
projection on the probe axis !3 of the 2D map of the same sample. The
agreement is very satisfactory; if we compare the results of Figure 3.9 to
those reported in the literature for the same sample [46], we notice a clear
improvement obtained with our minimization procedure. These data will be
discussed later.
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Chapter 4

Ultra-broadband Pulses
Characterization and
Compression

4.1 Introduction

The Non-collinear Optical Parametric Amplifier (NOPA) generates pulses
with very broad bandwidth, that are potentially extremely short. The transform-
limit duration for a laser pulse is the minimum duration compatible with a
given bandwidth; in order to get as close as possible to this value, the phase
characteristics of the ultra-broadband pulses generated with the NOPA must
be accurately controlled. In particular, we determined the frequency depen-
dance of the phase of the NOPA output by means of time resolved Optical
Kerr Effect (OKE). In our set-up a vertically polarized NOPA pulse acts as
the OKE probe. It reaches the monochromator and the array detector af-
ter passing through a crossed polarizer (the analyzer) that completely extin-
guishes its intensity. In the presence of a pump pulse, polarized at 45 degrees
from the probe polarization direction and overlapped to the probe inside the
Kerr medium (1 mm thick fused silica plate), the induced transient birefrin-
gence changes the polarization state of the probe beam. Consequently, a
fraction of it is transmitted by the analyzer, is dispersed by the monochro-
mator and measured by the array detector. In our first attempt we used
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Figure 4.1: Setup modified for kerr measurements. �/2 = half-wave plate. Q = 1
mm thick quartz plate. P = polarizer.

part of the photon echo set-up of Figure 2.3; we obtained the pump and the
probe beams by splitting in two the NOPA output. Unfortunately, the OKE
signal resulted too weak for our detection system. Then We, modified the
set-up (see Figure 4.1) by sending in the pump arm of the set-up a fraction
?? of the 800 nm fundamental from the regenerative amplifier. A �/2 plate
was inserted on its path to rotate the polarization direction to the proper
angle. Figure 4.2 shows the frequency resolved OKE signal measured as a
function of the pump-probe delay time. The figure demonstrates that the
NOPA pulses have a large group delay, of the order of 400 fs in the range of
410-580 THz (520-730 nm).

In the next sections I give a brief outline of the theoretical background
about the phase dispersion of ultrashort laser pulses, and describe two dif-
ferent approaches that can be used to compensate for the chirping acquired
by the pulse during the amplification stage. The first method makes use of a
couple of SF10 dispersion prism. The second one adopts a couple of commer-
cial Dispersion Compensating Mirror (DCM). On the basis of the comparison
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Figure 4.2: Group Delay of the amplified pulses output from the NOPA. This data
are recorded with a 800 nm 35 fs gate pulse.

of the methods, I give the justification of the final choice adopted here.

4.2 Theory

The electric field of a light pulse with Gaussian time profile and central
frequency !0 is written as:

E(t) =

q

Ate�ln2( 2t
�t

)2e�i(!0t+✓(t)) + c.c. (4.1)

where At is the amplitude of the pulse and ✓(t) is the phase in the time
domain. ✓(t)plays a crucial role in determining the pulse broadening in dis-
persive media; it can be thought as adding a complex width to the Gaussian
envelope of the pulse.

When dispersion is included in equation 4.1 for a pulse traveling in a
dispersive medium, the time domain is no more the most convenient for de-
scribing the underlying physics. It is preferable to move to the frequency do-
main. Taking into account that convolutions become products upon Fourier
transformation, the Fourier transform of equation 4.1 yelds[47, 48]:

E(!) =

q

A!e�ln2(
!�!0
�!

)2e�i'(!�!0) (4.2)
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Equation 4.2, in which negative frequencies are omitted, describes the field
of a pulse with central frequency !0 and Gaussian spectral profile with width
�!. The frequency domain phase '(! � !0) describes the relation between
the spectral components of the pulses. When the incoming pulse, Ein(!),
passes through a dispersive medium, the material adds a certain phase to
the field. From the mathematical point of view this is expressed as the
product of the incoming field and the response of the material R(!):

Eout(!) = Ein(!)R(!)e�i'M (!�!0) (4.3)

where 'M(! � !0) is the spectral phase added by the material, and R(!) is
an amplitude scaling factor which for transparent media con be well approx-
imated to the unity.

Usually, the spectral phase is expressed as a Taylor expansion around the
carrier frequency:

'(!� !0) = '0 + '1 · (!� !0) + '2 ·
(! � !0)2

2
+ '3 ·

(! � !0)3

6
+ . . . (4.4)

Assuming that the added phase is proportional to the travel length L in the
medium: '(!) = k(!)L, and taking in mind that the group velocity is: vG =

d!/dk, it is easy to see that the first term in equation 4.4 adds a constant
phase. The second term is proportional to 1/vG and adds delay to the pulse.
No one of these terms affects the shape of the pulse. However, the third one,
referred to as the Group Delay Dispersion (GDD), is proportional to d

d!

�

1
vG

�

.
It introduces a delay which is different for the different spectral components
of the pulse. The fourth term, referred to as Third Order Dispersion (TOD),
adds a frequency dependant quadratic phase to the pulse.

Figure 4.2 shows that the group delay GD has a non-linear dependance
on the frequency. Then we have to consider, at least, both the GDD and
TOD terms.

4.3 SF10 Prism Compression

It is easy to see that angular dispersion introduces negative GDD and TOD.
This effect can be realized by a sequence of prisms or, for large dispersion,
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Figure 4.3: Four prisms compressor geometry. FM indicates the position of the
folding mirrors in the two prisms-folded variation.

by a sequence of gratings. The unfolded geometry for the prism compressor
consists of a four prism sequence shown in Figure 4.3. The apex angle of
each prism is equal to the Brewster angle for the central frequency of the
light beam and the prisms are arranged in such a way that the beam enters
and exits each prism under Brewster angle. The reflection losses in that case
are minimized for the P polarization. The first prism disperses the beam
and the second one collimates it. The third and fourth prisms compensate
for the action of the first two so that the beams entering and exiting the
compressor are spatially identical. The last two prism can be removed and

Figure 4.4: Experimental setup of a prism compressor in double pass geometry
with folding mirrors.

substituted by folding mirrors to adopt a two prism double pass geometry
configuration (Fig 4.4). It is easily shown that the wavelength dependent
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path due to dispersion is given by:

P = 2lcos(�) (4.5)

where l is the distance between the apex vertex of the two prisms and � is
the wavelength dependent angle of the dispersed beam after the first prism.
A detailed theoretical description of the second and third order phase dis-
persion introduced by a pair of prisms for an ultrashort laser pulse is given
by Ramirez-Corral et al[49]. In particular, they give the equations describing
the GDD and the TOD terms in the Brewster angle approximation:
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Those equations are expressed as function of parameters like distances be-
tween the apex vertex (L), quantity of glass crossed by the beam in the first
prism (Lg), refractive index of the material (n) and speed of light (c). Using
them we wrote a code, in Matlab R� language, to simulate the behaviour of
the compressor applied to the dispersion of our amplified pulse.

The simulation’s results are shown in Figure 4.5. Each panel reports the
guess GD of our pulse (black line), the total GD for the SF10 prism com-
pressor taking into account the GDD and TOD factor (green line) and the
residual GD after the compression stage (red line). Each simulation is per-
formed at different central wavelength from 580 nm up 680 nm. From the
zooms collected in Figure 4.6, we can pinpoint some features of this kind
of compressor. First, it is evident that the compressor efficiency is not the
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Figure 4.5: Simulation results for the SF10 prism compressor. The black line
represent the dispersion of our pulse. The green line is the total dispersion for a
couple of SF10 prisms and the red line is group delay residual after the compression.
All the simulation are performed at different central wavelength as shown inside
the graphics.

same throughout the pulse spectrum: it is higher in the red than in the blue
region. In any case, the residual phase is too much for the requirements of
our experiments. Some comments are needed. In this simulation I took into
account the dispersion of the broadest band I can generate with the NOPA
under the best alignment condition. Real experiments do not require such
broad band. In all the experiments reported in literature the bandwidth
varies approximately from 50 to 120 nm, depending on the region of interest
and on the type of compressor used. Consider the panel (c) in Figures 4.5
and 4.6. It is easy to see that for a pulse centered at 650 nm if the band
is limited to ⇠ 80 THz (⇠ 100 nm in this region), the residual dispersion is
approximately 40-50 fs. With this setup we performed some measurements,
that will be presented later, on Rhodamine 800 in methanol, aimed to re-
produce the measurement recorded by Scholes and Co[46]. The results were
very satisfactory. However when we repeated those measurements on Cresyl
Violet, the results were unsatisfactory. In fact, the two samples absorb in
different visible regions: Rhodamine absorption is located more in the red
region, where our prism-compressor works fine. The Cresyl Violet absorbs
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Figure 4.6: Zoom of figure 4.5.

more in the blue range, where this kind of compressor is much less efficient.
In order to find the conditions for a satisfactory Group Delay compensa-
tion in a broader spectral window, we decided to simulate the behaviour
of a compressor based on a couple of commercial Dispersion Compensating
Mirror (DCM).

4.4 Dispersion Compensating Mirror Compres-
sor

The dispersion compensating mirrors (DCM), or commonly, chirped mirror,
are multi-dielectric layered mirrors. A normal dielectric mirror is transparent
to light except for the wavelengths in a more or less narrow band around the
one it is designed to reflect. Overlapping different dielectric layers at specific
depth is possible to create dielectric mirrors for a wide range of wavelengths.
As the light reflected from a deeper layer travels a longer path respect to
that reflected from on outer one, a phase difference sets up between the two
components. Special design of the dielectric layers deposition can realize
a mirror able of introducing a negative dispersion; differences in thickness
of these layers allow to operate on GDD and TOD at the same time. It
is thus possible to recover the positive dispersion acquired by a laser pulse
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passing through a medium. The mirror we choose are the DCM10 mirrors
from VeneteonR�. In the following section I report the simulation done using
the mirror parameters given in the website of the company.

4.4.1 Simulation

The specifications given by the company include the graphs of the measured
GDD (fs2) and the reconstructed GD (fs) for the couple. Starting from the
GDD data I reconstructed the GD with a numerical integration and I fitted
it with a third order polynomial. In the upper panel of Figure 4.7 are shown

Figure 4.7: On top the result of the simulation with Venteon R� DCM10. On the
bottom a zoom near the GD values equal to zero. The black line represent the
dispersion of our pulse. The green line is the total dispersion for a couple of DCM10
after 9 bounces and the red line is group delay residual after the compression.

the results obtained for a couple of Venteon R� DCM10 mirrors. The black
line represents the dispersion of the pulses from the NOPA. The green line is
the GD of the DCM after 9 bounces and the red line is the residual GD after
the DCM compressor. The large improvement with respect to the results
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of figure 4.5 is evident. The lower panel shows a zoom of the same graph.
This simulation demonstrates the extremely different efficiency of the two
compressors. In Figure 4.7 the GD of the compressed pulse for the whole
spectrum (from 400 to 550 THz, 550-750 nm) is about 10 fs. The residual
GD (red line) is not perfectly flat, but we have to consider that the DCM
mirrors are not custom made for the dispersion of our pulses. The residual
dispersion predicted by our simulation appears tolerable for the requirement
of our experiments.

Figure 4.8 is a pictorial representation of the structure of the compressor
adopted for the echo experiments.

Figure 4.8: Experimental setup for the DCM compressor. Our simulation indicates
that nine bounces are needed for optimal compression.

4.4.2 Compressed Pulses’ Characterization

After the compression the peak power of our pulses is extremely higher re-
spect to the un-compressed ones. For this reason we modified the OKE set-up
using the beam from the compressor both for pump and probe branches as
shown in Figure 4.9.

I performed first the characterization of the NOPA pulse with the broadest
possible band. This is the most demanding condition, which emphasizes the
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Figure 4.9: Setup modified for kerr measurements upon compressed pulses. BS =
beam splitter,�/2 = half-wave plate. Q = 1 mm thick quartz plate. P = polarizer.

Figure 4.10: GD recovered after 9 bounces on the DCMs for the broadest amplified
band generated with the NOPA.

impact of the DCM compressor.The GD measured for the entire band is
shown in Figure 4.10. The comparison to Figure 4.2 demonstrates the high

67



efficiency of the compressor and the excellent phase recovery obtained.

Figure 4.11: Cross correlation experimental data for the broadest band amplified
with the NOPA (square dots). In red is superimposed the fit with sech2 profile.

The GD is limited to approximately 20 fs and, considering that we are
watching cross correlated data, this value is overstimated. In Figure 4.11
the cross correlation intensity profile, obtained by integrating Figure 4.10
with respect to the frequency, is presented. The filled square symbols are
the experimental data, the solid red curve is the reconstructed fit with sech2

profile. The FWHM of the cross correlation is 19 fs, corresponding to a pulse
duration of approximately 12 fs. This pulse duration is still longer than the
transform limited value for such a broad band. As reported in the literature,
this limit can be approached by using active optics (like pulse shaper) or
passive optics (i.e. DCMs) specially designed for the actual dispersion of
the set-ups. The compression reached in Figure 4.10 is definitely enough for
our purpose. Actually, we do not even need the entire band reported in the
figure. In the next pages I will present the pulse characterization for narrower
bands generated by the NOPA at different central wavelengths for use in 2D
visible ultrafast spectroscopy applications.

All the measurements are performed via cross-correlation spectroscopy
on a 1 mm-thick quartz plate with a time scan of 500 as. A sech2 profile is
used for the fits. The wavelength region covered goes from 520 nm to 780 nm
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Figure 4.12: Amplified pulse spectra at different wavelengths; tuning of the NOPA
is achieved by changing the pump-signal delay. The FWHM for the spectra are 45
nm (curve a), 70 nm (curve b) and 100 nm (curve c).

(Figure 4.12). The cross correlation results are presented in Figure 4.13. The
scattered symbols represent the experimental cross correlation intensity, the
red line is the data fit. The pulse durations reported in the graphs correspond
to the cross correlation FWHM: they have to be scaled by a factor 1.54 (for
a sech2 shape) to get the pulse durations: 16 fs for Fig 4.13 (a), 18 fs for Fig
4.13 (b) and 14 fs for Fig 4.13 (c).

4.5 Considerations

We performed accurate simulations to predict the effective group delay com-
pensation adopting two different compressors. The prism based one resulted
unable to reach the desired low level of temporal dispersion. In particular, it
is evident how the prism are not able to compensate the third order disper-
sion, especially on the blue side of the spectrum. This would imply a severe
limitation in the bandwidth we can use in our experiments. The photon echo
experiment is a degenerate four wave mixing, in which all the pulses have
the same spectrum. Thus, all the spectral dynamics that can be measured
in a 2D experiment is contained in the pulse band width. It is then crucial
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(a) (b)

(c)

Figure 4.13: Auto correlation traces (scattered symbols), the corresponding spectra
are shown as inset. Their best fit is shown as a red line with sech2 shape. The
reported time duration correspond to the FWHM of the correlation traces; they
have to be scaled by a factor 1.54 to get the actual pulse durations. See text for
details.

that pump and probe pulses have a bandwidth of at least 45-50 nm with
a flat phase distribution. A compressor based on Dispersion Compensating
Mirrors (DCMs) satisfies these requirements. In spite of the restriction due
to the fact that its compression efficiency can be adjusted only by discrete
steps (correspinding to the number of bounces), it allows us to compensate
almost all the second and third order dispersion present after the amplifica-
tion stage and to obtain a flat wavelength dispersion for bandwidth as broad
as 100 nm.
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Chapter 5

Rhodamine 800

5.1 Introduction

Once verified the good efficiency of the pulse compression, a field test was
required of the Echo set-up. In particular it’s mandatory to verify the accu-
racy and the reliability of the reconstruction of the echo 2D map. To this
purpose, a good candidate is a molecule which absorbs in the 500-700 nm
spectral range, and has more than one absorption band, in order to verify
if the map reconstruction locates the various bands at their exact positions.
Last but not the least, we should have reliable literature data to check our
results. I decided to repeat the measurement performed by Anna and co [46],
who recorded the 2D photon echo spectrum for Rhodamine 800 (Fig. 5.1)
in methanol, at the fixed population delay time of 200 fs. The electronic

N O

CN

N

ClO4

Figure 5.1: The Rhodamine 800

absorption spectrum in the visible range of the Rhodamine 800 is shown in
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Figure 5.2. A vibronic progression is clearly visible on the blue side of the
main peak; in particular, we consider the two intense bands, centered at 620
and 680 nm respectively, the two electronic components are clearly coupled;
this implies the presence of cross peaks in the bi-dimensional map. These

Figure 5.2: Linear absorption spectra of Rhodamine 800 in methanol. The two
band we are interested in are centered respectively at 620 and 680 nm.

spectral properties make Rhodamine 800 a good candidate for a measure-
ment which should pinpoint the efficiency of our set-up and of our codes for
the data analysis.

5.2 Pump-Probe Spectrum

The broad band pump-probe transient spectrum for the Rhodamine 800 dis-
solved in methanol at 200 fs delay time is presented in Figure 5.3. The two
bleaching bands are well evident, centered respectively at 620 and 680 nm.
Furthermore, an excited state absorption (ESA) band is shows up at 585
nm. Our spectrum is absolutely consistent with the one reported in Ref.
[46]; it confirms that we are working in the same experimental condition of
the authors, so that we can use their echo measurements as a probe of our
procedures.
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Figure 5.3: Broad band pump-probe transient spectrum for Rhodamine 800 in
MeOH at 200 fs delay time.

5.3 2D Photon Echo

We performed all our 2D experiments at a population time of 200 fs, the
same delay time adopted by Anna et al.[46].

(a) Rephasing (b) Nonrephasing

Figure 5.4: (a) Rephasing and (b) Nonrephasing spectra measured for the Rho-
damine 800 in MeOH at t2 = 200 fs.

Before to considering the 2D echo map, it is interesting to have a look
to the Rephasing and Non-rephasing contributions respectively. The two
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spectra are recorded independently and the data treatment is the same. The
absolute value of the two spectra are shown in Figure 5.4. Focusing first on
the diagonal peaks, we notice that the band at 680 nm is actually in the
expected position for both contributions (Fig. 5.4 a and b). On the other
hand, the band that should be at 620 nm is at slightly lower wavelength.
This discrepancy is due to the nature of the data plotted. In fact, in Figures
5.4 (a) and (b) I present the absolute values of the spectra; a little blue shift
is produced by the nearby excited state absorption (approximately at 585
nm) which, having opposite sign respect to the bleaching (Fig. 5.3), moves
the center of the resulting band, in the absolute values spectra, at a value
in between the bleaching and the ESA wavelengths. The off diagonal peaks
represent the coupling between the two fundamental bands.

Figure 5.5: Absorptive Echo spectrum obtained from the data in Figure 5.4.

Figure 5.5 shows the absorptive 2D echo spectra for the Rhodamine 800
in MeOH at t2 = 200 fs. In this figure the diagonal peak corresponding to
the lower wavelegths bleaching band is in the correct position (620 nm); the
ESA contribution shows up at 585 nm as off-diagonal peak. The absorptive
spectrum in Figure 5.5 is in very good agreement with the data reported in
Ref. [46]. We can conclude that we are able of performing photon echo ex-
periments and of extracting reliable 2D spectra in a spectral window broader
than 100 nm. A further test to verify that the treatment we applied to the
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row data is correct, consists in applying the projection theorem, i.e. in veri-
fying that the projectionof the 2D spectrum on the probe axis (the �3 axis)
matches the pump-probe spectrum. I already discussed this check in the
code analysis chapter, the comparison is shown in Figure 3.9.

5.4 Conclusion

I measured the photon echo spectrum on Rhodamine 800 in methanol at the
population time T2 = 200 fs and compared my results to existing literature
data[46]. The purpose of this measurement was of verifying the effective
ability of our setup to perform reliable measurements and of checking the
correctness and efficiency of our codes for the absorptive spectrum recon-
struction. The results are extremely encouraging; in particular I obtained a
perfect 2D map of the absorptive spectrum, very close to that reported in
the Ref. [46]. Actually, the projection of the 2D spectrum on the probe axis
sows that our fit of the pump-probe spectrum is definitely better than that
reported by those authors. This means that our code acts on the proper
experimental parameters with a correct procedure.
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Chapter 6

Cresyl Violet

6.1 Introduction

In the previous chapter we checked the efficiency in reconstructing the 2D
map of our codes. An additional point to be verified is the long term sta-
bility of the entire set-up. This is a crucial aspect, in view of the long time
required (typically more than 12 hours) to complete an experiment where
the population time is scanned over several picoseconds.Cresyl Violet (Fig-
ure 6.1) is an excellent test molecule to this purpose for several reasons. It

N

OH2N NH2

ClO4

Figure 6.1: The Cresyl Violet.

is an organic compound commonly used in biological and medical fields as
histological stain. Other application are in the laser field used as laser dye for
pulsed and current wave operation. The Visible spectrum of Cresyl Violet
dissolved in methanol is shown in Figure 6.2. It consists of a main absorption
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band centered at 600 nm and of a shoulder on the blue side (approximately
at 565 nm), generally attributed to a vibronic progression. Our interest on

Figure 6.2: The Visible spectra of the Cresyl Violet dissolved in methanol.

this molecule is due to the simple structure of its spectrum in the region
accessible to the NOPA emission and due to important physical-chemical
properties found in literature. In particular Turner and co. [50] performed
2D visible measurements at different population time for this molecule dis-
solved in methanol, from their kinetic data are well visible the oscillations
due to the vibronic coupling. In this chapter I report on the results of our
measurements, made especially to test and verify the long term stability of
our set-up. This test is crucial to validate the results obtained when the
experiments involve spectral dynamics in the picosecond range.

6.2 Pump-Probe Spectra

Figure 6.3 reports the spectrum of the NOPA emission used for all the mea-
surements: broad band pump-probe, transient grating and 2D echo.

Figure 6.4 (a) shows the map of the broad band pump-probe experiment,
reporting the intensity as function of time and wavelengths, while Figure 6.4
(b) reports a slice of the previous map taken at 605 nm. From these figures
it is evident that, from the spectroscopic point view, the peculiarity for this
molecule resides in the strong vibronic coupling of the two bands shown in
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Figure 6.3: Output band from the NOPA.

Figure 6.2 manifested in the time resolved measurements (Fig. 6.4 a and
b) as oscillations whose frequency is equal to the energy separation of the
two band. The transient absorption spectra of this molecule don’t reveal any

(a) (b)

Figure 6.4: (a) Broad band map for the Cresyl violet in MeOH. The oscillations
due to the coupling between the to vibronic band are well evident. (b) Kinetic
trace took at 605 nm of (a).

particular dynamics, besides the oscillations behaviour. The same oscillation
is expected to be present in the four wave mixing experiments. Considering
that the 2D echo measurements require approximately 40 minutes for a single
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value of the population time, recording the oscillation over a t2 time scan of
300 fs, takes about 20 hours. The reproducibility of the oscillations aver such
a long time is a good test of the long term stability of our system.

6.3 Transient Grating

The transient grating 2D map was already shown in Figure 3.6. In the first
20 fs a red shift of the main absorption is well evident as reported in Ref. [50].
It is also possible to appreciate the oscillations alredy reported in Figure 6.4
(a). Figure 6.5 compares the kinetics at 605 nm from the transient grating
experiment (black line) and from the pump-probe (red line); note that the
latter is shown with inverted sign in the intensity axis.

Figure 6.5: Comparison between the kinetic traces at 605 nm from the TG (black)
and from the pump-probe(red). the pump-probe kinetic is multiplied by -1 for a
better comparison.

6.4 2D Photon Echo

The 2D Photon Echo maps for the Cresyl Violet dissolved in methanol are
shown in Figure 6.6 at selected population delay times. The 2D spectrum is
dominated by the strong diagonal peak at 600 nm, the shoulder at 565 nm
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Figure 6.6: The 2D PE maps for the Cresyl Violet dissolved in MeOH at selected
t2 delay times.

is hardly visible. Well visible is the cross peak (�1 = 600, �3 = 565) due to
the vibronic coupling of the two diagonal features. Figure 6.7 compares the
intensities of the transient grating signal (taken at 600 nm), in black, and of
the cross peak of the 2D spectrum, in blue, as a function of the population
time t2. It’s well visible that the comparison of the two oscillations have the
same period, but different phase which is shifted by ⇡. This kind of inversion,
due to the ground state wave packet dynamics [51], is a behaviour well known
in literature, observed in 2D experiments [52] and in theoretical simulations
[53].

Our measurements confirm the stability of the 2D echo apparatus in long
term measurements (⇠ 20 hours). We reproduce exactly the oscillating pat-
tern due to the vibronic coupling, by monitoring the intensity of an off diag-
onal peak, which represents the most sensitive, and often the most difficult
to measure, spectral feature in a 2D map.
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Figure 6.7: Comparison between the TG trace at 600 nm (black line) and the cross
peak from 2D echo (blue line) at different t2.

6.5 Conclusion

I performed steady state UV-Vis spectra in order to individuate the visi-
ble region of interest for this molecule. The spectrum (Fig. 6.2) shows a
main absorption at 600 nm and a very weak shoulder on the blue side of the
main absorption. The pump-probe spectra (Fig. 6.4) demonstrate a strong
vibronic coupling, resulting in periodic variation of the intensity. This be-
haviour is present also in the four wave mixing experiments. The kinetic trace
at 600 nm, taken from the Transient Grating experiments,compares well with
that from the pump-probe spectrum (Fig. 6.5). The kinetic behaviour is well
evident also in this measurement, and the oscillations observed in both cases
match properly. Finally, the 2D echo spectra are performed and presented.
In the 2D map (Fig. 6.6) the cross peak corresponding to the two main vi-
bronic bands is well resolved. It’s dynamics against t2 is shown in Figure 6.7
together with that obtained from the Transient Grating experiments. The
oscillation phase is inverted in the two cases, as observed in previous exper-
iments and simulations[52, 53]; the period of the two oscillations matches
each other properly. The observation that the periodicity of the oscillations
is preserved in spite of the long (⇠ 20 hours) experimental time required to
cover the entire t2 window, confirms the stability of our system and makes
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us confident that reliable dynamical data can be extracted from 2D maps.
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Chapter 7

BODIPY Bi-Chromophore

7.1 Introduction

In nature the photosynthetic process is based on the solar light harvest-
ing, made possible thanks to particular protein-pigment complexes called
antenna complexes, whose excitation energy is finally transferred to the re-
action center[54, 55]. Natural systems have an extremely high energy con-
version efficiency, and understanding the factors that determine such a high
efficiency is crucial for the engineering of new devices able of converting and
storing solar energy.

The simplest model system for which energy transfer can be conveniently
studied consists of two chromophores: the first absorbs light (the donor) and
transfers energy to the second one (the acceptor). In order to make this
communication possible, particular attention in the spectroscopic properties
of the compounds involved is needed, the fluorescence of the donor must
overlap the acceptor absorbtion in order to make the energy transfer possible.

Recently, researchers in the LENS’ ultrafast laboratories investigated
the ultrafast energy transfer in a bi-chromophoric molecular dye by means
of Transient Absorption Spectroscopy (TAS)[56]. The molecule under in-
vestigation is composed by a styryl-pyridinium donor and a BF2-chelated
dipyrromthene compound (BODIPY) acceptor. The kinetics of the process,
studied with femtosecond TAS in different solvents, revealed that the elec-
tronic energy transfer (EET) is quantitative and very fast. Although the
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energy transfer process follows a multi-exponential behaviour, attributable
to the presence of different geometrical conformers in solution, almost 70%
of the overall excitation energy is transferred from the donor to the accep-
tor in the sub-picosecond time scale. While the ab-initio calculation of the
intra-chromophoric energy transfer support the interpretation of the results
in terms of a Förster mechanism, the limited time resolution of the used TAS
experimental set-up is not able of resolving the dynamics on that fast time
scale. 2D maps obtained from photon echo measurements (2D PE ) have
the advantage of bringing the time resolution to few tens of femtoseconds
and, most of all, of giving access to important information, hidden to the
TAS experiment, thanks to the expansion of the spectra into the second di-
mension. In the compound previously investigated, the UV spectrum of the
styryl-pyrudinium moiety is characterized by a main broad absorption band
centered around 490 nm, with a tail extending to 530 nm. Its fluorescence
emission is centered at 640 nm, where the BODYPY acceptor absorbs. For
a complete two-dimensional spectrum, coherent light pulses with a broad
band, covering at least the 530-620 nm region, are required. Unfortunately,
even though the NOPA in our lab is able of generating such pulses, the
available compression stage is not efficient under 550 nm, according to the
chirped mirrors (DCM) specifications. In addition, in the above mentioned
bi-chromophoric molecule the link connecting the two moieties is highly flex-
ible, so that several conformations are present in solution. This introduces
a substantial degree of indeterminacy about the actual molecular structure
and complicates the comparison of the experimental results with proposed
energy transfer models.

For this reason, we decided to investigate a different bi-chromophoric
molecule, based on two BODYPY units, which was purposely sensitized by
Prof. Stefano Cicchi, from the Organic Chemistry Department of the Uni-
versity of Florence, to perform this kind of measurement.

In recent years the BPDIPY cromophores have attracted broad attention
and often have been used as donor and acceptor molecules[57–62]. This suc-
cess is due to their chemical stability and to their high absorption coefficients
and high emission quantum yields. In addition, their spectral properties can
be finely tuned acting on the substituents[63]. The molecule under inves-

84



(a) donor (b) acceptor

(c) bi-chromophore

Figure 7.1

tigation is composed by two different BODYPY units as shown in Figure
7.1, where (a) is the donor and (b) the acceptor. The BODIPY/BODIPY
bi-chromophoric molecule is shown In Figure 7.1 (c). The donor and the ac-
ceptor are kept together by a rigid link, a 1,4 hydroxide cycle-hexane. Such
a link is structurally rigid, as the two hydroxide groups block the chair con-
formation of the cycle-hexane and avoid the possibility of an inversion. The
relative position of the two chromophores is then essentially fixed, the only
degree of freedom being the rotation around the bonds connecting the tri-azo
moieties to the cyclohexane.

In the next sections, the steady state measurements on the separate donor
and acceptor, and on the bi-chromophore are presented. Then the Prelim-
inary TAS measurements, performed on the bi-chromophore, are reported
and discussed; finally, the 2D photon echo spectra are shown and discussed
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and some conclusions are given.

7.2 Steady State Measurements

Figure 7.2: Comparison of the Visible spectra of the donor (black line) of the
acceptor (red line) and of the bi-chromophore (blue line) dissolved in THF.

Figure 7.2 shows the visible spectra of the donor (black line), of the accep-
tor (red line) and of the bi-chromophore (blue line) dissolved in Tetrahydro-
furan (THF). The donor spectrum is characterized by two narrow absorption
bands centered at 530 and 570 nm, respectively. The acceptor shows the
same spectral features but shifted by ⇠ 50 nm to the red: namely, their cen-
tral wavelengths are at 576 and 625 nm. As expected, the spectrum of the
bi-chromophore (blue line) in Figure 7.2 is, from a qualitative point of view,
the sum of the spectra of the isolated donor and acceptor. However, one has
to consider that the spectra of Figure 7.2 have been separately normalized,
so that no direct comparison can be done of the band intensities in the three
compounds. Actually, this subject deserves specific consideration and will be
treated in the following.

Table 7.1 compares the absorption coefficients values obtained from the
donor and the acceptor. Those in the first column are the values for the
free chromophores independently dissolved in THF. The reported values
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Table 7.1: Comparison of the absorption coefficients values for the donor and ac-
ceptor. In the first column are shown the values of the two molecule independently
dissolved in THF. The last column reports the same value obtained from the bi-
chromophore dissolved in THF.

free molecule bi-chromphore

Donor 1 · 104 1.5 · 104

Acceptor 1 · 105 1 · 104

correspond to the strongest absorption band of the visible spectrum (Fig.
7.2). The second column shows the corresponding values measured in the
bi-chromophore complex, taken, respectively, at 570 nm for the donor and
at 625 nm for the acceptor. There is a remarkable difference for the ab-
sorption coefficients of the free acceptor and for the acceptor when in the
bi-chromophoric complex. When the two molecule are unbounded the ac-
ceptor’s coefficient is one order of magnitude higher than that of the free
donor. In the bi-chromophore the situation is inverted: the coefficient of
the donor is 1.5 times greater than that of the acceptor. The fact that
the absorbance in the region 580-620 nm of the acceptor linked in the bi-
chromophoric compound, decreases by an order of magnitude with respect
to the free chromophore, suggests that, if we excite the donor around 570
- 580 nm (i.e. on the maximum of its absorption band, see Figure 7.2) the
contribution of the acceptor’s direct excitation at that wavelength would be
small.

This conclusion is supported by comparing the 2D photon echo map
shown in Figure 7.3. In panel (a) I report the 2D PE for the acceptor dis-
solved in THF at a population time of 60 fs. The off-diagonal peak (�1 = 570

and �3 = 625 nm) is due to the coupling of the two vibronic bands of the
acceptor (Fig. 7.2 (red line)). The 2D map leads out the extremely high
efficient coupling between the two bands making the cross peak as the most
intense in the map. Fig. 7.3 (b) presents the same measurement on the bi-
chromophore at the same population time. The off diagonal band (�1 = 570

and �3 = 625 nm) is very weak. This is consistent with the data reported
in Table 7.1: the absorption at the excitation wavelength �1 = 570 nm is
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mostly due to the donor.

(a) Acceptor (b) Bi-chromphore

Figure 7.3: Comparison of the 2D PE spectra for the acceptor (a) and the bi-
chromphore (b) in THF at a population time t2 = 60 fs.

Figure 7.4: Comparison of the normalized visible absorption (black line) and the
normalized fluorescence emission intensity (red line) spectra for the donor dissolved
in THF.

Figure 7.4 compares the normalized visible absorption (black line) and
fluorescence emission intensity (red line) spectra of the donor dissolved in
THF. The fluorescence spectrum is characterized by an intense emission cen-
tered at 585 and a weaker one at 632 nm. The former is almost in resonance
with the acceptor’s absorption band centered at 576 nm, thus making the
energy transfer between the two chromophores possible with a Förster type
mechanism.
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7.3 Transient Absorption Spectroscopy

(a) (b)

Figure 7.5: (a) TAS spectra at selected delay times of the bi-chromophore dissolved
in THF excite at 520 nm. (b) Scattered data reports the kinetic trace took at 625
nm and in red is reported its best fit.

Figure 7.5 (a) collects the Transient Absorption Spectra at selected pi-
cosecond delay times (as expressed in legend) upon an excitation at 520 nm.
The six spectra are characterized by the two main bleaching bands centered
at 570 and at 625 nm due to donor and acceptor cromophores, respectively.
An excited state absorption (ESA) is also evident at 535 nm. Focusing on
the donor absorption’s region, some comments are possible: the bleaching
at 625 nm reaches its highest intensity at 50 ps, probably due to the EET
process, however this band is present already, for its ⇠ 30%, at the first
delay time reported (1.3 ps). This feature could be taken as an indication
of an ultrafast energy transfer process taking place at early times; however,
the TAS experiment cannot support this interpretation, as its limited time
resolution does not allow accessing delay times significantly shorter than 1
ps.

Figure 7.5 (b) shows the kinetic trace taken at 625 nm (scattered symbols)
and its best fit (red line). For the fit I used a bi-exponential function, in which
the first time constant accounts for the rise of the signal, the second one for
the decay. The best-fit value for the former is ⌧ = 22± 5 ps.

As already noticed, some negative signal (bleaching) is present at 625
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nm already at 1.3 ps (see Fig. 7.5 (a) black line), what could be attributed
to some sub-picosecond energy transfer process, similar to that observed in
the styryl-pyrudinium/BODIPY bi-chromophoric molecule of ref.[56]. The
2D PE experiment, employing light pulses as short as 20 fs, is expected to
clarify this issue.

7.4 2D Photon Echo

We performed the 2D PE experiment on the BODIPY/BODIPY bi-chromophoric
molecule of Figure 7.1 (c) by scanning the t2 population time from 40 fs to
230 fs with 10 fs steps. The t1 delay time between pulses E1 and E2 was scan
from -10 to 130 fs, with 250 as steps. The energy transfer from the donor
to the acceptor is expected to result in a cross peak whose relative intensity
should rise with increasing t2 population time.

Figure 7.6 (a) shows the 2D photon echo maps recorded at selected popu-
lation delay time. The most intense band is the one on the diagonal, centered
at 570 nm, consistent with the visible absorption spectra (Fig. 7.2 blue line)
and all the 2D maps were normalized in respect to its intensity. All the 2D
maps reported show a cross peak centered at �1 = 570 nm, �3 = 625 nm.
Figure 7.6 (b) shows the kinetic trace of its intensity vs the population time
t2. This trace oscillates around a constant value very close to 0.2, suggesting
the absence of any energy transfer, appreciable on this short time scale. More
clearly: this measurements led out that if a dynamical process is present in
this time scale, it is inside our signal-to-noise ratio and, actually, we are not
able to observe it.

The presence of a bleaching band in the TAS spectrum at 1.3 ps (Fig.
7.5 (a) black line) is probably to be ascribed to a direct excitation of the
acceptor around 570 nm, in the blue tail of its weaker absorption band (see
red spectrum in Figure 7.2) in the bi-chromophore even though the pump
pulse is centered at 520 nm. This conclusion can be supported observing the
2D maps in Figure 7.6 (a); in fact, the presence of the cross peak at �1 = 570

nm, �3 = 625 nm with constant intensity of 0.2 can be assigned to this direct
excitation process, and the absence of a subsequent dynamic in the short
time scale confirms this hypothesis.
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Figure 7.6: (a) Normalized 2D photon echo maps of the bi-chromophore dissolved
in THF at selected population delay time. (b) Kinetic trace of the off diagonal
peak centered at �1 = 570 and �3 = 625 vs the t2 population time.

7.5 Conclusion

Comparing the results reported in Ref.[56] and the ones pinpointed with our
measurements, some comments can be outlined. The molecule under our
investigation is characterized by a rigid linker which limits to rather small
angles the possible relative orientations of the two chromophores. Donor and
acceptor moieties are bonded in equatorial position to cycle-hexane in chair
conformation (Fig. 7.1 (c)), and the two hydroxide groups in axial position
hinder large conformational changes of the two chromophores with respect
to the cyclic linker. The transient absorption measurements (see Figure 7.5)
provide convincing evidence that an appreciable donor-acceptor energy trans-
fer takes place in few tens of picosecond (time constant 22 ps). Within the
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Förster picture, this value is indicative of a rather slow and incomplete energy
transfer, a finding that is in sharp contrast to that reported in Ref.[56] for
a styryl-pyrudinium/BODIPY complex, a bi-chromophore having the same
acceptor as the BODIPY/BODIPY molecule reported here, with a differ-
ent donor unit. The main difference between the two compounds resides
in the flexible linker adopted for the styryl-pyrudinium/BODIPY molecule
of Ref.[56]. In that case, it is possible for the two chromophores to vary
their relative orientation over a very large angular range. Being the confor-
mational changes very slow in respect to the time scale we are considering,
the transient absorption experiment probes an inhomogeneous distribution
of different geometries. The calculation reported in Ref.[56] show that the
most stable structure is the one where the two roughly planar chromophores
are facing each other with parallel planes at very short distance (⇠ 10 Å).
The short distance and the favorable angular geometry make the energy
transfer very fast and efficient and account for the experimental observation
that about 70% of the excitation energy is transferred to the acceptor with
a sub-picosecond time constant.

On the contrary, the rigid structure of the linker in the BODIPY/BODIPY
molecule, which forces the two chromophoric units to keep a rather unfavor-
able relative orientation at a larger distance, precludes any very fast energy
exchange mechanism and leads to the rather slow (22 ps time constant) and
incomplete transfer that we measured in our experiments.

Our measurements pinpointed some interesting aspects on the molecules
discussed in this chapter. In particular we characterized the donor unit and
we found it as a very good candidate to be employed in molecules designed
to observe and study this kind of processes, in particular coupled with the
well known acceptor chromophore adopted in this case and in the Ref.[56].
A step further will be to sensitize a new bi-chromophore composed by the
same donor and acceptor couple but bounded to a different rigid linker. As
mentioned above the employment of such a kind of rigid bridge is useful for
the selectivity of the molecule’s geometry during the EET process. In order
to make this transfer faster and more efficient it would be smart to adopt
a linker which block the two chromophores in a closer position in order to
maximize the dipole-dipole coupling.
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Chapter 8

Conclusions

The spectroscopic investigation of very fast intra- and inter-molecular pro-
cesses, like energy and electron transfer, requires specific experimental meth-
ods, capable of preserving both frequency and time resolution at the highest
possible level. This thesis work, carried on within the framework of a re-
search project aimed to the understanding of the energy transfer mechanisms
in poly-chromophoric molecular systems, has been in large part dedicated to
designing, building and testing the complex spectroscopic apparatus to be
used in four wave mixing experiments, with special attention to the two-
dimensional photon echo. The requirement of having very short light pulses
whose central frequency can be tuned in a broad visible spectral range, gave
rise to the need of designing and building a Non-collinear Optical Parametric
Amplifier (NOPA).

The first step was the design of the optical layout of the NOPA and of
the photon echo spectrometer itself, done with the CAD software support.
The help of this digital support, allowed me to design a compact and stable
set-up, pre-determining, with millimeter accuracy, the disposition of each
optical element, including some custom components that were realized in the
LENS’ Mechanical Workshop. This preparatory work made the realization
of the entire set-up on the laboratory table easy.

Once the opto-mechanical set-up was completed, I focused on the acqui-
sition of the signal. In particular, I interfaced a commercial monochromator
with a home-made NMOS linear array detector realized and programmed by
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the LENS’ Electronic Workshop under the guidance of Prof. Marco Prevedelli
who designed the logic circuits. The timing of the electronic components is
synchronized with the laser trigger; the whole set-up is controlled by a PC
via the USB port, thanks to a software that I wrote in Labview language.

I wrote also the computer codes for the data treatment and analysis.
In particular, using MatLab language I wrote two codes for extracting the
transient grating (TG) and 2D photon echo (2D PE) spectra from the ex-
perimental row data. The most relevant part of this work was dedicated to
devising and testing proper methods to correct for the unavoidable phase
mismatches affecting the acquired data. Following the approach proposed in
recent literature, I had to include in the code that yields the photon echo
spectra a number of adjustable parameters, to be optimized in order to obtain
the correct two dimensional spectra.

Experiments of this kind, which make use of interferometric methods, are
possible only if the phase distribution of the e.m. field is flat throughout
the entire pulse spectrum. It was then necessary to characterize the pulses
generated by the NOPA: I employed time resolved optical Kerr effect (OKE)
to quantify the phase dispersion of the pulses at the exit of the paramet-
ric amplifier and at the sample location, thus being able of choosing the
most efficient compression strategy. Different methods were considered and
tested, both experimentally and in computer simulations; we finally found
that multi-reflection on dispersion compensating mirror (Venteon R� DCMs
from Laser QuantumR�) is the preferable solution, which allowed us to lower
the pulse duration to approximately 10 fs.

The necessary tests of the experimental set-up and of the computer codes
that yield the final 2D spectra were performed by replicating the measure-
ments on test molecular dyes present in the literature. The experiments per-
formed on Rhodamine 800 and on Cresyl Violet confirm the excellent stability
of the system in non-stop experiments lasting many hours. The comparison
of the extracted 2D spectra with those already published demonstrate that
our computer codes guarantee a very accurate treatment of the data.

As a first application of the experimental apparatus to the study of inter-
chromophoric energy transfer, we investigated the sub-picosecond ultrafast
dynamics in a bi-chromophoric molecular dye, sensitised by Prof. Stefano
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Cicchi. The molecule consists of two different BODIPY chromophores, one
acting as donor and the other as acceptor, linked by a rigid moiety. Pump-
probe Transient Absorption Spectroscopy (TAS) measurements performed
on this molecule, revealed that a partial Electronic Energy Transfer (EET)
takes place with 22 ps time constant. The observation that the earliest
transient spectrum recorded at 1.3 ps shows the presence of the characteristic
acceptor’s bleaching band, could be interpreted as an indication that a much
faster, sub-picosecond transfer process goes into action. The time evolution
of the 2D PE spectra shows that a cross peak is present, but no delay time
variation of its intensity was detected, thus leading us to ascribe the cross
peak to direct excitation of the acceptor chromophore.

In conclusion, I can say that the experimental and computational appa-
ratus that I set-up in my thesis work is already well operating, so that we
can be confident about the reliability of the measured 2D spectra. Of course,
some further steps can be foreseen to improve the system. The first desirable
improvement concerns the acquisition system: replacing the present NMOS
array detector with a commercial cooled CCD camera would allow us to lower
the pulse energy and, at the same time, significantly increase the sensitivity
and the signal-to-noise ratio. Another interesting possible improvement con-
cerns the NOPA, and here two parallel ways could be taken. The first one
involves a second amplification stage that would allow lowering the energy
driven on the BBO crystals, without any loss in the output energy. This
intervention would increase the stability of the parametric generation and,
consequently, of the whole experiment. The second improvement could be
adding a second NOPA, in order to make two colours experiments possible.
With two pulsed light sources it would be possible tuning the wavelengths
of the pump and probe pulses independently, thus broadening substantially
the number of poly-chromophoric systems that can be studied.
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