
10 September 2024

An unscented Kalman filter based navigation algorithm for autonomous underwater vehicles / Allotta, B.;
Caiti, A.; Chisci, L.; Costanzi, R.; Di Corato, F.; Fantacci, C.; Fenucci, D.; Meli, E.; Ridolfi, A.. - In:
MECHATRONICS. - ISSN 0957-4158. - STAMPA. - 39:(2016), pp. 185-195.
[10.1016/j.mechatronics.2016.05.007]

Original Citation:

An unscented Kalman filter based navigation algorithm for
autonomous underwater vehicles

Conformità alle politiche dell'editore / Compliance to publisher's policies

Published version:
10.1016/j.mechatronics.2016.05.007

Terms of use:

Publisher copyright claim:

Questa versione della pubblicazione è conforme a quanto richiesto dalle politiche dell'editore in materia di
copyright.
This version of the publication conforms to the publisher's copyright policies.

(Article begins on next page)

La pubblicazione è resa disponibile sotto le norme e i termini della licenza di deposito, secondo quanto
stabilito dalla Policy per l'accesso aperto dell'Università degli Studi di Firenze
(https://www.sba.unifi.it/upload/policy-oa-2016-1.pdf)

Availability:
This version is available at: 2158/1052418 since: 2021-03-30T09:57:44Z

Questa è la versione Preprint (Submitted version) della seguente pubblicazione:

FLORE
Repository istituzionale dell'Università degli Studi

di Firenze

Open Access

DOI:



An Unscented Kalman Filter Based Navigation Algorithm for Autonomous Underwater
Vehicles

B. Allotta1,5, A. Caiti3,5, L. Chisci2, R. Costanzi3,5, F. Di Corato4,
C. Fantacci2, D. Fenucci3,5, E. Meli1,5, A. Ridolfi1,5

1 University of Florence - Department of Industrial Engineering (DIEF)
Via di Santa Marta 3, Florence, Italy. Email: a.ridolfi@unifi.it

2 University of Florence - Department of Information Engineering (DINFO)
Via di Santa Marta 3, Florence, Italy

3 University of Pisa - DII & Centro Piaggio
Largo Lucio Lazzarino 1, Pisa, Italy

4 Magneti Marelli S.p.A. ADAS Technologies, CTO, Venaria (TO), Italy
Work done when this author belonged to 3, 5

5 Interuniversity Center of Integrated Systems for the Marine Environment (ISME) - www.isme.unige.it

Abstract

Robust and performing navigation systems for Autonomous Underwater Vehicles (AUVs) play a discriminant role towards the
success of complex underwater missions involving one or more AUVs. The quality of the filtering algorithm for the estimation of
the AUV navigation state strongly affects the performance of the overall system. In this paper, the authors present a comparison
between the Extended Kalman Filter (EKF) approach, classically used in the field of underwater robotics and an Unscented Kalman
Filter (UKF). The comparison results to be significant as the two strategies of filtering are based on the same process and sensors
models. The UKF-based approach, here adapted to the AUV case, demonstrates to be a good trade-off between estimation accuracy
and computational load. UKF has not yet been extensively used in practical underwater applications, even if it turns out to be
quite promising. The proposed results rely on the data acquired during a sea mission performed by one of the two Typhoon class
vehicles involved in the NATO CommsNet13 experiment (held in September 2013). As ground truth for performance evaluation
and comparison, performed offline, position measurements obtained through Ultra-Short BaseLine (USBL) fixes are used. The
result analysis leads to identify both the strategies as effective for the purpose of being included in the control loop of an AUV. The
UKF approach demonstrates higher performance encouraging its implementation as a more suitable navigation algorithm even if,
up to now, it is still not used much in this field.

Keywords: Underwater Navigation, Autonomous Underwater Vehicles, Unscented Kalman Filter, Underwater Robotics

1. Introduction

Autonomous Underwater Vehicles (AUVs) are increasingly
employed in underwater operations and are fundamental for
many scientific and industrial tasks (e.g. Oil & Gas operations,
exploration and surveillance of archeological sites, reconnais-
sance and patrolling for military operations and so on).
The development of accurate and robust navigation strategies
for AUVs is crucial to reach the high control performance re-
quired by complex underwater missions involving one or more
AUVs [19] [14] [32] [18]. More particularly, one of the main
factors affecting the AUVs navigation accuracy is the algorithm
used to estimate the vehicle motion. They are usually based on
Kalman Filters (KF) [24] or Extended Kalman Filters (EKF)

[11] [36] [27] [6] and make use of simplified kinematic or dy-
namic vehicle models .
Furthermore, different sets of sensors are employed during
the vehicle navigation. They may include, for instance, Iner-
tial Measurement Units (IMU) [10] [40] or Fiber Optic Gyros
(FOG) [28] [4] to measure vehicle orientation, Pressure Sensors
(PS) for depth measurements, Doppler Velocity Logs (DVL)
[10] to measure the vehicle translational velocity, acoustic lo-
calization systems based on range measurements [9] [13] [31]
[21] [15] or on Ultra-Short BaseLine (USBL) [26] [34] [37].
In this paper, the authors present a navigation system specif-
ically designed for AUVs and its experimental evaluation in
typical underwater missions. The developed system exploits
inertial sensors, depth sensors and Global Positioning System
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(GPS) fixes (during periodic resurfacing) and relies on the Un-
scented Kalman Filter (UKF) [23] [39] [35] for motion esti-
mation. The UKF-based approach, here adapted to the AUV
case, demonstrates to be a good trade-off between estimation
accuracy and computational load. However, to the authors’
knowledge, it has not yet been largely used for underwater nav-
igation in practical underwater tasks [22] [12] [25]. Up to
know, previous results in literature related to the use of UKF
in the underwater field are in almost all cases based on simu-
lated data. On the contrary the here proposed results, for offline
validation purposes, rely on the experimental data acquired
during a sea mission performed by one of the two Typhoon
class vehicles involved in the NATO CommsNet13 experiment
(held in September 2013). The main contribution of the pa-
per is related to the correct implementation of this filter, which
is strictly related to the AUV modelling (including the correct
modelling of the non-linear dynamics of this kind of system, e.g.
the propulsion part) and in the experimental validation of the
proposed approach. As ground truth for performance evalua-
tion and comparison, performed offline, position measurements
obtained through Ultra-Short BaseLine (USBL) fixes are used.
The sea tests were performed in La Spezia (Italy) with the Ty-
phoon AUV (see Fig. 1, [2] [5]) in the framework of the Italian
THESAURUS project [3] and the European ARROWS project
[1] during the NATO CommsNet13 experiment, in September
2013. Typhoon is an AUV designed by the Department of In-
dustrial Engineering (DIEF) of the Florence University for ex-
ploration and surveillance of underwater archaeological sites.
Currently two versions of the Typhoon AUV have been built,
characterized by different sensors and payloads. The vehicles
are named TifOne and TifTu respectively. The test campaign
described in this paper has been performed using the TifTu ve-
hicle equipped with a sensor set including an IMU (with 3D
accelerometer, gyroscope and magnetometer), a pressure sen-
sor for the depth, GPS and USBL.
The experimental measurements taken with TifTu include the

Figure 1: The Typhoon AUV during the sea tests in La Spezia (Italy).

sensor data concerning the vehicle dynamics (IMU and pressure
sensor), global positioning system (GPS) fixes obtained through
periodic and dedicated vehicle resurfacing [41] [29] and global
positioning provided by the USBL and obtained thanks to the
permanent testbed for underwater networking and communica-

tion purposes (LOON - Littoral Ocean Observatory Network)
of the NATO Science and Technology Organization Centre for
Maritime Research and Experimentation (NATO STO CMRE)
[8]. The USBL fixes are not exploited by the navigation sys-
tem, being only used as a reference (ground truth) to evaluate
the algorithm accuracy.
At this initial stage of the research activity, the experimental un-
derwater test has been performed with the AUV autonomously
navigating in dead reckoning along a triangle-shaped path. To
effectively evaluate the navigation system performance, the val-
idation has been performed offline, applying the new navigation
system to experimental data measured on the vehicle navigating
in dead reckoning.
A performance comparison between the proposed UKF-based
navigation system and a standard EKF-based system [6] has
been carried out. The comparison allowed the authors to eval-
uate the accuracy of the proposed navigation approach (very
suitable for AUV navigation and, up to now, still not used much
in this field) in estimating the vehicle dynamic behaviour with-
out increasing the computational load (affordable for on-line
on-board AUV implementation). The achieved results are en-
couraging, waiting for future online tests with the vehicle (both
in simulation and during experimental campaigns).

2. General architecture

As pointed out in the introduction, the Typhoon AUV, thanks
to its reconfigurability, allows to easily and effectively test the
performance of different navigation algorithms. The typical test
architecture is schematized in Fig. 2.

The Typhoon AUV navigates in dead reckoning using the

Figure 2: Online testing of navigation systems.

information coming from the available sensors. The physical
quantities characterizing the Typhoon AUV dynamics (orienta-
tion, depth and position) are measured by the set of on-board
sensors: IMU, pressure sensor, GPS (during periodic resur-
facing) and USBL. Recall that the USBL is not exploited by
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the navigation system, being only used as external reference to
evaluate the localization accuracy. The measured quantities are
then processed in dead reckoning to approximately estimate the
vehicle dynamics. Starting from the estimated vehicle dynam-
ics, the control is able to calculate the motor control signals [6].
Finally, the thrusts produced by the motors allow the vehicle to
follow the desired dynamics.
The sensor suite provides the real physical outputs to be used
to test and compare the different navigation systems (i.e., the
EKF-based and UKF-based ones). The preliminary validation
and analysis of the navigation system presented by the authors
in this work are performed offline. The adopted architecture for
offline testing is depicted in Fig. 3.
The test of the navigation system relies on the data measured

Figure 3: Offline testing of navigation systems.

by the sensor suite (IMU, pressure sensor and GPS during peri-
odic resurfacing). The measured quantities (orientation, depth
and position) are processed by both EKF and UKF algorithms
in order to recursively generate estimates of the AUV state.
Then, such estimates are compared to the USBL position fixes
during the whole mission. In the sequel, the main parts of the
proposed navigation system will be analyzed in detail. Then,
an experimental evaluation of the navigation algorithm perfor-
mance will follow.

3. The Typhoon AUV

In this chapter, the main parts of the Typhoon AUV archi-
tecture for the testing of navigation systems are described. The
overall architecture is made up of the Typhoon AUV (navigat-
ing in dead reckoning), the set of sensors, the control logic and
the propulsion system (motors). This general vehicle arrange-
ment allows to get the real physical outputs necessary to ef-
fectively compare the EKF-based and UKF-based navigation
systems (orientation, depth and GPS position during the resur-
facing).

3.1. The vehicle

A new class of AUVs, called Typhoon, has been developed
in the framework of the Italian THESAURUS project [3] and of
the European ARROWS project [1], [7]. Typhoon is a middle-
sized AUV able to reach a 300 [m] depth. The vehicles can carry
suitable payload for the specific underwater mission to perform.
Currently, two Typhoon AUVs are fully operative and already

performed many missions at sea: the vehicles are called TifOne
and TifTu.
TifTu usually navigates both on surface and underwater and lo-
calizes itself though a GPS system (for the surface navigation)
and an Ultra-Short BaseLine (USBL) acoustic system (for the
underwater navigation). The USBL is a method of underwater
acoustic localization based on the use of an acoustic transceiver
(composed of a series of transducers) capable of communicat-
ing with a transponder. The adopted configuration involves a
transceiver (the permanent LOON testbed placed on the seabed
or a surface support vehicle) and a transponder (an acoustic mo-
dem) rigidly mounted on-board of the AUV navigating under-
water.
TifTu, the AUV exploited during the CommsNet13 sea cam-
paign, has a length of 3700 [mm], an external diameter of
350 [mm] and a weight of about 150 [kg] according to the car-
ried payload (the vehicle can be considered an intermediate
one compared to the smaller Remus 100 [30] and the bigger
Remus 600 [38]). Its autonomy is 8 − 10 [h] and the maxi-
mum reachable longitudinal speed is 6 [kn] (whereas the cruise
speed is about 2 [kn]). The power needed by the propulsion on-
board systems and payloads was approximately known (about
350 [W]): considering a mission duration of about 8 − 10 [h],
the needed energy was calculated in about 3− 3.5 [kWh]. Li-Po
(Lithium-Polymer) batteries have been chosen.
In Fig. 4, both the Typhoon CAD design and its final built ver-
sions can be seen.
The TifTu propulsion system is composed of 6 actuators: two

Figure 4: The Typhoon CAD design and its final built versions on the NATO
Research Vessel Alliance during CommsNet13.

lateral thrusters, two vertical thrusters and two main rear pro-
pellers (both working in longitudinal direction). The propul-
sion system actively controls 5 Degrees Of Freedom (DOFs) of
the vehicle (the only one left passive is the roll one). The cor-
rect positioning and alignment of the buoyancy and the gravity
centers ensure the vehicle stability against roll motions. The
calibration of the pitch can also be performed by moving the
accumulators whose axial position is controlled by a screw sys-
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tem.

3.1.1. Vehicle modelling
To analyze the motion of the AUV, two different reference

frames are needed [19]:

• the body frame: reference frame with origin Ob placed in
the center of mass of the body and axes lined up to the
main inertia axes of the body itself. In case of a vehicle of
regular shape, the xb axis is longitudinal, pointing forward,
the zb axis is vertical downward and the yb axis is set out
in order to form a right-handed frame with the other two
axes;

• the fixed frame: inertial reference frame, defined with the
origin On placed on the surface and axes lined up to the
ones of a NED (North-East-Down) frame. The xn axis
heads to the north, the yn axis heads to the east and the
zn axis down.

To describe the motion of the system, the following coordinate
vectors have to be introduced (according to [20]):

η =

(
η1
η2

)
=

(
Ob

Φ

)
, ν =

(
ν1
ν2

)
=

(
Ȯb

ωb

)
(1)

where η represents the vector of position η1 and orientation η2,
expressed in terms of the Roll-Pitch-Yaw (RPY) Euler angles
(roll ϕ, pitch ϑ and yaw ψ) in the fixed frame and ν includes the
components of linear ν1 and angular ν2 velocities expressed in
the body frame.

η =
[
ηT

1 η
T
2

]T
η1 =

[
x y z

]T η2 =
[
ϕ ϑ ψ

]T

ν =
[
νT

1 ν
T
2

]T
ν1 = [u v w]T ν2 =

[
p q r

]T
. (2)

Clearly, the previous physical quantities are linked together by
the following kinematic equations:

η̇ = J(η)ν,(
η̇1
η̇2

)
=

[
J1(η2) 03×3
03×3 J2(η2)

] (
ν1
ν2

)
=

=

[
Rn

b(η2) 03×3
03×3 T−1(η2)

] (
ν1
ν2

) (3)

where Rn
b is the rotation matrix between the body and the fixed

reference systems and T is the so called Euler matrix. Their
explicit expressions are the following ones:

Rn
b(η2) =

cψcϑ −sψcϕ + cψsϑsϕ sψsϕ + cϕsϑcψ
sψcϑ cψcϕ + sψsϑsϕ −cψsϕ + cϕsϑsψ
−sϑ sϕcϑ cϕcϑ


T−1(η2) =

1 sϕtϑ cϕtϑ
0 cϕ −sϕ
0 sϕ/cϑ cϕ/cϑ

 (4)

On the other hand, the motion of the AUV is governed by the
vehicle dynamic equations:

Mν̇ + C(ν)ν + D(ν)ν + g(η) = τ(ν,u) (5)

where M is the mass matrix, C is the centrifugal and Coriolis
matrix, D is the drag matrix, g is the gravity and buoyancy vec-
tor and τ(ν,u) are the resultant forces and torques acting on the
vehicle (u are the control signals of the vehicle motors, i. e.
the motor rotation speeds). The explicit expressions of all these
physical quantities, not reported here for reasons of brevity, can
be found in [19], [20]. It is worth to note that the vehicle dy-
namic equations (5) are non-linear with respect to the vehicle
velocity. Moreover, the input vector τ depends upon the motor
thrusts (please see paragraph 3.3.1 for details) that are highly
non-linear and non-differentiable functions of the vehicle ve-
locity (in particular of the axial velocity of each propeller) and
of the rotational speed of each propeller. Introducing the state
vector x =

(
νT ηT

)T
, the system equations can be summa-

rized as follows:

ẋ = F(x,u) + w =

=

(
M−1 [

τ(ν,u) −C(ν)ν − D(ν)ν − g(η)
]

J(η)ν

)
+ w

(6)

where w is the process noise.

3.2. The sensors

Hereinafter, the set of on-board sensors employed during the
navigation by the Typhoon AUV is briefly described:

• IMU Xsens MTi: the device consists of a 3D gyroscope, a
3D accelerometer and a 3D magnetometer providing mea-
surements at a maximum working frequency of 100 [Hz].
The device estimates the orientation of the vehicle in a 3D
space in an accurate way by means of an embedded atti-
tude estimation algorithm;

• STS DTM depth sensor: it is a digital pressure sensor used
to measure the vehicle depth at a 10 [Hz] working fre-
quency;

• GPS: the global positioning system is included into the
industrial PC-104. This sensor, working at 1 [Hz], is em-
ployed to get suitable fixes only during periodic and dedi-
cated vehicle resurfacing;

• USBL 18/34 by EvoLogics: this sensor is not exploited
by the navigation systems and is only used as an external
benchmark to evaluate the algorithm accuracy. The sen-
sor works at a maximum working frequency of 0.2 [Hz].
Actually, the real working frequency can be quite lower
depending on the quality of the acoustic channel.

The sensor set here proposed is quite a standard one and not
very expensive.
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3.2.1. Sensors modelling

Hereafter, the measurement equations modelling the sensor
behaviour will be derived by taking into account the main fea-
tures of the employed sensors and the main noise sources af-
fecting the measurements:

• vehicle orientation η2 provided by the IMU Xsens MTi
(including 3D gyroscope, 3D accelerometer and 3D mag-
netometer) through the attitude estimation filter starting
from the following measures:

– Vehicle angular velocity ν2 measured by the 3D gy-
roscope:

νmeas
2 = ν2 + δν2 (7)

where νmeas
2 and ν2 denote the measured and the true

angular velocities and δν2 is the measurement noise;

– Vehicle linear acceleration measured by the 3D ac-
celerometer:

ameas = a + δa (8)

where ameas and a denote the measured and the true
linear accelerations and δa is the measurement noise;

– Magnetic field M measured by the 3D magnetome-
ter:

Mmeas = M + δM (9)

where Mmeas and M denote the measured and the
true magnetic fields and δM is the measurement
noise.

By suitably processing the above measurements, the atti-
tude estimation filter is able to estimate the vehicle orien-
tation η2 that will be used in the subsequent developments
of this paper as a virtual measurement ηmeas

2 modeled as:

ηmeas
2 = η2 + δη2 (10)

where δη2 is a further measurement noise.

• vehicle position η1x and η1y measured by the GPS sensor:

ηmeas
1x = η1x + δx

ηmeas
1y = η1y + δy

(11)

where ηmeas
1x , ηmeas

1y and η1x, η1y are the measured and the
true positions and δx, δy are the measurement noises.

• vehicle depth η1z measured by the STS DTM depth sensor:

ηmeas
1z = η1z + δz (12)

where ηmeas
1z and η1z are the measured and the true depths

and δz is the measurement noise.

Introducing the measurement vector z =
(
ηmeasT

1 ηmeasT
2

)T
,

the measurement equations can be summarized as follows:

z = h(x) + v,

h(x) =

(
O3×3 O3×3 I3×3 O3×3

O3×3 O3×3 O3×3 I3×3

)
x,

v =
(
δx δy δz δT

η2

)T
.

(13)

At each time step, the dimension of the measurement vector z
can be different, depending on the available measurements (e.g.
as concerns the GPS, the position information is available only
when the vehicle is on surface). Despite the different working
frequencies of the various involved sensors, the correction step
of the filter runs recursively at a desired constant rate equal
to 10 Hz for the implemented filters. Furthermore, some sen-
sor measurements could not always be available or could be
corrupted. Consequently, in order to manage the variable size
of the measurement vector due to the reasons above, the ma-
trix describing the h(x) function in equation (13) is re-sized
accordingly by eliminating the rows corresponding to the miss-
ing measurements for the particular instant.
The sensors working frequencies are for sure important in the
estimation process; generally speaking, the higher they are the
better is the estimation result. The test case proposed in the
paper is cautionary and stressful enough for the estimation al-
gorithm, considering that the sensor set of our AUV is not too
much expensive and composed of quite common sensors in the
underwater field.

3.3. The propulsion system
The layout of the propulsion system of Typhoon class AUVs

is shown in Fig. 5. Linear motions along longitudinal, lateral

Figure 5: The propulsion system layout of the Typhoon AUV.

and vertical directions as well as pitch and yaw rotations are
directly controlled by the propulsion system composed of two
main propellers (longitudinal) and four thrusters (two vertical
and two lateral) (see Fig. 6). Moreover, the longitudinal posi-
tion of the accumulators (LiPo batteries), needed to power the
vehicle, can be modified to better set the vehicle pitch.

3.3.1. Propulsion system modelling
The aim of this Section is to briefly describe the analytical

model which relates the resultant forces and moments acting
on the AUV τ(ν,u) (the term on the right side of Eq. (5)) to
the vehicle speed ν and to the rotational speed of the motors u
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Figure 6: The propellers (above) and the thrusters (below) of the Typhoon AUV.

(which constitute the control inputs of the system). In particu-
lar, the analysis is focused on the generated motor force Ti (for
the i − th motor); the generated moments Ci can be, to a first
approximation, neglected since a careful mechanical design of
the AUV can greatly reduce their effect on the vehicle.
A necessary preliminary step is the determination of a law
which expresses the thrust generated by a single propeller as
a function of its rotational speed and of the advance velocity of
the vehicle: Ti = Ti(ν, ui), where ui is the i − th of u. Then, the
resultant effect on the AUV is computed as a combination of the
thrusts exerted by all the propellers of the vehicle. The motor
characteristic Ti = Ti(ν, ui) can be found in the literature (tab-
ulated or approximated through analytical expressions; see for
example [16], [33]) and, usually, are highly nonlinear and non-
differentiable functions. Consequently, they require particular
attention when implemented in the navigation filter (the ability
to cope with non-differentiable functions is indeed one of the
strengths of the UKF).
At this step of the research activity, the authors have approxi-
mated the four-quadrant motor characteristic Ti = Ti(ν, ui) by
means of the following function (see [2], [16], [33]):

Ti(ν, ui) = sgn(ui)
(
kui

2 −
k|ui|g

(
sgn(ui)Va,i

)
p

)
, (14)

where g(·) is a piecewise function defined as

g(x) =


0 f or x ≤ 0
x f or 0 < x ≤ |ui|p
|ui|p f or x > |ui|p

. (15)

and p is the propeller pitch. Eq. (14) describes, in an analytical
way, the thrust Ti generated by a propeller, at a given rotational
speed ui, with advancing velocity Va,i (the velocity component
along the motor rotation axis).
Finally, the advancing velocity Va,i of the i-th propeller of the
AUV can be expressed as a function of ν as follows:

Va,i = nbT
mi

[
ν1 + ν2 ×

(
Pb

mi − Ob
)]
, (16)

where Pb
mi is the position of the i-th motor (expressed in the body

frame), nb
mi is the line of action of the i-th motor (expressed in

the body frame) and × is the vector cross-product operator. Eq.
14 and Eq. 16 allow to get the required motor characteristic of
the i − th motor: Ti = Ti(ν, ui) by a simple substitution.
Once the thrust Ti for each propeller of the vehicle is known,
the resulting vector of force and moment acting on the AUV can
be computed. Let

U = [T1 T2 · · · Ti · · · Tm]T ∈ Rm, Ti = Ti(ν, ui) (17)

denote the vector collecting the thrusts exerted by the m pro-
pellers of the vehicle; then, the vector of force and moment
acting on the vehicle τ(ν,u) is computed following the linear
model:

τ(ν,u) = BU(ν,u), u = [u1 u2 · · · um]T . (18)

Matrix B is constant and dependent on the vehicle geometry,
and it is expressed as follows:

B =

[
A1
A2

]
, (19)

with
A1 =

[
nb

m1 · · · n
b
mi · · · n

b
mm

]
(20)

A2 =
[(

Pb
m1 − Ob

)
× nb

m1 · · ·
(
Pb

mi − Ob
)
× nb

mi · · ·
(
Pb

mm − Ob
)
× nb

mm

]
.

(21)

3.4. The control system

The control system of Typhoon AUV is based on a classi-
cal feedback PID approach [19] working on all the controlled
DOFs of the considered vehicle (longitudinal, lateral and verti-
cal translations and yaw and pitch rotations):

τ = KPe + KDė + KI
∫

edt, τ = τ(ν,u) = BU(ν,u)
(22)

where τ are the desired control forces and torques acting on the
vehicle (to be achieved through suitable control signals u of the
vehicle motors, that is the motor rotation speed), e is the control
error on all the vehicle DOFs (i. e. the difference between
the desired ηd and the actual η) and KP, KI , KD are suitable
(proportional, integral, derivative) gain matrices to be properly
tuned so as to achieve the required control performance.

4. EKF-based navigation system

The complete system describing the AUV motion

ẋ = F(x,u) + w

z = h(x) + v
(23)

has been discretized by the Euler method with sampling interval
∆t = 0.01s taking into account the different working frequen-

6



cies of the employed sensors:

xk = f (xk−1,uk−1) + wk−1 =

= xk−1 + ∆t F(xk−1,uk−1) + wk−1

zk = h(xk) + vk.

(24)

The standard navigation system used to estimate the vehicle dy-
namics is based on the classical EKF estimator (tested offline
using the data provided by the Typhoon AUV) [11] [17] [36]
[5] [6]:

x̂k|k−1 = f
(
x̂k−1|k−1, uk−1

)
(25)

Pk|k−1 = Fk−1Pk−1|k−1FT
k−1 + Qk−1 (26)

Fk−1 =
∂ f
∂x

∣∣∣∣∣
x̂k−1|k−1,uk−1

(27)

x̂k|k = x̂k|k−1 + Kkek (28)
Pk|k = (1 − KkHk) Pk|k−1 (29)

ek = zk − h
(
x̂k|k−1

)
(30)

Hk =
∂h
∂x

∣∣∣∣∣
x̂k|k−1

(31)

Kk = Pk|k−1HT
k S −1

k (32)

S k = HkPk|k−1HT
k + Rk (33)

where: f and h are state transition and observation functions;
x and x̂ are the system state and its estimate (the navigation
outputs including all the required vehicle physical quantities in
terms of position and orientation); P is the system state covari-
ance matrix; u are the system inputs related to the motor control
signals; z are the measurements provided by the set of sensors
(IMU, pressure sensor and GPS during the surfaces); w, v, Q
and R are the process and observation additive noises (both as-
sumed zero mean Gaussian) and their covariances.

5. UKF-based navigation system

In this chapter, the UKF-based navigation algorithm will be
described in detail. Clearly, the UKF estimator will be applied
to the same discretized system shown in (24). In Fig. 7 the log-
ical scheme of the AUV navigation system is given; this scheme
can help the reader to understand the connections between the
controller, the vehicle dynamics and the proposed navigation
filter. UKF algorithm is able to deal directly with highly nonlin-

Figure 7: Logical flow diagram of the AUV navigation system.

ear and non-differentiable systems, such as the dynamic system
under analysis, improving the accuracy of the estimation. The
UKF is based on the Unscented Transform (UT), a derivative-
free technique capable of providing a more accurate statistical
characterization of a Random Variable (RV) undergoing a non-
linear transformation [23], [39]. In particular, the UT is a de-
terministic technique suited to provide mean and covariance of
a given RV subjected to a nonlinear function given a minimal
set of its samples. The pseudo-code of the UT is reported in
Table 1. Taking into account mean x and associated covariance
matrix P of a generic RV as well as a transformation function
g(·), the UT proceeds as follows:

• generates 2nx + 1 samples X ∈ Rnx×(2nx+1), the so called σ-
points, starting from the mean x with deviation given by
the matrix square root Σ of P;

• propagates the σ-points through the transformation func-
tion g(·) resulting in G ∈ Rnx×(2nx+1);

• calculates the new transformed mean x̂ and associated co-
variance matrix Pgg as well as the cross-covariance matrix
Pxg of the initial and transformed σ-points.

Function Unscented Transformation(y, P, g)
B Weights are calculated exploiting algorithm in

Table 2

1 Σ←−
√

P
2 Y ←−

[
y . . . y

]
+
√

c
[
0,Σ,−Σ

]
3 G ←− g(Y)
4 ŷ←− Gwm

5 Pgg ←− GWcG
T

6 Pyg ←− YWcG
T

return ŷ, Pgg, Pxg

end

Table 1: The Unscented Transformation algorithm

Function Unscented Transformation Weights(α, β,
κ)

1 λ←− α2(nx + κ) − nx

2 w(0)
m ←− λ (nx + λ)−1

3 w(0)
c ←− λ (nx + λ)−1 + (1 − α2 + β)

4 w(1,...,2nx)
m ,w(1,...,2nx)

c ←− [2(nx + λ)]−1

5 wm =
[
w(0)

m , . . . ,w(2nx)
m

]T
, wc =

[
w(0)

c , . . . ,w(2nx)
c

]T

6 Wc ←− (I − [wm . . .wm]) × diag
(
w(0)

c . . .w(2n)
c

)
×

(I − [wm . . .wm])T

7 c←− α2(nx + κ)
return c, wm, Wc

end

Table 2: The Unscented Transformation weights algorithm

It is worth pointing out that the weights c, wm and Wc are cal-
culated exploiting the algorithm in Table 2, given three param-
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eters α, β and κ. Moment matching properties and performance
improvements are discussed in [23], [39] resorting to specific
values of α, β and κ. It is common practice to set these three pa-
rameters as constants computing the weights at the beginning
of the estimation process. I.e. UKF is usually tuned through
a heuristic approach. If in the considered system the aleatory
variables are Gaussian, the optimal values of the tuning param-
eters have been given in literature [23]. The UT can be applied
in the KF recursion allowing to adopt a nonlinear recursive es-
timator known as UKF [23]. The pseudo-code of the UKF is
shown in Table 3. Due to its well-known benefits [23], the UKF

Function Unscented Kalman

Filter(x̂k−1|k−1, Pk−1|k−1, f (·), h(·))
B Prediction

1 x̂k|k−1, Pk|k−1 ←− UT
(
x̂k−1|k−1, Pk−1|k−1, f (·)

)
2 Pk|k−1 ←− Pk|k−1 + Q

B Correction

3 ẑk|k−1, S k,Ck ←− UT
(
x̂k|k−1, Pk|k−1, h(·)

)
4 S k ←− S k + R
5 x̂k|k ←− x̂k|k−1 + CkS −1

k
(
zk − ẑk|k−1

)
6 Pk|k ←− Pk|k−1 −CkS −1

k CT
k

end

Table 3: The Unscented Kalman Filter algorithm

is adopted as the nonlinear recursive estimator of the AUV dy-
namical system.

6. Experimental validation of the navigation system

In this chapter, the navigation system described in section
2 will be validated offline for both classical EKF-based and
UKF-based implementations throughout experimental data.
The experimental data were collected during the sea tests
performed in La Spezia (Italy) in September 2013 (see Fig.
1) in the framework of the NATO CommsNet13 experimental
campaign. The tests have been organized and scientifically led
by the NATO Science and Technology Organization Centre for
Maritime Research and Experimentation (NATO STO CMRE).

6.1. The experimental campaign

The CommsNet13 experiment took place in September 2013
in the La Spezia Gulf, North Tyrrhenian Sea, with the support
of NATO Research Vessel Alliance. The experiment was sci-
entifically led by the NATO Science and Technology Organiza-
tion Centre for Maritime Research and Experimentation (NATO
STO CMRE, formerly NURC) and included, among its objec-
tives, the testing of several acoustic communication and local-
ization systems using underwater networks. In fact, in the area,
the CMRE has a permanent testbed for underwater networking
and communication purposes (LOON - Littoral Ocean Obser-
vatory Network). During CommsNet13, the LOON installation
consisted of 4 EvoLogics modems, placed on the seabed and

cable-connected to the shore (they could be continuously oper-
ated and monitored). LOON has been exploited to evaluate the
on-board USBL systems of the AUVs.
The Typhoon class TifTu took part to the experimentation at
sea. TifTu was equipped with an EvoLogics acoustic mo-
dem/USBL head and navigated within the fixed nodes acous-
tic network deployed by the CMRE. The LOON modems are
compatible with those installed on-board the Typhoon, so that
the vehicle could use its USBL modem to estimate its relative
position with respect to the fixed LOON installation: this al-
lows the comparison between inertial navigation and acoustic
self-localization as ground truth.
Throughout the experiments, TifTu autonomously traveled in
dead reckoning and was equipped with the IMU, the pressure
sensor for the depth, the GPS sensor (used during the peri-
odic and dedicated resurfacing: one every 2.5 minutes) and the
USBL unit (used only as ground truth). TifTu traveled along
a triangle-shaped path on the LOON area. The reference path
for the underwater mission was defined by three waypoints re-
spectively called Janus1, M2 (position of the second one of the
four LOON modems) and Typhoon1. The length of the path
side was about 190 [m]) and the mission was performed at the
depth of about 4.5 [m] (see Fig. 8). The TifTu AUV navigated
underwater for a total of 1150 [s] at a speed of 0.6 [m/s]. The

Figure 8: Layout of the autonomous mission: triangle-shaped path with vertices
placed in the waypoints Janus1, M2 and Typhoon1.

aim of the mission is twofold: 1) understand whether or not
the filters are capable of reconstructing the shape of the desired
trajectory during a navigation task; 2) to understand the posi-
tion drift error generated during the filtering process (using the
USBL as reference to evaluate the filter accuracy). The drift er-
ror is due to the fact that the available measurements provided
by the exploited sensors (IMU, pressure sensor for the depth
and GPS only during the resurfacing) do not directly provide
the position of the AUV.

6.2. The mission

In this subsection, the EKF-based and the UKF-based navi-
gation systems will be compared during an underwater mission.
Fig. 9 and Fig. 10 show the estimated Cartesian position coor-
dinates ηEKF

1x , ηEKF
1y and ηUKF

1x , ηUKF
1y provided by both naviga-

tion system implementations. The GPS fixes ηGPS
1x , ηGPS

1y (dur-
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ing the resurfacing) and the USBL fixes ηUS BL
1x , ηUS BL

1y are also
provided for the sake of comparison. Tab. 4 summarizes the
USBL fixes ηUS BL

1x , ηUS BL
1y (used as reference), the estimation

error
∥∥∥ηEKF

1 − ηUS BL
1

∥∥∥ affecting ηEKF
1 and the estimation error∥∥∥ηUKF

1 − ηUS BL
1

∥∥∥ affecting ηUKF
1 .

The classical EKF-based navigation system, representing the
standard for the underwater navigation, shows poorer perfor-
mance compared to the UKF-based one during the underwater
mission. The achieved results seem to be encouraging, and the
use of the UKF filter turns out to be quite promising since the
UKF estimations are often better than the EKF ones. This good
behaviour of the proposed UKF filter is confirmed also by the
other tests performed in La Spezia (not reported in the paper for
reason of brevity).
For the sake of completeness the measured and filtered vehicle
orientations ηmeas

2 , ηEKF
2 , ηUKF

2 and depths ηmeas
1z , ηEKF

1z , ηUKF
1z

are reported in Figs. 11-14: these figures show a good match-
ing with the filtered quantities. The disturbances and noise af-
fecting the behaviour of vehicle orientations and depths are not
due to the navigation systems analyzed offline in this paper, but
are caused by the simple navigation system of the real vehicle
(pure dead reckoning) and to its simple control system (a PID
[19]).

7. Conclusions and further developments

In this paper, the authors presented a navigation system for
AUVs. The system exploits a sensor suite consisting of an
Inertial Measurement Unit (IMU), a Pressure Sensor (PS) for
the depth and a GPS (used only during periodic and dedicated
resurfacing), and relies either on the Extended Kalman Filter
(EKF) or the Unscented Kalman Filter (UKF) for AUV state
estimation. Both EKF and UKF navigation algorithms have
been experimentally evaluated offline by means of sea naviga-
tion tests performed in La Spezia (Italy) with the Typhoon AUV
navigating in dead reckoning during the NATO CommsNet13
experiment. Experimental results exhibited a satisfactory local-
ization accuracy for both EKF and UKF, the latter being more
accurate than the former.
Some important further developments are scheduled for the
near future. First, the UKF-based navigation system will be
implemented on-board and tested online on the Typhoon AUV.
In fact, thanks to the encouraging results obtained, online im-
plementation will follow soon the preliminary offline valida-
tion procedure here presented. This way, the performance of
the navigation system will be carefully investigated in different
critical scenarios. Moreover, the robustness of the proposed al-
gorithm will be evaluated during the next steps of this research
activity, performing dedicated tests with different sensors and
under different environmental disturbances. Finally, the AUV
modelling will be further improved and more advanced con-
trol techniques (including nonlinear and robust control) will be
tested. There are many advanced nonlinear control methods,
also suitable for AUVs, and the authors are evaluating them to
be tested during the next experimental campaigns: in particular,
a Sliding Mode Control is currently under analysis.
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Figure 9: AUV trajectory estimated by the classical EKF-based navigation system along with the GPS and USBL fixes (the origin coordinates are: 44.03042984
oN, 9.81893253oE).

Figure 10: AUV trajectory estimated by the UKF-based navigation system along with the GPS and USBL fixes (the origin coordinates are: 44.03042984 oN,
9.81893253oE).
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Table 4: USBL fixes (ηUS BL
1x , ηUS BL

1y ) and errors affecting ηEKF
1 and ηUKF

1 with respect to the USBL fixes.

Fix ηUS BL
1x ηUS BL

1y Error on ηEKF
1 ([m]) Error on ηUKF

1 ([m])

USBL fix No1 44.031985 oN 9.829877 oE 22.3 11.1
USBL fix No2 44.031820 oN 9.829461 oE 32.4 17.0
USBL fix No3 44.032042 oN 9.829189 oE 7.8 7.7
USBL fix No4 44.032093 oN 9.828454 oE 10.4 13.6
USBL fix No5 44.032076 oN 9.828269 oE 20.7 17.3
USBL fix No6 44.032063 oN 9.828184 oE 18.9 20.8
USBL fix No7 44.032069 oN 9.828319 oE 14.8 10.6
USBL fix No8 44.031664 oN 9.828586 oE 26.4 12.4
USBL fix No9 44.031357 oN 9.828791 oE 40.3 18.1

USBL fix No10 44.031175 oN 9.828890 oE 4.0 3.8
USBL fix No11 44.030865 oN 9.829867 oE 6.6 4.0

Figure 11: Comparison between ηmeas
2 and ηEKF

2 .

Figure 12: Comparison between ηmeas
1z and ηEKF

1z .
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Figure 13: Comparison between ηmeas
2 and ηUKF

2 .

Figure 14: Comparison between ηmeas
1z and ηUKF

1z .

13




