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By means of hybrid multiparticle collsion–particle-in-cell (MPC-PIC) simulations we study the dynamical
scaling of energy and density correlations at equilibrium in moderately coupled two-dimensional (2D) and
quasi-one-dimensional (1D) plasmas. We find that the predictions of nonlinear fluctuating hydrodynamics for
the structure factors of density and energy fluctuations in 1D systems with three global conservation laws hold
true also for 2D systems that are more extended along one of the two spatial dimensions. Moreover, from the
analysis of the equilibrium energy correlators and density structure factors of both 1D and 2D neutral plasmas,
we find that neglecting the contribution of the fluctuations of the vanishing self-consistent electrostatic fields
overestimates the interval of frequencies over which the anomalous transport is observed. Such violations of
the expected scaling in the currents correlation are found in different regimes, hindering the observation of the
asymptotic scaling predicted by the theory.

DOI: 10.1103/PhysRevE.95.043203

I. INTRODUCTION

Many-particle systems with one or two spatial degrees
of freedom d often show anomalous transport properties
[1–3]. For nonlinear lattice models, the heat conductivity
coefficient κ is found to diverge with the system size N as
a power-law for d = 1 [4,5], and logarithmically for d = 2
[6,7], thus leading to the breakdown of the classical Fourier
law. Qualitatively, the anomalous behavior of κ and other
transport coefficients can be traced back to the constraints
on the dynamics of fluctuations and collective excitations in
low dimensionality, as well as to the longer relaxation times
of the latter. Analytical studies based on nonlinear fluctuating
hydrodynamics theory (hereafter NFH) [8–10], unveiled the
relation between anomalous transport in anharmonic chains
and the fluctuating Burgers–Kardar-Parisi-Zhang (hereafter
KPZ) equations for the interface growth [11].

It is nowadays well established on theoretical and numerical
grounds that one-dimensional nonlinear systems with three
conservation laws (e.g., mass, total energy, and momentum)
generically fall in the same KPZ universality class where
κ ∝ N1/3 [10,12]. This is somehow intermediate between
diffusive (κ ∝ N0) and ballistic (i.e., κ ∝ N ) transport. The
latter occurs in integrable models, e.g., the chain of harmonic
oscillators [13] and the Toda lattice [14] due to the fact
that energy is transmitted through undamped propagation
of eigenmodes (respectively, phonons and solitons). More
recently, it has been argued that two main nonequilibrium
universality classes, the diffusive and KPZ, are only two cases
of an infinite discrete family [15]. The members of this family
can be identified by their dynamical exponent that depends on
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both the number of conserved quantities and on the coupling
among their hydrodynamic modes.

If the picture for one-dimensional systems is well de-
veloped, much less is known for two-dimensional systems
[16,17]. Here a complete NFH theory has not yet been
developed and also numerical studies are relatively scarce.
For instance, the paradigmatic 2D Ising model shows normal
conduction independently on its temperature T [18]. Some
numerical studies on 2D square oscillator lattices confirmed
the expected logarithmic divergence of heat conductivity
[5–7,19]. Evidences of dimensional crossovers from quasi-
one-dimensional (1D) to two-dimensional (2D) scaling has
been also reported [5,16]. Another remarkable case is the
Hamiltonian XY model that displays a transition between loga-
rithmically divergent and normal conductivity when increasing
the system temperature T across the Kosterliz-Thouless-
Berezinskii point [20].

This scenario indicates that the problem of heat conduction
in 2D systems is far from being completely explored and un-
derstood. In this perspective, it is important to investigate how
anomalous heat transport changes in the transition between
2D to quasi-1D and 1D systems. Besides this motivation, it
is also relevant to go beyond lattice models to assess the
universality hypothesis in the more general contest of classical
and quantum fluids and even plasmas in low-dimensions.

In this paper we aim at exploring the above questions
in the context of a simple model for a 2D plasma and to
study its statistical properties as measured by the correlation
functions of the fluctuations of the conserved fields. In
particular, we will focus on a one-component plasma (OCP)
[21,22]. Such a model, despite its highly idealized nature,
is suitable to treat a broad range of plasma regimes. For
instance, OCP models have been applied to the study of
relaxation in ultracold plasmas [23,24], phase transitions in
Coulomb crystals [25–27], neutron-star crust crystallization
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[28–30], cooling of magnetized plasmas [31,32], degenerate
inertial-fusion plasmas [33], as well as charged colloids in
solution [34,35] and Yukawa liquids [36,37]. For an extensive
review see Ref. [38] and references therein.

The simulation studies are carried using the multiparticle
collision algorithm (MPC) first introduced by Malevanets and
Kapral [39,40] and later widely employed for the simulation
of the mesoscopic dynamics of polymers in solution, colloidal
fluids, and other complex fluids (e.g., see Ref. [41] and ref-
erences therein). Such method is based on a mesh-dependent
stochastic rule mixing particle velocities, constrained by the
local conservation of kinetic energy, momentum, and angular
momentum. Application of the technique in plasma physics
is, at the best of our knowledge, new [42] and has its
own interest as a promising tool to investigate a variety
of problems, such as, for example, transport in complex
magnetized plasmas [32,43], discreteness effects in charged
particle beams dynamics [44,45], as well as collision-driven
transport of neutrals in fusion plasmas [46,47].

The paper is structured as follows: in Sec. II we introduce
the model and the main quantities of interests, in Sec. III
we detail the numerical code (multiparticle collision) used
for the simulations, in Sec. IV we show the results for
2D systems and quasi-1D systems, with respect also to our
previous results on the 1D version of the model, as well as
the effect of a self-consistent electrostatic field. Finally, in
Sec. V we summarize and point out the possible development
of this work. The Appendix contains some details on the
implementation of conservation laws in the numerical code
employed in this paper.

II. THE MODEL

We consider a OCP, namely a system of Np charged
particles of charge q and mass m (e.g., electrons), embedded
in a neutralizing and static homogeneous background (e.g.,
ions) with charge density �. The state of a OCP is fully
determined by a single macroscopic quantity, the plasma
coupling parameter, usually defined [38,48] as the ratio of a
typical nearest-neighbor interaction potential energy and mean
thermal energy as

� ≡ Ū

kBT
. (1)

In the equation above, kB and T are the Boltzmann constant and
the plasma temperature (or the average particle kinetic energy
〈K〉 if the system is not in thermal equilibrium), respectively,
while the form of the mean interparticle Coulomb potential
energy Ū depends on the dimensionality of the system and the
screening of counter-charges [49]. Typically, it is assumed that

Ū = q2

4πε0a
, (2)

where ε0 is the permittivity of free space, and the Wigner-Seitz
radius a defines the average interparticle distance as function
of the number density n as (4πn/3)−1/3 in 3D, and (2πn)−1/2

in 2D [36].
Hereby we consider a 2D globally homogeneous neutral

OCP, for which the typical interaction range is given by the

2D Debye length,

λD =
√

ε0kBT a/q2n. (3)

It remains to introduce at this point the two principal time
scales of the system, tdyn and tcoll, associated to the collective
modes (e.g., the so-called Langmuir waves [50]), and to the
collisionality of the system, respectively. In a 2D OCP the
dynamical time tdyn is related to the 2D plasma frequency �P

[36,51] by

tdyn = 4π/�P , �P =
√

nq2/2ε0am, (4)

while the collision time tcoll is the inverse of the collision
frequency [52] and reads,

tcoll = 1/�coll, �coll = nq4 ln 	

2πaε2
0m

1/2(kBT )3/2
. (5)

The expression for �coll has been rescaled ad hoc in order
to account for the fact that the system is defined in 2D
and n has the meaning of a surface number density. In the
equation above, the argument of the Coulomb logarithm ln 	

is somewhat arbitrary, we take here 	 = λD/amin, where the
typical minimum inter-particle distance is usually amin ≈ a/10
for our choice of parameters.

As we are primarily interested in the collision-driven
energy transport, throughout this work we will consider only
nondegenerate regimes for which a < λD , excluding, for
example, ultra correlated plasmas (i.e., � > 200) for which a

exceeds λD , as well as extremely collisionless systems where
tcoll � tdyn (�coll � �P ).

In order to study the transport properties of the OCP, we
measure the thermal conductivity κ making use of the Green-
Kubo formula,

κ = D

kBT 2N

∫ ∞

0
〈JE (t)JE (0)〉eqdt, (6)

where D is a dimensional constant and 〈JE (t)JE (0)〉eq is the
equilibrium time-correlation function of the energy current,

JE (t) =
Np∑
j=1

Ej vj . (7)

For charged systems the particle energy Ej is given by

Ej = mv2
j

2
+ q
(rj ), (8)

wherein 
(r) is the electrostatic potential due to the charge
distribution and/or, eventually, an external contribution. In the
formulas above, rj and vj are particles positions and velocities.

In 1D systems, where typically κ ∝ Nγ , an effective way
for obtaining the exponent γ amounts to estimate the low
frequency behavior of [1,2]

CE (ω) = 〈|ĴE (ω)|2〉 ∼ ω−γ , for ω → 0, (9)

i.e., the Fourier transform of 〈JE (t)JE (0)〉eq.
For 2D systems, instead, the logarithmic divergence of κ

with the size N amounts to a t−1 decay of the correlations,
which is equivalent to

CE (ω) ∼ [α − β log(ω)], for ω → 0, (10)
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where α and β are two positive constants (see, e.g., Ref. [20],
and references therein).

In order to provide a complete description of the transport
process of the model we analyze also the charge density
current correlator Cρ(ω), defined in the same fashion as CE (ω).
The spatial density of a system of discrete charges q in a
homogeneous neutralizing background � is defined as

ρ(r) = � +
Np∑
j=1

[qδ(r − rj )], (11)

so that the charge current Jρ reads

Jρ(t) =
Np∑
j=1

[� + qδ(r − rj )]vj . (12)

As we are going to discuss in Sec. IV, a special importance
for our analysis is played also by the density dynamical
structure factor Sρ(k,ω), containing information on the inter-
particle correlations and their time evolution. This quantity is
constructed in our numerical simulations as follows: first of
all, we introduce the spatial Fourier transform of the density at
a given time t , which reads according to the definition of ρ(r)
given in Eq. (11) (see also [53]), as

ρ̂(k,t) = �δ(k) + 1

Np

Np∑
j=1

q exp[i2πk · rj (t)], (13)

where the first term arises from the definition of Fourier
transform of a constant. We then take the temporal discrete
Fourier transform of ρ̂(k,t) at fixed wave number k that yields

ρ̂(k,ω) = 1

Nt

Nt∑
l=1

ρ̂(k,tl)

×
[

cos

(
− 2πtlω

Nt

)
+ i sin

(
− 2πtlω

Nt

)]
,

(14)

where Nt is the total number of equally sized time steps �t

performed by the simulation, so that tl = l �t . Finally, by
taking the modulus square of ρ̂(k,ω), we obtain

Sρ(k,ω) = 〈|ρ̂(k,ω)|2〉eq. (15)

Note that, in our numerical implementation, the temporal
Fourier transform of charge density appearing in Eq. (14)
is computed only for a small number of wave vectors k,
thus avoiding to increase dramatically the memory load.
On the other hand, we are primarily interested to analyze
the hydrodynamic limit of the model, which corresponds
to consider only low-k modes. Note also that, instead of
evaluating ρ̂(k,t) as in Eq. (11), one could in principle coarse
grain the density on a mesh [cf. Eq. (26) in the following
section] and then take its time transform.

III. THE NUMERICAL CODE

At variance with the pioneering numerical studies on the
OCP based on direct molecular dynamics [54–56], and more
recent numerical work involving particle-particle-particle

mesh codes (P3M; see Ref. [57]) [36,58], in this work we
adopt a novel computational approach, effectively splitting the
Coulomb interaction in its short- and long-range contributions,
treating them with a hybrid multiparticle-collision (MPC)–
particle-in-cell (PIC) code.

As in standard mesh-based computational schemes, the
spatial domain of the simulation is coarse-grained into equal
cells of size �s. Inside each cell, Coulomb scatterings among
particles are resolved stochastically by mixing in a collision
step the particles velocities, so that their total momentum,
kinetic energy, and angular momentum are conserved; while
during the “streaming” step, the same are updated along with
the associated position under the effect of the self-consistent
electromagnetic field, computed on the grid with the usual PIC
or particle-mesh technique [59].

A. The multiparticle collision scheme

The MPC codes nowadays used in numerical complex fluid
dynamics rely on different velocity exchange rules (see, e.g.,
Ref. [60] for an extensive review). Here, we briefly review the
general implementation of the widely used stochastic rotation
dynamics (hereafter SRD).

Let us consider a system of Np equal particles partitioned
into Nc equal volume cells in Cartesian coordinates. The
particles move in continuum 2D space with momentum pj =
mvj , either freely or under the effect of an external and/or
self-consistent force field. In order to perform a collision step in
the ith cell one has to compute first its center of mass velocity,

ui = 1

Mi

Ni∑
j=1

pj , Mi =
Ni∑

j=1

m = mNi, (16)

where Ni is the number of particles in the cell. The collision
amounts to a rotation R̂ of an angle ±ϕi with probability
one-half of the relative velocities δvj = vj − ui , namely

v′
j = ui + R̂i · δvj . (17)

Such a rotation guarantees the conservation of the total
momentum and kinetic energy in the cell:

Pi =
Ni∑

j=1

mvj =
Ni∑

j=1

mv′
j , (18)

and

Ki = 1

2

Ni∑
j=1

mv2
j = 1

2

Ni∑
j=1

mv′2
j . (19)

However, with such a choice of the velocity rotation protocol,
the total angular momentum Li in the cell is not conserved [61].

Several MPC algorithms that account for the angular
momentum conservation do exist [61–63]. In this paper we
impose also this conservation law by adopting the so-called
deterministic rotation scheme (DR, originally introduced in
Ref. [64]; see also Refs. [60,62]) that applies only to 2D
systems. In practice, the cell-dependent rotation angle ϕi that
defines R̂i in Eq. (17) is evaluated deterministically from the
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relation

sin ϕi = − 2aibi

a2
i + b2

i

, cos ϕi = a2
i − b2

i

a2
i + b2

i

, (20)

where the coefficients ai and bi are given as functions of
particles’ positions and velocities by

ai =
Ni∑

j=1

rj ∧ (vj − ui), (21)

and

bi =
Ni∑

j=1

rj · (vj − ui), (22)

where ∧ denotes the external product in two dimensions. With
such a choice of ϕi the angular momentum conservation in cell
i reads

Li =
Ni∑

j=1

m(rj ∧ vj ) =
Ni∑

j=1

m(rj ∧ v′
j ). (23)

The proof of the angular momentum conservation under a DR
move is reported in the Appendix, along with the proof of
kinetic energy and linear momentum under the more general
SRD scheme.

Note that, since we are considering point-like particles, the
contribution of an internal degree of freedom associated to
particle size (i.e., a classical spin) does not enter the definition
of L and its local conservation under MPC dynamics. However,
due to the imposed periodic boundary conditions (PBC) in our
simulation setup, L is not globally conserved. In practice, the
angular momentum li of a particle i of mass m with velocity
vi = (vxi ; vyi) changes as the latter crosses an edge of the
simulation domain (e.g., xmax; y), and it is reinjected at the
opposite one (xmin; y); i.e.,

li = m(xmaxvyi − yivxi) �= m(xminvyi − yivxi). (24)

It is important to remark at this stage, that in order to correctly
reproduce the hydrodynamics of the system, the conservation
rules should indeed be local (i.e., at the cell level in our case),
as proved in Ref. [65], and therefore the violation of the global
conservation of Ltot due to the choice of PBC is irrelevant. In
fact, in our simulations we always start with null total angular
momentum and the fluctuations due to the boundary effect
average to zero.

Moreover, note also that, with the implementations of
the MPC method described here, the Galilean invariance of
the particle equations of motion is violated. To avoid this
complication, before the collision step all particles of the
simulation are shifted by the same vector d with components
dx,dy , chosen from a uniform distribution between �s/2 and
−�s/2, where �s is the cell size. After the collision, the
particles are shifted back of −d to their original position. It
has been proved, that if the system mean path λcoll > �s/2,
the violation of the Galilean invariance is negligible [66,67].

Up to now, we reviewed the SRD and DR in the standard
fluid case. In a series of papers on the anomalous diffusion
and heat transfer in 1D one-component plasmas [42,68,69],
we have adapted a reduced version of the MPC technique

to treat a fluid of particles interacting via effective Coulomb
forces, by conditioning the velocity exchange to an interaction
probability Pi , which depends on the values of the plasma
parameters in the cell.

In this work, we proceed in the same fashion introducing
for each cell the local plasma coupling parameter [cf. Eqs. (1)
and (2)], �̄i = Ūi/K̄i , where Ūi and K̄i = Ki/Ni are the mean
interparticle potential energy and mean kinetic energy in cell
i, respectively. In order to account for the logarithmic nature
of the Coulomb interaction in two dimensions [70], Ūi is
corrected by the multiplicative factor − log(ai/�s), where
ai = (Ni/�s2)−1/2. Note that, in the range of parameters
considered here, such quantity is always positive and of
order 1.

During the collision step, the multiparticle collision proba-
bility is evaluated as

Pi = 1

1 + �̄−2
i

. (25)

By sampling a random number P∗
i from a uniform distribution

in the interval [0,1], the rotation (i.e., the multiparticle
collision) Eq. (17) runs if P∗

i /Pi � 1.
Note that the formulas above are written for a single-

mass system. However, several generalizations of the MPC
technique to the case of multimass systems do exist (see, e.g.,
Ref. [41]). Hereafter, we will only deal with single species
systems, where all mj = m.

From a practical point of view this probabilistic interaction
rule, inspired by heuristic arguments, is equivalent to adopt
a distribution of the time between collision events in each
cell. Translation invariance guarantees that this distribution is
independent of cell i. We have also checked that in a wide
range of parameters this distribution is Poisson-like and its
typical time scale depends on �.

B. Computation of the self-consistent electrostatic field and tests

In order to obtain a more complete picture of the transport
properties of the system, we also study the contribution of its
self-consistent electrostatic field E, evaluated with the standard
particle-mesh technique with a Fourier space-based Poisson-
solver [59]. In the numerical calculations presented in this
paper, we consider 2D systems in a rectangular simulation
box with periodic boundary conditions, partitioned in Nc =
Nx × Ny equal square cells of size �s. In each cell the charge
density ρi,j is given by

ρi,j = �i,j + 1

�s2

Ni,j∑
k=1

qk, (26)

where Ni,j is the number of particles in the cell while qk

are their charges. For the sake of simplicity we assume
that the fixed neutralizing background density is everywhere
constant, i.e., �i,j = �. In practice, the electrostatic field can
be evaluated by the standard equation E(r) = −∇
(r), where
the electrostatic potential 
(r) is related to the charge density
by the Poisson equation �
(r) = ρ(r)/ε0, which is easier to
be solved in Fourier space; see, e.g., Ref. [71], and references
therein.

043203-4



MULTIPARTICLE COLLISION SIMULATIONS OF TWO- . . . PHYSICAL REVIEW E 95, 043203 (2017)

In our code, the Fourier transforms are computed with
the publicly available FFTW package [72]. Eventually, when

(r) is obtained the electric field is evaluated at each
particle position by standard two-dimensional interpolation
procedures [73].

The particles equations of motion under the effect of the
electric field E are integrated in our FORTRAN90 code (see
also Ref. [74] for further details), with the standard second
order leapfrog scheme, widely used in molecular dynamics
simulations [75,76]. For all simulations presented here we
use a bona fide fixed timestep �t = 0.05tdyn ensuring energy
conservation up to 1 part in 10−12 when using double precision,
while still allowing for acceptable computational times on a
single core of an i5 HP machine running LINUX.

In the present paper we investigate only periodic systems
with global charge neutrality, characterized by equilibrium
phase-space distribution function,

f (r,v) = Cn

2πmkBT
exp(−mv2/2kBT ), (27)

where n is the (spatially constant) number density and C
is a normalization factor so that the integral of f over the
simulation domain equals 1.

Note that for this class of initial conditions, the average
self-consistent electrostatic field is zero, because the counter
background charge screens the long-range tail of the Coulomb
interaction. However, spatiotemporal fluctuations of the field
E(ri) persist. We performed test simulations of globally
neutral equilibrium systems for different values n and different
combinations of system size and grid resolution. We found
that, for Nc = Nx × Ny � 50, the electrostatic field averaged
over the particle positions is actually zero, independently on
the systems size. For fixed n and fixed cell size �s, the
amplitude of its fluctuations σE decrease with the systems
size as a power-law as shown in Fig. 1 for the x component
of E.

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

100 101 102 103

E x

Nx

<n>=101

<n>=102

<n>=103

FIG. 1. Fluctuations σEx
of the x component of the electrostatic

field as function of the cell number Nx along x, for different values
of the particle number density n. The solid line marks the fitting
power-law trend obtained by the data points σEx

∝ N 5/2
x .

In this paper, we want also to address the question if
the presence of such fluctuations of E have an influence on
the hydrodynamic behavior of 2D neutral plasmas. In the
following section, we report two sets of numerical experiments
for fixed plasma parameters. In the first case we impose 
 = 0,
so that the conserved total energy is reduced to the kinetic
term only, and particles move freely between collisions. In the
second case 
 is computed from the instantaneous distribution
of particles whose dynamics depends also on the fluctuating
field E. Despite the amplitude of fluctuations in the explored
regimes is quite small, the presence of the fluctuating field
could yield some changes in the hydrodynamic behavior of
the system. In fact, as discussed in the following section, it
does not affect significantly the form of the structure factors,
but, this notwithstanding, the low-frequency component of the
energy current frequency spectrum exhibits some difference,
that can be attributed to finite-size effects.

In the present work we do not investigate regimes where the
self-consistent electric field is large, as it happens for sensible
charge unbalance or in the presence of an external potential.
These cases will be analyzed in a forthcoming publication.

All numerical simulations presented in this paper have been
carried out making use of units such that kB = ε0 = m = q2 =
1, while the normalization of distances is fixed so that the cell
length �s = λD = 1. With such a choice, the numerical model
has only two control parameters, i.e., the temperature T and
the average number density n that combined together yield �.

IV. RESULTS

A. Two-dimensional systems

In a first set of numerical simulations we study the behavior
of the energy and density correlators of 2D OCP for different
systems sizes and values of �. The initial conditions are
generated by sampling particles positions and velocities from
the phase-space distribution Eq. (27) for the chosen values of
temperature T and particle density n.

The particles equations of motion have been integrated
over a time scale tend ≈ 7000tdyn. Such a choice guarantees
a good convergence to equilibrium over the explored range of
parameters.

The main result of our study is that the correlator of
the energy current CE (ω) always shows a clear logarithmic
behavior for low ω, as expected on the basis of general
theoretical arguments (see, e.g., Ref. [1]).

In Fig. 2 we show CE (ω) for an OCP with � = 3, for
different system sizes ranging from Nc = 82 up to 2562. All
curves appear to be well fitted by Eq. (10) in the interval of
frequencies 10−2 � ω/�P � 10.

The robustness of this logarithmic scaling can be tested
while varying � (e.g., varying T at fixed n or, viceversa fixing
T and varying n). In Fig. 3 we report the normalized quantity
CE (ω)/CE (�p) versus ω/�p for fixed system size (in units of
its λD) while varying � over five orders of magnitude. We find
that the logarithmic fit is maintained and is optimal for � ≈ 1,
which is at the border between strong and weak coupling
regimes. In addition, we have also checked that simulations
with initial conditions characterized by different combinations
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10-2

10-1

100

101
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10-1 100 101 102

C
(

)

/ P

Nc = 82

Nc = 162

Nc = 322

Nc = 642

Nc = 1282

Nc = 2562

FIG. 2. Fourier spectra CE of the energy current, for � = 3, and
Nc = 82, 162, 322, 642, 1282, and 2562 (dashed lines). To guide the
eye, the fitting function f (ω) ∝ α − β log(ω) is added to the figure
(heavy solid line).

of T and n yielding the same values of � are associated with
qualitatively similar results.

10-2

10-1

100
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C
(

)/
C

(
P)

/ P

=3x101

=3x100

=3x10-1

=3x10-2

=3x10-3

FIG. 3. Normalized Fourier spectra of the energy current CE for
2D systems with different values of the plasma coupling parameter
10−3 < � < 102 (dashed lines). The frequency is in units of �P

as given in Eq. (4), while the correlator scale is in units of the
corresponding CE (�P ). For each case, the best-fit curve according
to Eq. (10) is added (solid lines).

B. Dimensional crossover

In the previous section we have checked the expected loga-
rithmic divergence Eq. (10) of the energy current correlator of
the 2D OCP model. Here we investigate how such a behavior
crosses over to the power-law behavior predicted by the KPZ
hydrodynamics when passing from 2D to quasi-1D systems.

In the simulations reported hereafter we fix � = 3 (i.e.,
moderately coupled particles) and Nx = 256, while 2 � Ny �
256 (i.e., 1/128 � Ly/Lx � 1). Notice that for the adopted
value of �, �coll > �P , so that the contribution of the
fluctuating electrostatic field on the collisional dynamics is
very small. For the sake of simplicity in these simulations we
have set E = 0. In the following subsection we shall analyze
also the effects of a nonzero electrostatic field.

In Fig. 4 we show the Fourier spectra of the energy
and density current correlators CE (ω) [Fig. 4(a)] and Cρ(ω)
[Fig. 4(b)] for different values of Ny . For small values of Ny

101

102

103

104

10-1 100 101 102

C

/ P

Ly=Lx/128

Ly=Lx(b)

100

101

102

103

C

(a)

FIG. 4. Fourier spectra of the energy current CE , panel (a) and
of the density current Cρ , panel (b) as function of the frequency ω

normalized to �P , for � = 3, and Lx/Ly = 128, 64, 32, 16, 8, 4, 2,
and 1. The curves are averaged over 100 independent realizations.
The two heavy solid lines in panel (a) mark the predicted ω−1/3 and
α − β log ω trends in pure 1D and 2D cases, respectively.
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Ly=Lx/32(c)

FIG. 5. Dynamical structure factor of density Sρ for k̃ = (2,0.5),
(4,0.5), (8,0.5), and (16,0.5), Nx = 256 and Ny = 2 (a), 4 (b), 8 (c),
and 16 (d). In all cases � = 3.

CE (ω) exhibits a ω−1/3 slope for small values of ω, typical of
1D systems with three conservation laws, while the logarithmic
singular behavior is recovered for sufficiently large value
of Ny . In particular, the crossover between these different
scaling laws can be approximately identified for Ny = 8 (i.e.,
Ly = Lx/16, see the third curve from below).

For what concerns Cρ(ω) for small values of Ny we
recover the same power-law behavior observed in Ref. [42]
for a 1D OCP. When Ny is increased the exponent of the
power law seems just to decrease. We conjecture that a
logarithmic singularity could be recovered also for Cρ(ω) by
simulating much larger systems, a check that is far beyond our
computational resources.

Moreover, we have also computed the density structure
factor Sρ(k,ω), that has been used as a testbed to check the
validity of KPZ fluctuating hydrodynamics in 1D OCP (see
Figs. 6 and 7 in Ref. [42]).

In Fig. 5 we show Sρ(k̃,ω) for Ny significantly smaller
than Nx = 256. For each value of Ny we report the data
corresponding to four low values of the normalized wave
number k̃ = (2,0.5), (4,0.5), (8,0.5), and (16,0.5), that point
out the hydrodynamic limit of the model. As already observed
for 1D models (cf. Figs. 1 and 6 in Ref. [42]), also these curves
exhibit a peak at ωmax ∝ cs ||k|| (cs is the sound velocity of the
system) that sharpens for decreasing values of k̃ and Ly .

The prediction of the NFH theory [9] for 1D systems
is that the density correlation in the large-time and space
scales should obey the dynamical scaling of the KPZ equation.
Accordingly, the structure factor S(k,ω) for small enough wave
numbers k and ω ≈ ±ωmax, are expected to scale as

Sρ(k,ω) ∼ hKPZ

(
ω − ωmax

λsk3/2

)
, (28)

0.01

0.1

1

-40 -20 0 20 40

S
(k~  

,
)/S

m
ax

( - max)/ sk~ 3/2

Ly=Lx/128(a)

hKPZ
k~ =(2,0.5)
k~ =(4,0.5)
k~ =(8,0.5)

-40 -20 0 20 40

( - max)/ sk~ 3/2

Ly=Lx/32(b)

FIG. 6. Data collapse of the rescaled structure factor (points) to
the KPZ scaling function hKPZ (solid lines) for the modes correspond-
ing to k̃ = (2,0.5) (squares), (4,0.5) (downward triangles), and (8,0.5)
(diamonds). Panel (a) refers to Ny = 2 (i.e., Ly = Lx/128), and the
panel (b) to Ny = 8 (i.e., Ly = Lx/32).

where λs is a model-dependent coefficient that can be evaluated
in terms of equilibrium correlators, and hKPZ is the universal
KPZ scaling function that is not known in terms of simple
functions [9]. Asymptotic and integral forms of Eq. (28) are
given, e.g., in Ref. [77].

It becomes natural to ask whether (and to which extent)
the peaks of Sρ(k̃,ω) are fitted by the KPZ scaling function.
In order to test the quality of the fit, we have rescaled the
longitudinal component of Sρ(k̃,ω) according to Eq. (28), for
the cases presented in Fig. 5. In Fig. 6 we show that the
structure factors obtained for Ny = 2 and 8 exhibit a good
data collapse onto the KPZ scaling function for k̃ = (2,0.5),
(4, 0.5), and (8, 0.5). This analysis indicates that the system
maintains the same hydrodynamic features of a genuine 1D
system. Moreover, also in the cases reported in Fig. 6, the data
collapse is very poor for larger values of k̃ (data not shown),
because of the presence of the heat mode peak at low values
of ω [53].

Conversely, we expect that approaching the 2D limit Ny ∼
Nx the data collapse on the KPZ scaling function will not hold
for small values of k̃. As shown in Fig. 7 for Ny = 64 we
still obtain for k̃ = (2,0.5), (4, 0.5), and (8, 0.5) a good data
collapse of the structure factors, which can be fitted empirically
by a rational function,

Sρ(k,ω) ∼ h2D ≡ C

[(
ω − ωmax

Hk

)ξ

+ 1

]−ζ

, (29)

where Hk is the full-width-at-half-maximum of the sound
peak, C is scale factor depending on the normalization choice
of ω, and the numerical estimates of the exponents yield
ξ ≈ 2 and ζ ≈ 2, seemingly independently on k̃. We note
that, independently on the normalization choice for ω and k,
Hk ∼ k1.8.

Having established the robustness of the NFH predictions
even for nonperfectly 1D systems, as well as the expected
universal behavior of the energy correlators for 2D systems, it
is interesting to observe what happens if the local conservation
of the angular momentum L is violated (i.e., the number of
local conservation rules is reduced).
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FIG. 7. Data collapse of the rescaled structure factor for a 2D
system with Nc = 256 × 64 (points) onto the scaling function h2D

given by Eq. (29) (dashed line), for the modes corresponding to
k̃ = (2,0.5) (squares), (4,0.5) (downward triangles), and (8,0.5)
(diamonds).

We repeated the numerical experiments described up to
now with the same setup, but using the SRD rule to treat the
Coulomb collisions. Surprisingly, no evidence of a somewhat
different behavior of both Sρ and CE is found, independently
on the system size and/or transversal to longitudinal size ratio.
As an example, in Fig. 8 we show the energy [Fig. 8(a)]
and density current [Fig. 8(b)] correlators as function of ω

for the case of quasi-1D system with Ny = 2 (i.e., Ly =
Lx/128) for simulations using DR and SRD protocols (i.e.,
with and without local conservation of L). The curves do
not differ significantly bearing the same ω−1/3 slope at low
frequency. In the small inset we also show the density structure
factor for k̃ = (2,0.5). Also for this quantity no appreciable
difference is found, with the sound peak nonappearing to
change its position and height, thus implying the persistence
of the data collapse to the KPZ scaling function hKPZ [cf.
Fig. 6(a)].

C. Effect of the self-consistent E

It remains to determine the effect of the fluctuations of a
globally null electrostatic field on the hydrodynamics of 2D
and quasi-1D OCP. We have performed a set of numerical
simulations by adding the self-consistent electrostatic field E,
while maintaining the same values for all the other physical
parameters.

As anticipated in Sec. III for the typical system sizes
considered here the fluctuations δE are of the order of 10−6.
In Fig. 9 we show the energy current correlator for the same
2D systems of Fig. 2. We observe that only small systems
(i.e., Nc � 322) are significantly affected by the presence of
the fluctuating electric field. In particular, it corresponds to the
presence of a noisy-like spectrum, i.e., CE (ω) ∼ ω−2, for ω <

�P , showing that the incoherent fluctuations of E are typically
slower that the period associated to the fundamental plasma
frequency. This confirms that the fluctuating self-consistent

10-1

100

101

102

10-1 100 101 102

C

/ P

(b)

10-1

100

101

C

(a)Ly=Lx/128

DR
SRD

10-6

10-5

10-4

10-3

10-2

10-1 100
S

[(
2,

0.
5)

,
]

/ P

(c)

FIG. 8. Fourier spectra of the energy current CE , panel (a), and of
the density current Cρ , panel (b), for � = 3, Nc = 256 × 2. The solid
lines refer to simulations done with angular momentum conserving
DR scheme, while the dashed lines refer to simulations using the
standard SRD. The small inset [panel (c)] shows the dynamical
structure factor of the density for k̃ = (2,0.5). Note how the position
and height of the sound peak is not altered.

electric field does not affect the collective behavior of large
enough systems.

We have also checked (data not reported) that the crossover
from the ω−1/3 power-law divergence to the α − β log(ω)
one, observed for CE (ω) when passing from 2D to quasi-1D
systems, is unaffected by the presence of E.

Also the relevant features of the density structure factor
Sρ(k̃,ω) do not change with the presence of E. In Fig. 10 we
show this quantity for three values of the normalized wave
vector k̃ = (2,0), (4,0), and (8,0), comparing the results of
simulations with the zero-field case: we observe deviations
only for small values of ω/�P . In summary, all the result
discussed here and at the end of subsection B point out that the
hydrodynamics of (quasi)-1D systems is robust with respect
to the addition of the angular momentum conservation law as
well as to the presence of a “symmetry breaking” mechanism
associated to the self-consistent fluctuating electric field.
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FIG. 9. Fourier spectra CE of the energy current, for systems
with active self consistent E, � = 3, and Nc = 82, 162, 322, 642,
1282, and 2562 (dashed lines). To guide the eye, the fitting function
f (ω) ∝ α − β log(ω) is added to the figure (heavy solid line).

V. SUMMARY AND CONCLUSIONS

In this paper we have investigated the dynamical structure
factors of density and the energy correlators of the one-
component plasma model over a few decades in the coupling
parameter �. The main results are listed hereafter.

When moving from a quasi-one-dimensional setup to a
two-dimensional one, we observe a crossover of CE (ω) from
a power law to a logarithmic divergence at small values of
ω. Such a hydrodynamic behavior indicates that the thermal

10-9

10-8

10-7

10-6

10-5

10-4

10-3

10-2

10-1

10-2 10-1 100 101

S
(k~  

,
)

/ P

k~ =(2, 0)
k~ =(4, 0)
k~ =(8, 0)

FIG. 10. Dynamical structure factor of density for a quasi-1D
system with Ly = Lx/128 and � = 3, for k̃ = (2,0), (4,0), and (8,0).
Dashed lines refer to the simulations with activated E, while the solid
lines to those with E set to 0.

conductivity κ diverges with the system size as κ ∼ N1/3 for
1D systems and as κ ∼ log N for 2D systems.

This picture is confirmed also by the form of the structure
factors Sρ(k,ω) that are fitted by the KPZ scaling function for
quasi-1D systems and by a suitable rational function Eq. (29)
for 2D systems.

This numerical result seems to suggest that also in the
2D case a scaling function exists, which should stem from a
suitable hydrodynamic theory. Working out such a theoretical
approach to the hydrodynamics of 2D OCP goes beyond the
aims of this paper and will be open to future investigations.

When the angular momentum conservation law is removed,
we do not observe any significant change of the previous
results, apart the presence of finite-size effects for small
values of ω. This indicates that modes associated with angular
momentum conservation have no practical influence on the
hydrodynamics of the model in 1D as well as in 2D systems.

The addition of a self-consistent electrostatic field E to the
plasma dynamics also reveals immaterial to the hydrodynamic
properties of the model, at least for small amplitude fluctu-
ations of the field. In fact, in the explored parameter space
the average value of E vanishes (neutral plasma), while the
amplitude of its fluctuations σE is typically of O(10−6) and
further decreases with the system size. We cannot exclude
that for larger amplitudes the overall scenario might change
significantly. In addition, we point out that, substituting E
with an opportunely tuned zero-average stochastic field Es ,
with fluctuations with amplitude of the same order of σE, will
not lead to the same conclusions. The reason of this being
that when E is evaluated self-consistently the dynamics of
charge density fluctuations δρ and field fluctuations δE are
linked by Maxwell equations, while on the other hand, density
fluctuations obviously can not have any effect on an externally
imposed field.

The natural follow-up of this work is the extension of
our investigation to the case of three dimensional systems
where a source of anisotropy is introduced, such as, for
instance, an axial magnetic field Bz is turned on. In this case
energy transport is expected to work differently along and
perpendicularly to the direction of Bz. Moreover, as mentioned
previously, hybrid MPC-PIC schemes seem to be promising
for the modelization of plasma regimes in which the interplay
between collisions and macroscopic electromagnetic fields
is strong, such as for example the formation of run-away
electrons in tokamak plasmas [78,79]. A paper exploring this
line is currently in preparation.
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APPENDIX: LOCAL CONSERVATION RULES
IN SRD AND DR

We prove here the local conservation rules in SRD and
DR schemes. For reasons of simplicity we set particle
masses m = 1 so that in Eq. (16) Mi = Ni .

In order to check the conservation of linear momentum
Pi within the ith cell under the SRD rule, let us substitute
the definition of particles relative velocities Eq. (17) in the
right-hand side of Eq. (18). Making use of the definition of
cell center of mass velocity ui = (

∑
j vj )/Ni , one has

Ni∑
j=1

(ui + R̂ivj − R̂iui) = Niui + R̂i

Ni∑
j=1

vj − R̂iui =
Ni∑

j=1

vj + R̂iNi

Ni∑
j=1

vj − R̂iNi

Ni∑
j=1

vj =
Ni∑

j=1

vj , (A1)

which proves the equality.
The conservation of (twice) the kinetic energy 2Ki proceeds in the same fashion by substituting the definition of v′

i in Eq. (19),
so that it now reads

Ni∑
j=1

(ui + R̂ivj − R̂iui) · (ui + R̂ivj − R̂iui)

= Niu2
i +

Ni∑
j=1

(R̂ivj )2 +
Ni∑

j=1

(R̂iui)
2 + 2ui ·

Ni∑
j=1

R̂ivj −
Ni∑

j=1

2(ui · R̂iui) − 2
Ni∑

j=1

(R̂ivj ) · R̂iui

= 2Niu2
i +

Ni∑
j=1

v2
j − 2NiR̂iui · R̂iui = 2Niui +

Ni∑
j=1

v2
j − 2Niui =

Ni∑
j=1

v2
j , (A2)

where we have used the relation R̂iui · R̂iui = u2
i .

So far, the conservation of momentum and kinetic energy
in the cell is verified for every rotation matrix R̂. In order
to conserve angular momentum, the DR scheme poses a
constraint on the choice of the rotation angle ϕi . Let us assume
that the rotation matrix R̂ϕi

verifies identity Eq. (23), therefore

Ni∑
j=1

rj ∧ [ui − R̂ϕi
(vj − ui)]

= Nirc
i ∧ ui +

Ni∑
j=1

rj ∧ R̂ϕi
(vj − ui)

= Nirc
i ∧ ui +

Ni∑
j=1

rj ∧ R̂ϕi
vc

j . (A3)

In the equality above, rc
i = (

∑
j rj )/Ni is the position of the

center of mass of cell i and vc
j are particles velocities in the

center of mass frame.
Let us now rewrite the last term in Eq. (A3) explicitly as

function of the components of vc
j and rj and the rotation angle

ϕi as

Ni∑
j=1

rj ∧ R̂ϕi
vc

j = cos ϕi

Ni∑
j=1

(
xjv

c
yj − yjv

c
xj

)

+ sin ϕi

Ni∑
j=1

( − xjv
c
xj − yjv

c
yj

)

= cos ϕi

Ni∑
j=1

rj ∧ vc
j − sin ϕi

Ni∑
j=1

rj · vc
j .

(A4)

Therefore, one has

Ni∑
j=1

rj ∧ vj = Nirc
i ∧ ui + cos ϕi

Ni∑
j=1

rj ∧ vc
j

− sin ϕi

Ni∑
j=1

rj ∧ vc
j (A5)

and

Ni∑
j=1

rj ∧ (vc
j + ui) =

Ni∑
j=1

rj ∧ vc
j + Nirj ∧ ui . (A6)

Equating the two expressions above, and collecting the terms
in sine and cosine finally leads to

(1 − cos ϕi)
Ni∑

j=1

rj ∧ vc
j + sin ϕi

Ni∑
j=1

rj · vc
j = 0, (A7)

which is verified when ϕi is such that the definitions in
Eqs. (21) and (22) hold, thus proving the conservation of the
cell angular momentum for this choice of the rotation angle
ϕi .

Note that the rotation operator allows only to preserve
up to three conservation laws, therefore, in order to design
an MPC scheme accounting for additional conservation laws
(e.g., spin), other suitable operators should be introduced. Note
also that, imposing the conservation of angular momentum
with a rotation is possible only in two dimensions. However,
in a 3D system it is still possible to conserve one of the
three components of L = (Lx,Ly,Lz), say Lz, by imposing
z as rotation axis in each cell, and computing ϕi from
Eq. (20), where now ai is the z component of the vector
ai = ∑Ni

j=1 rj × (vj − ui).
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