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Abstract

This work collects the results of the research activity on marine robotics

carried out at the Mechatronics and Dynamic Modeling Laboratory (MDM

Lab) of the Department of Industrial Engineering of the University of Flo-

rence (UNIFI DIEF) during the years 2014-2017. Reliable navigation sys-

tems are fundamental for Autonomous Underwater Vehicles (AUVs) to per-

form complex tasks and missions. It is well known that the Global Position-

ing System (GPS) cannot be employed in underwater scenarios; thus, during

missions below the sea’s surface the real-time position is usually obtained

with expensive sensors, such as the Doppler Velocity Log (DVL), integrated

within a navigation filter such as an Extended Kalman Filter (EKF), Un-

scented Kalman Filter (UKF), or Dead Reckoning (DR) strategies. The

main goal of this work is to develop and test a framework able to integrate

a Forward-Looking SONAR (FLS), by means of linear speed estimations,

into an underwater navigation system. On the one hand, the proposed solu-

tion can work together with a standard navigation sensors set (comprising,

for example, a DVL), and thus leading to a greater number of linear speed

measurements. On the other hand, employing an FLS to aid navigation

could potentially outline other advantages. Using an augmented set of de-

vices able to provide navigation information represents an intrinsic boost

in redundancy; DVL-denied scenarios, such as very close to the seafloor or

other surfaces or when a substantial number of gaseous bubbles is present,

could be managed. Indeed, as opposed to the DVL, the FLS possesses much

more beams that are spread into a broader area, thus improving reliability.

DVL failings in the presence of bubbles are well-documented in the current

literature and have been experienced during several tests at sea performed

by UNIFI DIEF.

Conversely, the presence of bubbles, which can be noticed within FLS im-

ages as strong return echoes spots, is usually tolerable and not capable of

jeopardizing FLS operations.

Moreover, although bigger AUVs enable the use of more sophisticated in-

strumentation and can carry a heavy payload, smaller AUVs are constrained

to limited payload carrying capabilities. Hence, in addition to constituting a

valuable research interest, multitasking onboard sensors represent a solution



vi

that offers compactness and avoids the use of some instruments.

Besides this, to better the dynamic modeling of the AUV, a light-weight

online estimator for the longitudinal dynamics and a more realistic propul-

sion model are developed. Lastly, an Adaptive Unscented Kalman Filter

(AUKF)-based navigation solution is proposed.

Offline validation, through the use of navigation data obtained during sea

trials undertaken in La Spezia (Italy) at the NATO STO Centre for Mar-

itime Research and Experimentation (CMRE), is presented. Afterward the

results of real autonomous underwater missions performed in La Spezia

(Italy) within the activities of the SEALab, the joint research laboratory be-

tween the Naval Experimentation and Support Center (Centro di Supporto

e Sperimentazione Navale) (CSSN) of the Italian Navy and the Interuniver-

sity Center of Integrated Systems for the Marine Environment (ISME), and

at Vulcano Island, Messina (Italy) are reported.
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τ 1 Body-fixed force N

τ 2 Body-fixed torque Nm

ε̃P Earth-fixed frame GPS measurement noise fix m

υ Residual vector

υ?i Residual vector modified for the UKF adaptation at the instant i

ba IMU bias m/s2

bg Gyroscope bias rad/s

bs1 FLS range and azimuth bias

bv DVL bias m/s

s Retrieved translation motion of the FLS pixel

urpm Vector that stores the rotational speeds of the motors rad/s
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δLx Drag damping coefficient (linear damping model) kg/s

δQx Drag damping coefficient (quadratic damping model) kg/m

εf FOG measurement noise rad/s

εp Pressure measurement noise N/m2

εd DS measurement noise m

ηk Rate parameter for surge estimator at instant k s2/m

ûrpmi Reference rotational speeds of the i-th motor rad/s

∧ AND logical operator 1{
OFSxFSyFSzFS

}
FLS -fixed reference frame{

ONxNyNzN
}

Earth-fixed reference frame{
Obxbybzb

}
Body-fixed reference frame

∨ OR logical operator 1

F{•} FT operator

O Set of functions to investigate the observability rank condition

V Voltage supply Volt

X The matrix that collects all the σ-points

µj
?

i j-th row of the innovation vector modified for the UKF adaptation

at the instant i

diag{Ix, Iy, Iz} Principal inertia matrix kgm2

ek Average of the (current and past) navigation errors at the instant k

between two underwater navigation algorithm m

χ2
ς,% Acceptance threshold for the NIS test 1

c(x, y) Average value of the normalized cross-power spectrum 1

cr The threshold value for the binary acceptance law of the phase-cor-

relate algorithm 1
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φ Roll angle rad

ψ Yaw angle rad

ρ Water density kg/m3

τ1x Surge-axis modeled thrust action N

θ Pitch angle rad

C̃(ν) Rigid body centripetal and Coriolis effects matrix

M̃m Rigid body mass and inertia matrix

ε̃s1 FLS estimated velocity measurement noise m/s

b̃s1 FLS estimated velocity bias m/s

υj
?

i j-th row of the residual vector modified for the UKF adaptation at

the instant i

ϕχ Measure of consistence of the NIS test 1

% NIS test reliability 1

ς Deegres of freedom of the χ2
ς distribution 1

NRNb (η2) Earth-fixed frame to body-fixed frame rotation matrix 1

NPGPS Earth-fixed frame GPS measured position m

NB Fixed frame buoyancy force N

NH Earth’s magnetic field T

NW Fixed frame gravitational force N

NdDS DS measured depth m

bRbFS Body-fixed frame to FLS-fixed one rotation matrix 1

bpFS Position of the FLS in the body-fixed frame m

bB Body frame buoyancy force N

bW Body frame gravitational force N
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bωIMU Gyroscope measured rotational velocity rad/s

baIMU IMU measured acceleration m/s2

bvDV L DVL measured velocity m/s

bvFLS FLS estimated velocity m/s

bPmi ×b nmi The arm of the i-th motor center with respect to the CG (ex-

pressed in the body-fixed frame) m

bPmi The center of the i-th motor center with respect to the CG (expressed

in the body-fixed frame) m

bnmi The unit vector that represents the axis of the i-th motor (expressed

in the body-fixed frame) 1

mR→ FLS measured range m

mωFOG FOG measured rotational velocity rad/s

be FOG bias due to Earth’s rotation rad/s

bf FOG bias rad/s

bp Pressure bias N/m2

c(x, y) Normalized cross-power spectrum in the spatial domain 1

cp Peak of the normalized cross-power spectrum 1

cr Variable to state the acceptance of the registration with Forward-

Looking SONAR (FLS) images 1

dO Coodistribution of O

ek Navigation error at the instant k between two underwater navigation

algorithm m

g Gravitational acceleration m/s2

h Maximum delivering range of the FLS expressed as number of rows

pixel

i(x, y) Image in the spatial domain 1
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i(x, y)ti Image in the spatial domain at a certain time instant ti 1

iadding(x, y) The adding applied to FLS images after the acoustic insonifi-

cation pattern removal 1

imean(x, y) The mean of of FLS images within a moving window 1

ipost(x, y) The FLS image after the acoustic insonification pattern removal

1

ipre(x, y) The FLS image before the acoustic insonification pattern removal

1

k Coefficient of the quadratic relation between motor thrust and motor

rotational speed (bollard coefficient) Ns2/rad

kmean The coefficient to be multiplied with the acoustic insonification pat-

tern of FLS images 1

l Filter order of the Butterworth LP for FLS images 1

m Dry mass of the vehicle kg

p Body-fixed x-axis angular velocity rad/s

p0 Initial measured pressure N/m2

pDS Measured pressure N/m2

pp Propeller pitch m

q Body-fixed y-axis angular velocity rad/s

r Body-fixed z-axis angular velocity rad/s

t Time s

urpmi Rotational speed of the i-th motor rad/s

u Body-fixed x-axis linear velocity m/s

u−rpm Lower boundary for the dead-zone of the motor rad/s

u−rpm Upper boundary for the dead-zone of the motor rad/s

v Body-fixed y-axis linear velocity m/s
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w Body-fixed z-axis linear velocity m/s

x Earth-fixed x-axis position m

y Earth-fixed y-axis position m

z Earth-fixed z-axis position m

mα FLS measurement azimuth rad



Chapter 1

Introduction

The vast majority of the Earth’s surface is covered by water. From geology

to exploration and surveillance of archaeological sites and from Oil & Gas

(O&G) industry to reconnaissance for military purposes, exploring and un-

derstanding seas and oceans is a matter of the primary importance. Because

of their human’s hostile nature, since the 1960s, seas and oceans have been

explored with the aiding of robots.

Historically, immediately, reducing if not avoiding risks to human lives

has been a particularly sensed subject, paving the way towards unmanned

robots. The first Unmanned Underwater Vehicles (UUVs) were teleoperated

ones and are referred in the technical literature as Remotely Underwater

Vehicles (ROVs). A cable, usually called umbilical cable, acts as a constant

connection providing power and communications, and specific operators are

thus able to control the vehicle using the feedback forwarded by the on-

board sensors. On the one hand, ROVs can be operated over a long time,

enabling long-term missions. On the other hand, both costs and infrastruc-

ture demands are high. Therefore, considerable efforts and resources have

been spent in the last decades in order to provide a certain autonomy to

UUVs. Both to reduce operational costs and enhance the vehicle’s motion

limitations, the objective was to reduce human intervention.

Historically born to satisfy military requests, Autonomous Underwater Ve-

hicles (AUVs) (Autonomous Underwater Vehicles) have gained interest with

respect to ROVs during the years. Nowadays, many applications involve the

use of such vehicles: O&G industries, marine biology, archaeology, and ge-

ology are just a few examples of current applications.

1
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The development of AUVs has presented (and presents) several challenges.

Arguably, one of the most significant is to retrieve the vehicle’s position

within the surrounding environment, making use of precise and reliable navi-

gation and localization systems, which are necessary regardless of the kind of

mission or task the underwater vehicle is required to perform. In addition to

this, perceptual devices (such as optical cameras and SOund NAvigation and

Rangings (SONARs)) able to sense the surrounding environment have been

earning attention throughout the last decades; Automatic Target Recogni-

tion (ATR), mapping, Obstacle Avoidance (OA) are the main subjects that

have been tackled. Afterward, the use of this equipment to aid navigation

has emerged as a relevant alternative, but in the world of perceptual devices,

the contribution of SONARs and especially FLSs (Forward-Looking Sonars)

is less common.

As a consequence, the research activity carried out during the Ph.D. period

aimed at pushing forward the use of FLSs in underwater navigation-aiding,

developing, and validating a novel solution tailored to the underwater envi-

ronment.

The remainder of this chapter is organized as follows: Section 1.1 concerns

the framework in which the research activity was conducted. Since this

thesis represents an intersection between underwater navigation and local-

ization and acoustic payload (especially FLSs), a separate literature review

is proposed. In particular, a discussion about the former is presented in

Section 1.2, whereas FLS images and their applications to navigation-aid-

ing are described in Section 1.3. Section 1.4 treats the main contributions

and motivations that have steered this research activity. Lastly, Section 1.5

illustrates the structure of the thesis.

1.1 Overall framework

The research activity described in this work was conducted at the Mecha-

tronics and Dynamic Modeling Laboratory (MDM Lab) of the Depart-

ment of Industrial Engineering of the University of Florence (UNIFI DIEF).

Thanks to the participation in the Tuscany-funded project TecnicHe per

l’Esplorazione Sottomarina Archeologica mediante l’Utilizzo di Robot aU-

tonomi in Sciami (THESAURUS), the MDM Lab has been active in the

underwater robotics fields since 2010 [THESAURUS, 2019].
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Figure 1.1: The logo of the THESAURUS project [THESAURUS, 2019].

The creation of a swarm of AUVs to perform cooperative autonomous

surveys of areas, where archaeological interest is high in the Tuscan Archi-

pelago, was one of the targets of the above-mentioned project. The iden-

tification and geolocalization of potential objects of interest were meant to

be performed with acoustical and optical payload. In addition to this, in

order to create an underwater communication network for planning, moni-

toring and cooperation purposes, the AUVs of the swarm would be able to

exchange information acoustically, both among themselves and with possi-

ble fixed stations. For the project sake, the Typhoon class AUVs was built

by MDM Lab (for further information, the interested reader can refer to

[Allotta et al., 2013]).

Afterwards, just before the end of the THESAURUS project (that was

deemed successfully concluded in 2013), the MDM Lab assumed the role

of coordinating partner of the European FP7 project ARcheological RObot

systems for the Worlds Seas (ARROWS) [ARROWS, 2019].

Figure 1.2: The logo of the ARROWS project [ARROWS, 2019].

The main goal of the ARROWS project was the development of underwa-

ter vehicles able to offer safe and reliable undersea archaeological operations

at the expense of a reduced cost. During the course of the project, the needs

of underwater archaeologists acted as guidelines, leading to the development

of mutable robotic tools with the ability to adapt themselves in response to

the always different necessities of an archaeological campaign. The final

product was a modular AUV named MArine Robotic Tool for Archaeology

(MARTA), and more information can be found in [Allotta et al., 2014] and

[Allotta et al., 2015b].
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Since 2014, the University of Florence has joined the Interuniversity Center

of Integrated Systems for the Marine Environment (ISME) [ISME, 2019],

which gathers research institutions from all over Italy and whose main goal

is to act as a common platform for joint operations for what concerns marine

robotics and, generally speaking, marine field. As a result of the support of

the Naval Experimentation and Support Center (Centro di Supporto e Sper-

imentazione Navale) (CSSN) of the Italian Navy (formalized as the SEALab

joint laboratory), several tests at sea, with the aiming of trying out the ve-

hicles of the UNIFI DIEF MDM Lab fleet, have been performed during the

Ph.D. in the Ligurian Sea.

Figure 1.3: The logo of the ISME [ISME, 2019].

In 2016, the University of Florence took part in the Bridging Robots for

Underwater Communication Enrichment (BRUCE) project, subproject of

the European FP7-funded project Sensing, monitoring and actuating on the

UNderwater world through a federated Research InfraStructure Extending

the future Internet (SUNRISE) [SUNRISE, 2019].

Figure 1.4: The logo of the SUNRISE project [SUNRISE, 2019].

The main BRUCE objective was to use underwater vehicles to bridge

underwater networks composed of multi-vendor acoustic modems (more in-

formation can be found in [Ridolfi et al., 2018]). To do so, MARTA AUV

was equipped with two heterogeneous acoustic modems from two different

manufacturers, and its main task was to act as an “interpreter”. It is worth

noting that, since two heterogeneous acoustic modems, which did not present

a common communication protocol was involved, data exchange was possi-

ble only thanks to the bridging capability of MARTA AUV.

In 2018, the University of Florence together with Mechatronics and Dynamic
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Modeling Team (MDM Team S.r.l.), an official spin-off company of UNIFI

DIEF, joined Autonomous underwater Robotic and sensing systems for Cul-

tural HEritage discovery COnservation and in sitU valorization (ARCHEO-

SUb) European project [ARCHEOSUb, 2019].

Figure 1.5: The logo of the ARCHEOSUb project [ARCHEOSUb, 2019].

According to the project targets, namely surveying, conservation, protec-

tion, and valorization of new and existing underwater Underwater Cultural

Heritage (UCH) sites as well as developing products and services in sup-

port of them, a new light-weight, low-cost AUV, called Zeno Environment

Nautical Operator (Zeno), was designed and developed by the consortium.

Real-time monitoring, surveillance, and communication of multimedia data

using an underwater sensors network (that includes Zeno AUV to be sent

to sites of interest) has been one of the outcomes of this project and several

underwater missions were performed in Italy and Israel.

In 2019, the University of Florence took part in the EUMarineRobots (EUMR)

project [EUMR, 2019] as a node of ISME.

Figure 1.6: The logo of the EUMR project [EUMR, 2019].

The EUMR consortium (15 partners from 10 countries) is constituted

of a network of distinguished European key players with diverse expertise

across marine robotics sectors. According to the project objectives, the main

target is to open up key national and regional marine robotics research in-

frastructures to all European researchers from both academia and industry.
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In the framework of the EUMR project, underwater missions were performed

by UNIFI DIEF at Vulcano Island, Messina (Italy) with MARTA AUV and

FeelHippo AUV. The main goal was to “map” carbon dioxide bubbles in

the sea, responsible for negative effects on underwater fauna and flora. In

addition to the participation in regional, national, and European projects,

UNIFI DIEF took part in many non-student and student robotics competi-

tions during the last years. Just to name a few examples, a team of UNIFI

DIEF participated to Student Autonomous Underwater Vehicles Challenge

-Europe (SAUC-E) competition in 2012, 2013, 2016, and European Robotics

League Student Autonomous Underwater Vehicles Challenge -Europe (ERL

SAUC-E) in 2018, and 2019. Furthermore, in 2015 euRathlon competition

was joined, whereas a team took part in European Robotics League (ERL)

in 2017.

Throughout the years, the teams of UNIFI DIEF have gained expertise and

proficiency. In 2013 and 2016, the third place was obtained, while in 2017,

the participating team was awarded Second-in-Class in “Pipe inspection

and search for search for missing workers (Sea+Air) during ERL Emer-

gency Robots 2017. In 2018 and 2019, the team won the competition in the

sea domain, and it was awarded “Best Marine Team during ERL SAUC-E

2018, and ERL SAUC-E 2019. More information concerning these compe-

titions can be found in [Ferri et al., 2015] and [Ferri et al., 2017].ing these

competitions can be found in [Ferri et al., 2015] and [Ferri et al., 2017].

1.2 State-of-the-art of underwater navigation

Since the beginning of marine robotics, the underwater localization prob-

lem has always been a sensed subject. Due to the high level of accuracy

required and the well-known physical limitations of radio-frequency signal

in the underwater environment [Barclay, 2003], scientists and researchers

have resorted to different solutions. From this point of view, the problem is

similar to the localization of land and air robots in an indoor environment

or, generally speaking, in every Global Positioning System (GPS)-denied

scenario.

Considering the general problem of pose estimation (attitude estimation and

position estimation), a first rough classification can be made basing on how

the vehicle attitude is estimated. As reported by [Paull et al., 2014] and
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[Fanelli, 2019], regardless of the specific estimator involved, two different

approaches can be pursued. On the one side, position with attitude estima-

tion are tackled together, leading to a complete pose estimation algorithm.

On the other side, attitude is separately estimated and its output is used

as input to the position estimation filter. It is worth underlying that the

UNIFI DIEF MDM Lab vehicle fleet resorts to the latter option.

As the simplest solution, despite their straightforward philosophy, Dead

Reckoning (DR) strategies have proven satisfyingly reliable if the available

sensors are sufficiently accurate. A well-accepted approach is to integrate

over time measurements from a Doppler Velocity Log (DVL) combined with

an attitude reference (obtained, e.g., from an Inertial Navigation Systems

(INS) together with a Fiber Optic Gyroscope (FOG)), often leading to good

navigational accuracy [Miller et al., 2010].

A more elaborate approach for both position and attitude estimation, usu-

ally exploited in marine robotics, is based on the Kalman Filter (KF) [Kalman,

1960], on the Extended Kalman Filter (EKF) [Bar-Shalom et al., 2004],

[Hong et al., 1996], and [Mallios et al., 2010] or the Unscented Kalman Fil-

ter (UKF) [Julier and Uhlmann, 2004],[Allotta et al., 2016b], and [Costanzi

et al., 2019] typically employed when non-linearities in the dynamic descrip-

tion of the system arise.

Generally speaking, all require knowledge of the linear speed of the AUV,

which is (for the majority of times) obtained using specialized and ad’hoc

underwater sensors, such as the DVL.

Unfortunately, due to the presence of noise and bias on the employed naviga-

tion sensors, the above-mentioned strategies usually fails in terms of position

accuracy when the vehicle is required to perform long underwater missions.

To overcome this issue, periodic GPS resets with the aim of bounding un-

wanted position estimation drifts [Leonard and Bahr, 2016] are often per-

formed, leading to a time- and power-consuming solution, especially if mis-

sions at high depths are considered.

Alternatively, absolute underwater position information can be obtained us-

ing beacons, with two types of systems most commonly employed being the

Long BaseLine (LBL) and the UltraShort BaseLine (USBL) [Leonard and

Bahr, 2016]. To ease the localization problem, static and/or dynamic local

sensors networks composed of localizing acoustic devices have gained atten-

tion [Yoerger et al., 2007] and [Bahr et al., 2009]. Single beacon localization
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has been proposed, whereby a vehicle (usually known as beacon vehicle)

with good quality positioning information is able to transmit range infor-

mation acoustically to one or more underwater vehicles, as described in [Tan

et al., 2014] and [Webster et al., 2013]. In addition, Moving Long BaseLine

(MLBL) systems—that are a generalization of LBL—have been suggested.

Here, as stated in [Yan et al., 2015], the arrays of transponders are fully

mobile and self-calibrating; thus, they do not constrain the operating site

to a fixed area. Contributions can be found for example in [Curcio et al.,

2005] and [Bishop et al., 2010]. As stated in [Melo and Matos, 2017], the

main disadvantages are the total cost, the deployment, and recovery time

(especially for the LBL and the MLBL), and a detailed calibration process,

which is necessary to obtain optimal positioning accuracy (especially for the

USBL).

Over the last two decades, several strategies exploiting optical or acoustic

payload to solve localization problems have been proposed. In particular,

Simultaneous Localization and Mapping (SLAM) techniques have been suc-

cessfully applied in [Dissanayake et al., 2000], [Williams et al., 2000], [Mahon

and Williams, 2004], and [Mallios et al., 2010], and [Norgren and Skjetne,

2018] and are often favored to terrain-based ones [Kullander, 1989], [Nygren

and Jansson, 2004] because they offer, as usually referred, a “self-contained”

solution [Ribas et al., 2010]. As a consequence, historically, the vast majority

contributions concerning optical and acoustic payload in navigation-aiding

have been focused on constraining the navigational drift of the AUV; thus,

particular emphasis has been paid to the use of these devices complementary

to a standard navigation sensors set.

1.3 State-of-the-art of FLS

2D FLSs are a class of SONAR whose first real-time version was introduced

(and patented) by [EchoPilot, 2019] (now [Daniamant A/S, 2019]) in 1992

with the model called “FLS 1”. This kind of device has been gaining in-

terest in the last years, and, at the time of writing, several of them with

different technological peculiarities are present in the market, see Tab.1.1.

Generally speaking, their main characteristics are high resolution and high

refresh rate; when compared with Mechanically Scanned Imaging SONARs



1.3. STATE-OF-THE-ART OF FLS 9

Principal FLSs

Vendor Model

Teledyne Technologies Incorpo-
rated

BlueView P900-130, BlueView
P900-45

IMAGENEX TECHNOLOGY
CORP.

965A 1100

Tritech International Ltd Gemini 720ik, Gemini 720im, Gem-
ini 720is

Kongsberg Maritime M3

Blueprint Design Engineering Ltd. Oculus M370s, Oculus M750d,
Oculus M1200d

Sound Metrics Corp DIDSON, Aris Voyager, Aris Ex-
plorer

Table 1.1: Principal FLSs present in the market at the time of writing.

(MSISs), because of their high refresh rate, distortions related to the vehicle

motion are in fact not present. In addition to this, when compared with

SideScan SONARs (SSSs), combining returned acoustic echoes in order to

produce an artifact of the insonified scene is not necessary, since this class

of devices can directly render a 2D image.

Their principal usage is for OA, acoustic mosaicing (2D or 3D), ATR (es-

pecially mine detection), and navigation-aiding. It is worth noting that OA

and ATR are often proposed with suitable re-planning or tracking solutions.

The typical approach in OA is based on segmenting and extracting relevant

features from acoustic images; examples can be found in [Petillot et al.,

2001], [Karoui et al., 2015], and author’s work work in [Ridolfi et al., 2020].

For what concerns ATR, different and diverse methods can be found in the

current literature. Some are known as Template Matching (TM) techniques,

where small parts of the image to be investigated are cross-correlated with

template images [Hurtos et al., 2014] and [Wenwu et al., 2017]. Other so-

lutions try to locate echos that are locally higher than their background,

fusing this information with a priori knowledge of the target geometry [Gal-

ceran et al., 2012], [Gu et al., 2015]. In the last years machine learning-

based solutions are gaining interest and contributions can be found in [Kim

et al., 2016], [Kim and Yu, 2016], [Valdenegro-Toro, 2016], [Valdenegro-Toro,

2017], [Dos Santos et al., 2017], and [Rixon Fuchs et al., 2018].

For what concerns acoustic mosaicing (tackled in the first months of the
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Ph.D. period, see Appendix B), remarkable contributions can be found in

[Kim et al., 2005], [Nicosevici et al., 2009], [Negahdaripour et al., 2011],

[Hurtós et al., 2015], and [Ferreira et al., 2015] for the 2D version and in

[Ozog et al., 2015] for the 3D one. Regardless of the final use (mosaicing,

structure from motion or navigation-aiding), one of the main topics of in-

terest has always been to understand how to find the transformation that

puts in relation two images acquired from two different points. This kind

of problem, widely known in the computer vision community, is called reg-

istration.

Historically, researches tried to extend the achievement obtained in terms

of images registration of optical images to acoustic ones. In particular, the

first attempts applied feature-based methods to FLS images. In this sense,

contributions can be found in [Negahdaripour et al., 2005], [Kim et al.,

2005], [Kim et al., 2006], [Fallon et al., 2013], [Li et al., 2014], [Huang and

Kaess, 2015], [Shin et al., 2015], and [Li et al., 2018]. On the one hand, fea-

ture-based approaches can handle complex transformation models between

the images. On the other hand, generally speaking, this kind of methods

applied to FLS images suffer from wrong matches and feature instability,

causing an incorrect registration estimation, as pointed out by [Hurtós Vi-

larnau, 2014] and [Hurtós et al., 2013b]. As a consequence, with the aim of

increasing image registration robustness, researches tried to extrapolate fea-

tures at greater scale [Johannsson et al., 2010a], [Aykin and Negahdaripour,

2012], [Hover et al., 2012], and [Aykin and Negahdaripour, 2013]. Although

the above-mentioned methods are unquestionably worth, the presence of

stable and conspicuous features is necessary for a correct registration pro-

cess. Thus, following the above-mentioned approach, but taking it towards a

larger scale, [Hurtós et al., 2015], [Hurtós et al., 2013b], [Zhang et al., 2016],

and [Franchi et al., 2019a] proposed registration techniques that work in the

image frequency domain considering the whole image content.

To the author’s best opinion, the current state-of-the-art for what concerns

FLS images registration is mature, and future developments will be influ-

enced more by the raw quality of the acoustic image than by the particular

techniques employed.

For what concerns FLSs in navigation-aiding, the vast majority contribu-

tions are focused on constraining the navigational drift of the AUV, giving

a complementary role to a standard navigation sensors set. Accordingly, as
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stated by [Durrant-Whyte and Bailey, 2006], and [Li et al., 2018], naviga-

tion can be adjusted, for example, by means of self-correction using environ-

mental landmarks, whereby observations of features or landmarks (assumed

time-invariant) and re-observation of the landmarks are crucial [Hidalgo and

Bräunl, 2015]. Therefore, FLSs are usually included in a SLAM framework.

A concise overview of the main contributions for navigation purposes is re-

ported here, and for further information, the interested reader is encouraged

to read [Ribas et al., 2010], and [Valencia and Andrade-Cetto, 2018].

In [Walter et al., 2008] an FLS-based SLAM for performing a ship’s hull

inspection is shown. Here, FLS images are related using features extracted

from different frames. In [Hover et al., 2012], a feature-based navigation ap-

proach is used to complement a dead-reckoning sensor stream for ship’s hull

inspections, both an FLS and an optical camera are employed. In [Johanns-

son et al., 2010b], a drift-free navigation solution during harbor surveillance

and ship’s hull inspection employing an FLS is proposed. Another feature-

based solution is presented in [Li et al., 2018], where a ship’s hull inspection

is undertaken. A SLAM algorithm that makes use of an FLS as the sole

perceptual sensor to perform navigational drift correction of a DVL/Inertial

Measurement Unit (IMU)-based odometry navigation framework is outlined.

A study by [Aykin and Negahdaripour, 2012] describes a technique imple-

mented on FLS images able to detect stable and reliable features located

at the region level rather than at the pixel level. However, although the

proposed solution is considered to be able to improve the precision of AUV

navigation, no specific result was outlined. In [Hurtós et al., 2015], a mo-

saicing framework is presented, able to create acoustic maps along various

vehicle track-lines, where both translational and rotational 2D motions can

be handled. However, the authors state that the proposed framework is

tailored for an offline approach, where the trajectory followed by the vehicle

is computed a posteriori, and integration in an online navigation system is

only hypothesized. In [White et al., 2010], six SLAM techniques have been

applied to the exploration and mapping of ancient cisterns (where it is much

easier to retrieve information from the surrounding environment); however,

the open sea navigation problem is not tackled. In [Shin et al., 2015], an

imaging FLS-based SLAM is proposed; a two-view Bundle Adjustment (BA)

[Triggs et al., 1999] algorithm is employed to enhance pose estimations and a

tank test with DVL measurements is presented. An attitude and trajectory
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estimation of a moving underwater platform by processing acoustic data

from an FLS is proposed in [Henson and Zakharov, 2018]. Together with

providing navigation information, it is shown that the solution can also be

used to build a mosaic of the underwater scene. The algorithm works in

post-processing, and data sets from feature reach environment (ships hull

inspection and debris field) are used.

To the author’s best knowledge, few proposals focused on effectively substi-

tuting a DVL in favor of an FLS for underwater navigation are present. In

addition to this, the proposed solutions are always validated offline. In [Yang

and Huang, 2017], an acoustic-inertial navigation system that fuses acoustic

measurements from an FLS and inertial ones from an IMU within a tightly-

coupled, stochastic cloning-based EKF framework is proposed. The solution

is validated through Monte-Carlo simulations under various conditions, but

any evaluation with real-acoustic images is presented. In [Song et al., 2018],

a method is presented that relies on optical and acoustic images. A mixed

approach that uses an FLS, a standard camera, or a DR is proposed. Al-

though the solution is tested using data gathered from experimental tests,

the navigation performance of the technique is not thoroughly investigated.

In the context of FLS-based speed estimation, it is worth citing the author’s

contribution in [Franchi et al., 2019a].

1.4 Motivation

The main contribution of the work presented here focuses on promoting

the use of FLS to aid underwater navigation, proposing a solution able

to estimate linear speed without exploiting DVL measurements (but not

obstructing cooperation). Working on FLS images, a Fourier-based regis-

tration method is employed, and the results are shown to be comparable

with the ones obtained with a DVL-based navigation system. The author

is aware that the achieved performance is unlikely to be better with re-

spect to a DVL-based navigation system, even in the near future; indeed,

the author wishes to point out that even if the proposed solution is shown

to work without exploiting any DVL measurement, cooperation with the

DVL is possible. This way, more linear speed measurements could be ob-

tained. In addition to this, using FLS to aid navigation could potentially

outline other advantages. Using an augmented set of devices able to provide
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navigation information represents an intrinsic boost in redundancy, prevent-

ing failures due, for example, to underwater sensor-denied scenarios (such

as DVL-denied scenarios when proximity to the seafloor or other surfaces

takes place [Miller et al., 2010] or when a substantial number of gaseous bub-

bles is present). Indeed, as opposed to the DVL, the FLS possesses more

beams (for example, the Nortek DVL1000 DVL has 4 beams, whereas the

Teledyne BlueView M900-130 2D FLS 768) that are spread into a broader

area, thus improving reliability. DVL failings in the presence of bubbles are

well-documented in the current literature (see, for example, [Groves, 2015])

and have been experienced during several tests at sea performed by UNIFI

DIEF [Franchi et al., 2019a]. Conversely, the presence of bubbles, which

can be noticed within FLS images as strong return echoes spots, is usu-

ally tolerable and not capable of jeopardizing FLS operations. Moreover,

although bigger AUVs enable the use of more sophisticated instrumenta-

tion and are able to carry a heavy payload, smaller AUVs are constrained

to limited payload carrying capabilities. Hence, in addition to constitut-

ing a valuable research interest, multitasking onboard sensors represent a

solution that offers compactness and avoids the use of some instruments.

Besides this, to better the dynamic modeling of the AUV, a light-weight

online estimator for the longitudinal dynamics and a more realistic propul-

sion model are developed. Lastly, an Adaptive Unscented Kalman Filter

(AUKF)-based navigation solution is proposed. Its employment, in favor of

a simple UKF, is justified for two reasons. First, it answers to the typical

limitation of Bayesian estimators, namely the knowledge of the a priori in-

formation about the process noise and the measurement noise. Here, the

problem is solved by continuously exploiting the filter learning history, thus

evolving dynamically. Second, it permits to characterize (intrinsically) FLS

estimations in a statistic way. To the author’s best knowledge, the typical

approach is to employ heuristic methods that consider some metrics related

to the goodness of the registration process [Pfingsthorn et al., 2010], and

[Hurtós et al., 2015]. However, these techniques are strongly dependent on

the metrics used and on the particular heuristic employed. The proposed

solution instead bypasses this issue, relying on an adaptation that continu-

ously exploits the filter learning history.
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1.5 Thesis structure

The research activity carried out during the Ph.D. period started with ana-

lyzing the current development in FLS operations in an underwater environ-

ment for acoustic mosaicing purposes. This task was satisfyingly addressed

during the first months of the Ph.D. period, and an online framework for

underwater mosaicing tailored to the characteristics of FLS imagery was pro-

posed in [Franchi et al., 2018] (see Appendix B). Afterward, how to suitably

fuse the research background of the UNIFI DIEF in underwater navigation

with the above-mentioned research activity, was pursued. In this sense, first,

an intense review of the current state-of-the-art in underwater navigation

and localization was accomplished, trying to analyze the current and fu-

ture trends. Second, following the encouraging results presented in [Franchi

et al., 2018], [Franchi et al., 2019b], and [Franchi et al., 2019a] the joining

link was identified in trying to mimic DVL behavior with an FLS device in

terms of linear speed estimations or, generally speaking, translational mo-

tions (see Section 4.1). Following the current state-of-the-art in underwater

navigation at UNIFI DIEF, where attitude is separately estimated and its

output are used as input to the position estimator (see [Allotta et al., 2016c]

and [Costanzi et al., 2016]), the latter both in its DR or UKF version was

augmented in order to manage estimations from FLS. Afterward, the devel-

opment followed two parallel paths. On the one hand, the dynamic model

of the vehicle, with respect to state-of-the-art in underwater navigation at

UNIFI DIEF, was further developed; the propulsion model was further in-

vestigated [Franchi et al., 2019a] (see Section 4.2.1) and an online estimator

for the longitudinal drag of the vehicle, which could be easily applied to

the other Degree of Freedom (DOF) of the vehicle, was proposed (see Sec-

tion 4.2.2). On the other hand, the UKF estimator was improved, and an

AUKF-based solution was developed (see Section 4.3).

Finally, the last part of the Ph.D. period was aimed to test the above-men-

tioned navigation solutions both during simulations ([Franchi et al., 2019a])

and tests at sea, whose results are presented in this work (see Chapter 5).

The main result of the Ph.D. period is thus the development of a complete

position estimation algorithm (both in dead-reckoning, UKF, and AUKF

version) that can exploit, among other devices, data from an FLS.



Chapter 2

Description of the Involved

Vehicles

This chapter introduces the AUVs developed during the past eight years by

the UNIFI DIEF MDM Lab. Although the UNIFI DIEF MDM Lab fleet

is capable of performing diverse and heterogeneous underwater tasks, each

vehicle was developed for a specific purpose, from research projects-related

subjects (Typhoon class AUVs, MARTA AUV, and Zeno AUV) to student

robotics competitions (FeelHippo AUV). The goal of this chapter is to pro-

vide a glance (giving the proper references), to each of the above-mentioned

vehicles. In particular, the navigation sensor-set as well the payload present

on board, the materials description, and the main design characteristics will

be covered. Since Typhoon class AUVs finished to be developed before the

Ph.D. period, its description will be omitted. Lastly, it is worth highlighting

that, although equipped with different payloads, the UNIFI DIEF MDM Lab

fleet always presents the following navigation sensors (or a subset of them)1:

• GPS, used to initialize the vehicle position while on surface or to reset

it after an underwater mission;

• IMU and triaxial compass, used to measure vehicle attitude;

• Depth Sensor (DS), employed to retrieve the depth of the vehicle;

• DVL, used to measure the linear velocity;

• FOG, employed to improve of the vehicle’s heading;

1What is reported in the following descriptions is considered at the time of writing.
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• acosutic localization systems, used to retrieve the position of the ve-

hicle during underwater operations;

2.1 MARTA AUV

MARTA AUV, a torpedo-shaped vehicle developed and built during the

European project ARROWS by the MDM Lab presents a remarkable mod-

ularity. Indeed, throughout ARROWS, following archaeologists’ guidelines,

a flexible platform capable of easing activities at sea was developed.

The vehicle is composed of different modules, where each of them addresses

to a particular function or task. Therefore, its final structure can vary and

thus tailored to the particular user’s request. In Table 2.1, the physical

characteristic related for its standard configuration are reported.

MARTA AUV main characteristics

Dimensions [mm] approx. 3500×180
Dry mass [kg] 85
Max longitudinal speed [m/s] (kn) approx. 2 (4)
Max lateral speed [m/s] (kn) approx. 0.3 (0.6)
Max depth [m] 150
Autonomy [h] 4-5 (per battery module and stan-

dard operations)

Table 2.1: MARTA AUV physical data and performance.

The modules of the vehicle are composed of anticorodal aluminum type

6082-T6, constituting a smart trade-off between lightness and mechanical

strength. With the aim of gaining resistance against saltwater corrosion, a

hard anodizing process was carried out. Two O-rings, placed at the end of

each module in order to provide a watertight connection. Moreover, before

operations at sea, an internal depressurization of 0.3 bar is performed to

improve stiffness and alignment among modules.

It is worth noting that an electrical modularity is present as well: in fact,

the electrical interfaces of each module of the vehicle are identical on both

sides. Two thrusters by BlueRobotics [Blue Robotics Inc., 2019] are paired

with four custom-made fixed pitch propellers and used to control five DOFs.

In particular, the yaw angle can be controlled in ∞1 ways; instead, the roll

cannot be actively handled, and its stability is ensured by proper positioning

of the Center of Gravity (CG) and the Center of Buoyancy (CB). For what
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Figure 2.1: MARTA AUV during a test at sea.

concerns navigation sensors, payload and HardWare (HW) devices, MARTA

AUV complete set is reported below:

• Xsens MTi-G-710 IMU-enhanced Global Navigation Satellite System

(GNSS)-INS and Attitude and Heading Reference System (AHRS);

• First Sensor SSI series DS;

• LinkQuest NavQuest 600 Micro DVL;

• KVH DSP 1760 single-axis FOG;

• SeaKing Tritech SSS;

• WiFi access point;

• 868+ RFDesign radio modem;

• EvoLogics S2CR 18/34 acoustic modem;

• a Basler ace camera;

• one ODROID-XU board;

• one Intel i-7 Mobile CPU.

2.2 FeelHippo AUV

FeelHippo AUV has been designed and developed both for the participa-

tion in student robotics competitions and for undertaking research topics.
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Indeed, during the last few years the vehicle participated at SAUC-E 2013,

euRathlon 2015, ERL Emergency Robots in 2017, ERL SAUC-E 2018, and

ERL SAUC-E 2019. Starting from the first low-budget prototype, which

dates back to 2013, to the final 2019 version, FeelHippo AUV has under-

gone several overhauls throughout the years.

The last FeelHippo AUV version, visible in Fig.2.2, is described in the fol-

lowing.

Figure 2.2: FeelHippo AUV at Vulcano Island, Messina (Italy) in 2019.

The main features of the vehicle are reduced dimensions and weight, to-

gether with the presence of top-of-the-line sensors, making it a compact and

reliable underwater platform.

A Plexiglass® hull with an internal diameter of 200 mm and 5 mm thickness

constitutes the central body of the vehicle, where the non-watertight hard-

ware and electronics are housed. The connection between the central part of

the vehicle and the two outermost domes is provided by two metal flanges;

moreover, two O-rings that guarantee a watertight connection. In addition,

six metal bars act as tie rods, increasing the overall stiffness results.

FeelHippo AUV main characteristics

Dimensions [mm] approx. 600×640×500
Dry mass [kg] 35
Max longitudinal speed [m/s] (kn) approx. 1 (2)
Max lateral speed [m/s] (kn) approx. 0.2 (0.4)
Max depth [m] 30
Autonomy [h] 2-3

Table 2.2: FeelHippo AUV physical data and performance.
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Four thrusters by BlueRobotics [Blue Robotics Inc., 2019] arranged in

a vectored configuration (two on the stern and one each on both lateral

sides tilted at 45◦) are connected to FeelHippo AUV using custom-made

(3D-printed) plastic parts. Except for the roll and pitch motion (that are

limited by hydrostatic stability), all the DOFs of the vehicle (translational

motion and yaw) can be controlled.

A list of all the electronic devices and the sensor sets with which FeelHippo

AUV is equipped is listed as follows:

• Intel i-7-based LP-175-Commel motherboard (used for onboard pro-

cessing);

• U-blox 7P precision GPS;

• Orientus Advanced Navigation AHRS;

• KVH DSP 1760 single-axis high precision FOG;

• Nortek DVL1000 DVL, measuring linear velocity and acting as DS;

• EvoLogics S2CR 18/34 acoustic modem;

• Teledyne BlueView M900 2D FLS;

• Ubiquiti Bullet M2 WiFi access point;

• 868+ RFDesign radio modem;

• one bottom-looking ELP 720p MINI IP camera;

• one Microsoft Lifecam Cinema forward-looking camera;

• two lateral ELP 1080p MINI IP cameras;

• two Intel Neural Compute Stick 2 for Artificial Intelligence for Artifi-

cial Intelligence (AI) applications.

2.3 Zeno AUV

Zeno AUV is a vehicle developed during the European Project ARCHEO-

SUb, thanks to the collaboration between the University of Florence and

MDM Team S.r.l.. Its propulsion system was meant to control all the six
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DOFs actively, and it is composed of eight thrusters by [Blue Robotics Inc.,

2019] in vectored configuration. Therefore, redundancy with respect to the

DOFs of the vehicle guarantees hovering capability and smooths the system

maneuverability. Its main features are compact design and high portabil-

ity, together with a rapid battery replacement, useful when, for example,

battery change on board of a boat becomes necessary.

Figure 2.3: Zeno AUV at Gallipoli, Lecce (Italy) in 2018.

The complete description of HW, sensors, and payload is reported below:

• Advantech MIO-3260 Intel i-7 as main computer;

• UDOO x86 as slave computer;

• U-blox Neo-7P precision GPS;

• Orientus Advanced Navigation AHRS;

• KVH DSP 1760 single-axis high precision FOG;

• Nortek DVL1000 DVL, measuring linear velocity and also acting as

DS;

• EvoLogics S2CR 18/34 acoustic mode;

• Ubiquiti Bullet M2 WiFi access point;



2.3. ZENO AUV 21

• 868+ RFDesign radio modem;

• one bottom-looking ELP 720p MINI IP camera;

• one Microsoft Lifecam Cinema bottom-looking camera;

• one ELP 1080p MINI IP forward-looking camera;

• DeepVision DE3468D SSS.

Its physical characteristics are summarized in Table 2.3.

Zeno AUV main characteristics

Dimensions [mm] approx. 1000×800×200 mm
Dry mass [kg] 40
Max longitudinal speed [m/s] (kn) approx. 2 (4)
Max depth [m] 120
Autonomy [h] 4 (in standard operations)

Table 2.3: Zeno AUV physical data and performance.





Chapter 3

Preliminaries and notation

This chapter covers the notation employed in the rest of the work and gives a

complete review of the fundamental theoretical and mathematical concepts

used throughout this thesis.

First, the kinematic and dynamic modeling of an AUVs is treated. Second,

the principles of Kalman filtering are described, with particular emphasis on

the UKF. Finally, the imaging geometry model of an FLS and the critical

concepts of the registration methods in the spectral domain are reported.

3.1 Kinematic and dynamic modeling of the AUV

The equations that describe the motion of a general rigid body freely moving

within a fluid are discussed in this section, and further information can be

found in [Fossen et al., 1994]. The main assumptions, which are the founda-

tions of the following treatment, consider any frame located on the Earth’s

surface as inertial (the Earth rotation is thus neglected) and any involved

vehicles as a rigid body. The Society of Naval Architects and Marine En-

gineers (SNAME) notation, commonly adopted for marine vehicles, is used

throughout this thesis (see [Fossen et al., 1994]).

The pose of the AUV (in terms of position and attitude) is retrieved with

respect to two reference frames. The first one is a local Earth-fixed refer-

ence frame whose axes point, respectively, North, East, and Down (North,

East, Down (NED) frame)
{
ONxNyNzN

}
, whereas the second one, namely

the body frame, usually centered on the CG of the vehicle, with the forward

motion direction represented by the x-axis (surge) and the z-axis (heave)

23
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pointing down. Lastly, the y-axis (sway) completes a right-handed reference

frame
{
Obxbybzb

}
. In the rest of the thesis, the following notation is em-

ployed: a generic vector p ∈ R3 expressed in a particular
{
O0x0y0z0

}
frame

is denoted with 0p, whereas, if it is convenient to define vectors without an

explicit reference to a specific coordinate frame (coordinate free vector), it

will be simply indicated with p. A generic rotation matrix R ∈ SO(3) is

indicated with three indices kRji , where kRji is an operator that maps (ro-

tates) unit vectors of the frame j (
{
Ojxjyjzj

}
) in unit vectors of the frame

i (
{
Oixiyizi

}
, both expressed in the frame k (

{
Okxkykzk

}
). The situation

is depicted in compact form as:

kRki = (kRji )(
kRkj ), (3.1)

where the columns of kRki and kRkj are the projections of the unit vectors of

the frame i in the frame k and of the frame j in the frame k, respectively.

Given a generic kRji , if k = j, the three-indexes notation could not be

employed; however, for the sake of completeness, the full notation will be

used in the rest of the thesis. In the following, superscript N will denote a

quantity in the NED frame, whereas b will describe a quantity in the body

one.

The AUV pose with respect to the NED frame is represented with η =[
Nη>1 η

>
2

]> ∈ R6, where Nη1 indicates the position of the CG of the vehicle

with respect to the NED frame and η2 its orientation. In particular, a triplet

of Euler angles expressed with respect to the fixed NED, namely roll (φ),

pitch (θ), and yaw (ψ), is used (Roll, Pitch and Yaw (RPY)). Moreover,

the linear and angular velocities of the vehicle with respect to a body-fixed

reference frame is denoted with bν =
[
bν>1

bν>2
]>

, where u, v, and w are the

linear velocities along the axes of the body frame (surge, sway, and heave),

whereas p, q, and r are the angular counterparts about the above-mentioned

axes.

η = [ Nη
>
1 η>2 ]>, Nη1 = [x y z]>,

η2 = [φ θ ψ]>, bν = [ bν
>
1

bν
>
2 ]>,

bν1 = [u v w]>, bν2 = [p q r]>

(3.2)

The situation is depicted in Fig.3.1 and the complete kinematic model of

the vehicle is reported in Eq.3.3.



3.1. KINEMATIC AND DYNAMIC MODELING OF THE AUV 25

Figure 3.1: The SNAME notation.

(
˙Nη1

η̇2

)
=

[
NRNb (η2) 03×3

03×3 TNb (η2)

](
bν1

bν2

)
(3.3)

where NRNb represents the rotation matrix between the body and the fixed

reference system and TNb (η2) is the Euler matrix (see Eq.3.4).

TNb (η2) =

 1 sφtθ cφtθ

0 cφ −sφ

0 sφ/cθ cφ/cθ

 (3.4)

It can be noted that TNb is not defined for θ = ±90◦; however, the majority

of AUVs does not operate close to this singularity. The compact form of

Eq.3.3 is visible in Eq.3.5, where the definition of J(η) is trivial.

η̇ = J(η)ν (3.5)

Additionally, the vector of forces and moments acting on the vehicle bτ ∈ R6

(usually referred in the body-fixed frame) can be represented as:

bτ = [ bτ>1
bτ>2 ]>, bτ 1 = [X Y Z]>, bτ 2 = [K M N ]> (3.6)

The generalized forces bτ , the thrusts carried out by the motors T ∈ Rm

( T is a vector that collects the thrusts exerted by the the m motors), and

the rotational speed of the motors urpm ∈ Rm, are linked using the following

relation:
bτ (ν,urpm) = BT(ν,urpm) (3.7)
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whereB is a constant matrix ∈ R6×m (assuming the vehicle and the thrusters

are not reconfigurable) that depends upon the thruster poses with respect

the CG. Its expression is reported in Eq.3.8 and Eq.3.9.

B =

[
B1

B2

]
, (3.8)

with

B1 =
[
· · ·b nmi · · ·

]
,

B2 =
[
· · · (bPmi ×b nmi) · · ·

]
,

(3.9)

where bnmi is the axis of the i-th motor expressed in the body frame
{
Obxbybzb

}
and bPmi is the thruster center of the i-th motor with respect to the CG

expressed in the body frame.

According to [Fossen et al., 1994], the vehicle dynamics is governed by the

following (vector) equation:

Mmν̇ + C(ν)ν +D(ν)ν + gη(η) = τ (ν,urpm) (3.10)

Mm is the mass matrix, C(ν) is the centripetal and Coriolis matrix, D(ν)

is the damping matrix, gη(η) takes into account the effects of gravity and

buoyancy, and τ (ν,urpm) describes the map between the vehicle speed (ν)

and the rotational speed of the motors (urpm), which is the vector of control

inputs, to the resultant thrust action on the vehicle.

For the sake of clarity, each term in Eq.3.10 is briefly described.

Mass and inertia matrix Mm

Mm is constituted of two terms:

Mm = M̃m +Ma, (3.11)

where M̃m depends upon vehicle geometry and material (with M̃m = M̃>m,
˙̃Mm = 0) and Ma (added mass matrix ). The general expression of M̃m might

be complicated, but assuming that body frame is centered on the CG of the

vehicle and that the body-fixed frame axes coincide with the principal axes
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of inertia, M̃m becomes:

M̃m =

[
diag{m,m,m} 03×3

03×3 diag{Ix, Iy, Iz}

]
, (3.12)

where the operator diag{•} denotes a diagonal whose diagonal elements are

the terms inside the braces (obviously the matrix dimension is i× i with i is

the total number of items enclosed in braces), m is the mass of the vehicle,

and Ix, Iy, Iz are the principal moments of inertia (respectively about surge,

sway, and heave axes).

According to [Fossen et al., 1994], added mass can be understood as forces

and moments induced by the motion of the vessel body proportional to

its acceleration. Briefly speaking, any motion of the AUV will produce

motion in the surrounding fluid; hence, the fluid motion possesses kinetic

energy that it would lack otherwise. This phenomenon is experienced as

an additional inertia when the vehicle, and therefore the surrounding fluid,

accelerates. A generic added mass force (torque) A along (about) a generic

a-axis generated by an acceleration ḃ along (about) the respective axis is

−Aḃḃ, where Aḃ = ∂A
∂ḃ

. The general expression of Ma presents 36 parameters

but, as stated in [Newman, 2018], for a rigid-body at rest approximately

at rest condition and under the assumption of an ideal fluid, no incident

waves, no sea currents, and zero frequency, the hydrodynamic system Ma =

M>a > 0 holds, where with > 0 is indicated a positive definite matrix.

Moreover, for an underwater vehicle moving at low speed and with three

planes of symmetry, the contribution from the off-diagonal elements can be

often neglected. As a consequence, Ma becomes:

Ma = −diag {Xu̇, Yv̇, Zẇ,Kṗ,Mq̇, Nṙ} , (3.13)

where the SNAME notation is employed for forces, torques, and accelera-

tions. To clarify, Xu̇ is a force experienced along the body x-axis due to an

acceleration u̇ that, according to SNAME notation, is the acceleration along

the body x-axis. The minus sign is related to the fact that Aḃ is defined

with A as the action on the vehicle produced by the fluid. Let us consider

Xu̇ = ∂X
∂u̇ , for positive values of u̇, the fluid interaction increases in abso-

lute value with an action opposite to the motion of the vehicle (for almost

all applications). Hence, Xu̇ will be negative and the final action −Xu̇u̇,
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experienced as added mass, will be positive.

Centripetal and Coriolis effects matrix C(ν)

C(ν) is constituted of two terms:

C(ν) = C̃(ν) + Ca(ν), (3.14)

where C̃(ν) is due to centripetal and Coriolis effects and Ca(ν) takes into

account the motion of the vehicle within the fluid. Under the same hypothe-

ses made for Mm, it can be shown that, contrary to M̃m, C̃(ν) posses a large

number of representations, for example see Eq.3.15.

C̃(ν) =



0 −mr mq 0 0 0

mr 0 −mp 0 0 0

−mq mp 0 0 0 0

0 0 0 0 Izr −Iyq
0 0 0 −Izr 0 Ixp

0 0 0 Iyq −Ixp 0


(3.15)

Moreover, Ca(ν) can be expressed as follows:

Ca(ν) =



0 0 0 0 −Zẇw −Zẇw
0 0 0 Zẇw 0 0

0 0 0 0 0 0

0 −Zẇw 0 0 Izr −Iyq
Zẇw 0 0 −Izr 0 Ixp

0 0 0 Iyq −Ixp 0


(3.16)

Hydrodynamic damping effects matrix D(ν)

For what concerns underwater vehicles, D(ν) is mainly due to vortex shed-

ding and to the so-called skin friction that depends upon laminar and/or

turbulent boundary layer. For a generic rigid-body moving through an ideal

fluid D(ν) is real non-symmetric and

D(ν) > 0,∀ν ∈ R6 (3.17)
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holds true. Moreover, D(ν) can be highly nonlinear. For an underwater ve-

hicle moving at low speed, D(ν) is often assumed as diagonal with quadratic

damping terms only (see Eq.3.18). More information concerning its estima-

tion, as well as a mixed linear-quadratic damping model, is presented in

Section 4.2.2.

D(ν) = −diag
{
Xu|u||u|Yv|v||v|Zw|w||w|Kp|p||p|Mq|q||q|Nr|r||r|

}
(3.18)

For the sake of clarity, it is worth noting that at very low speed linear

damping brings instead the major contribution.

Gravitational and buoyancy effects vector gη(η)

In addition to damping forces, gravitational and buoyancy effects act on

underwater vehicles. In particular,

NW =

 0

0

mg

 , (3.19)

where m is the dry mass of the vehicle, g = 9.806 m/s2 is the gravitational

acceleration and it is worth noting that the gravitational effects act through

the CG.

NB = −

 0

0

ρgV

 , (3.20)

where V denote the total volume of the vehicle, ρ is the water density and it

is worth noting that the buoyancy effects act through the CB that usually

does not coincide with the CG. Reporting the quantities in the body-fixed

frame:
bW = (NRNb )>(NW ) (3.21)

bB = (NRNb )>(NB) (3.22)

Let us suppose that brb is the position of the CB, so the vector gη(η) can

be expressed as follows (× is the cross product and it is assumed again that



30 CHAPTER 3. PRELIMINARIES AND NOTATION

the body frame is centered in the CG):

bgη(η) = −

[
bW +b B
brb ×b B

]
, (3.23)

3.2 The Unscented Kalman Filter

It is well known that a dynamical system can be described by means of a set

of variables that completely characterize its state. Knowing the components

of this state means a complete description of the system. It is worth noting

that the definition of the system state is not unique, usually suggested from

basic physical hypotheses. Generally speaking, the evolution of a system is

described by a nonlinear time-varying equation of the form:

ẋ(t) = f(t,x(t),u(t)), (3.24)

where x(t) ∈ Rn is the state vector, f(•) a generic nonlinear, time-varying

function, and u(t) ∈ Rm is a vector of controlled inputs.

Generally speaking, the physical laws that describe the process are

partially known, or a full description might be too complicated, and thus

f(•) only tries to give a model for the system behavior. As a consequence,

a vector w(t) ∈ Rn is used to consider system uncertainty. Hence, Eq.3.24

becomes Eq.3.25.

ẋ(t) = f(t,x(t),u(t),w(t)), (3.25)

The direct knowledge of the system state might be unavailable and, a set

of measurements, usually called observations are usually present. A generic

measurement equation can be described with the following vector equation:

y(t) = h(t,x(t),u(t)), (3.26)

where y(t) ∈ Rp is the state vector, and h(•) a generic nonlinear, time-

varying function, and u(t) ∈ Rm is a vector of controlled inputs. As before,

a vector v(t) ∈ Rp is used with the aim of considering uncertainties. Hence,

Eq.3.26 becomes Eq.3.27.

y(t) = h(t,x(t),u(t),v(t)), (3.27)
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The dependence upon the input is possible but rarely verified in real appli-

cations. For example, a real resistor modeled with a pure resistance falls

in this case, but it is well known that modeling a real resistor with only

resistance is a rough assumption. In the following, strictly casual systems

will be considered.

For the ease of reading, explicit dependence on time t of the function argu-

ments will be omitted in the following.

The above treatment is true for continuous systems (the time t ∈ R), so it

is useful to introduce a discrete-time representation of Eq.3.25 and Eq.3.27.

In the following, a treatment valid for a uniform sampling with respect to

time (sampling time), which will be employed in the rest of the thesis, is

proposed. {
xk = fk−1 (xk−1,uk−1,wk−1)

yk = hk (xk,vk)
(3.28)

where k denotes the iteration number.

Suitable estimators of the system state are thus required to obtain a reliable

estimation of the system behavior (the system state). The majority are

based on the Bayesian statistics and in particular on the KF [Kalman, 1960]

or its extension EKF [Bar-Shalom et al., 2004] or UKF [Julier and Uhlmann,

2004], usually employed when system non-linearities arise.

The basic idea behind the KF or its variants lies on two steps:

• prediction: where the behavior of the system at the subsequent itera-

tion is predicted exploiting the current estimate and the model;

• update, also called correction: where, to improve the state estimate,

the predicted state is corrected using available measurements.

During the Ph.D. period, the UKF-based navigation filter position estima-

tion of an AUV, already developed and validated by the UNIFI DIEF, has

been further enhanced to manage speed measurements from the FLS and to

adapt on line its noise statistics. Therefore, its structure and main features

are described here below.

The Unscented Transform (UT), a deterministic sampling technique that

allows the computation of the mean and the covariance matrix of a Random

Variable (RV) that propagates through a generic nonlinear transformation,

is the foundation of the UKF. In particular, according to [Uhlmann, 1994],
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the UT is based on the following idea: it is easier to approximate a probabil-

ity distribution than it is to approximate an arbitrary nonlinear function or

transformation. Let us suppose that a ∈ Rna is a RV with mean a ∈ Rna and

covariance Pa ∈ Rna×na , and let us suppose that b = g(a) ∈ Rnb denote the

RV obtained propagating through the nonlinear function g(•) : Rna → Rnb .

It is well known that, by definition of mean and covariance of a RV with

probability distribution p(•) that undergoes a generic nonlinear transforma-

tion g(•) is:

E[g(x)] =

∫
X
g(x)p(x)dx, (3.29)

V ar[g(x)] =

∫
X

[g(x)− E[g(x)]][g(x)− E[g(x)]]>p(x)dx, (3.30)

where E[•] is the expectation, and X is the domain of x. Unfortunately,

generally speaking, solving Eq.3.29 and Eq.3.30 is not always feasible. The

UT of the RV a is indicated with UT (a, Pa, g(•)) and it can be obtained as

follows:

• first of all, it is worth noting that the minimum number of samples

required to produce the mean a and the covariance Pa (and there-

fore used to approximate the distribution of a) is na + 1 ([Julier and

Uhlmann, 2004]). In the following, the samples are called σ-points,

each one with the dimension of ∈ Rna . The choice of the σ-points is

not unique and a quite general form, as proposed in [Wan et al., 2001],

is presented.

According to [Wan et al., 2001], 2na + 1 σ-points X i, each one ∈ Rna

(column vectors), with i = 0, ..., 2na are generated. These σ-points are

put together in the matrix X ∈ Rna×2na+1 as follows:

X 0 = a

X i = a+
(√

(na + λ)Pa

)
i
, i = 1, . . . , na

X i = a−
(√

(na + λ)Pa

)
i−na

, i = na + 1, . . . , 2na

(3.31)

where λ = α2(na + κ) − na ∈ R is a scaling parameter. According

to [Wan et al., 2001], α ∈ R regulates the spread of the sigma points

around a and its standard values are in the interval 10−4 ≤ α ≤ 1.
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κ ∈ R is another parameter, often set to 3 − na (see [Julier et al.,

1995]).

• σ-points are propagated through the function g(•)

Gi = g (X i) ∈ Rnbi = 0, . . . , 2na (3.32)

• the mean b, the covariance Pa and the cross-covariance Pab are ob-

tained as follows:

b =

2na∑
i=0

W
(m)
i Gi (3.33)

Pb =

2na∑
i=0

W
(c)
i (Gi − b)(Gi − b)>, (3.34)

where W
(m)
i ∈ R and W

(c)
i ∈ R are the weights to compute the mean

and the variance, respectively. In particular, according to [Wan et al.,

2001],

W
(m)
0 =

λ

na + λ
(3.35)

W
(c)
0 =

λ

na + λ
+ 1− α2 + β, (3.36)

W
(m)
i = W

(c)
i =

1

2(na + λ)
, (3.37)

where for Gaussian distributions β = 2 is optimal. The solution used

in the rest of the work employs α = 1, κ = 0 (and thus λ = 0), and

β = 2.

The UT is the foundation of the UKF. When nonlinearities arise in the

state evolution and/or in the measurement function, UT is used to propagate

a RV through a generic nonlinear transformation. Assuming additive noise

(w and v) with zero-mean, white Gaussian distribution, an implementation

of the UKF algorithm is presented in Algorithm 1: x̂ is an estimate, P is

the state covariance, Q is the process noise and R is the measurement noise,

and
(
x̂0|0, P0|0

)
is the initial guess for the state and state covariance, where

the subscript j|k stands for “at iteration j given information up to the k-th

iteration.”

A brief discussion on the mathematical modeling of sensors and instruments
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Algorithm 1 UKF Algorithm

Algorithm:

Function UKF() /* Algorithm implementation */

Step Prediction() /* Prediction step */
Input : x̂k−1|k−1, Pk−1|k−1,f(•)k−1

Output: x̂k|k−1, Pk|k−1

(x̂k|k−1, P k|k−1) = UT (x̂k−1|k−1, Pk−1|k−1,f(•)k−1)

Pk|k−1 = P k|k−1 +Qk−1

end
Step Correction() /* Correction step */

Input : x̂k|k−1, Pk|k−1,h(•)k
Output: x̂k|k, Pk|k
(ŷk|k−1, Sk, P

xy
k ) = UT (x̂k|k−1, Pk|k−1,h(•)k)

Sk = Sk +Rk
Lk = P xyk S−1

k

µk = yk − ŷk|k−1

x̂k|k = x̂k|k−1 + Lkek
Pk|k = Pk|k−1 − LkSkL>k

end

end

that are typically employed in marine robotics for autonomous navigation

is presented in Appendix A.

3.3 2D FLS imaging model and phase correlation

technique

The acoustic insonification of the scene can be summarized upon three pa-

rameters: the azimuth angle (α), the elevation angle (β), and the delivering

range (R→). The return of acoustic waves continuously spanned along the

FLS Field Of View (FOV) is acquired by an array of transducers. The

physics of the transducers, given a particular range and bearing value, does

not permit to retrieve where, along the elevation angle, the acoustic return

comes from. In other words, the 3D information of the insonificated scene

is lost [Hurtós Vilarnau, 2014].

The area covered by an FLS that insonifies the sea bottom can be described

using spherical coordinates (R→, α, β). Let us assume a reference frame{
OFSxFSyFSzFS

}
centered on the FLS center with the x-axis pointing for-
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ward, the z-axis pointing down and the y-axis that completes a right-handed

reference frame.

Obviously, the position and orientation of the FLS with respect to the{
Obxbybzb

}
frame can be represented as follows (see Eq.3.38).

AFS =

(
bRbFS

bpFS

O> 1

)
, (3.38)

where bRbFS is the matrix between the FLS and the body reference system

and bpFS is the position of the FLS with respect to the CG expressed in the{
Obxbybzb

}
frame. In the following, with the uppercase will be indicated

a 3D point, whereas with the lowercase the same 3D point is projected on

the image plane. The coordinates of a generic 3D point FSP ∈ R3 in the{
OFSxFSyFSzFS

}
reference system, expressed in spherical coordinates, are

(see Fig.3.2):

FSP =

 X

Y

Z

 =

 R→ cosα cosβ

R→ sinα cosβ

R→ sinβ

 (3.39)

Figure 3.2: The imaging model of an FLS.

The nonlinear model that projects a 3D point FSP on the point FSp

belonging to the image plane is:

FSp =

[
x

y

]
=

[
R→ cosα

R→ sinα

]
=

1

cosβ

[
X

Y

]
. (3.40)
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More information can be found in [Walter, 2008] and [Negaharipour, 2012].

An image in the spatial domain is indicated with the lowercase i(x, y),

whereas an image in the Fourier domain is expressed with the uppercase

I(m,n). An image collected at a certain absolute time ti ∈ R is defined

as iti(x, y) or Iti(m,n) in the spatial and the Fourier domains, respectively,

where Iti(m,n) = F{iti(x, y)} and with F is denoted the Fourier Transform

(FT).

The phase correlation algorithm (or its variants), which is a Fourier-based

method, ([De Castro and Morandi, 1987] and [Reddy and Chatterji, 1996]),

has been widely use for registration of roto-translated optical images over

the years, such as in [Ojansivu and Heikkila, 2007], [Li et al., 2007] [Tz-

imiropoulos et al., 2010] or [Eustice et al., 2002], [Bulow et al., 2009], and

[Pfingsthorn et al., 2010] in the underwater domain; differently, its use in

SONAR imagery is less prevalent. In [Bülow et al., 2010] the phase corre-

lation method has been used with 2D SONAR range scans, whereas, with

regard to FLS applications, remarkable contribution can be found in [Hurtós

et al., 2015], and in the author’s work [Franchi et al., 2019a]. The key con-

cept is based on the so-called Fourier shift property. In the Fourier domain,

a shift between two functions (e.g., images) appears as a linear phase shift.

Given two images it1(x, y) and it2(x, y) with t1 < t2, let us suppose that

it2(x, y) is a translated and rotated replica of it1(x, y)

it1(x, y) = it2(x cos θ0 + y sin θ0 − sx,

− x sin θ0 + y cos θ0 − sy),
(3.41)

where sx ∈ R and sy ∈ R are the translation, which can be put together in

s =

[
sx

sy

]
∈ R2 and θ0 ∈ R is the rotation angle.

Their FT is

It1(m,n) =e−j2π(msx+nsy)It2(m cos θ0 + n sin θ0,

−m sin θ0 + n cos θ0).
(3.42)

When pure translations are considered (θ0 = 0, see Eq.3.43), Eq.3.42 be-

comes Eq.3.44.

it1(x, y) = it2(x− sx, y − sy), (3.43)
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It1(m,n) =e−j2π(msx+nsy)It2(m,n). (3.44)

In this case, from Eq.3.44, the normalized cross-power spectrum is

C(m,n) =
It1(m,n)I∗t2(m,n)∣∣It1(m,n)I∗t2(m,n)

∣∣ = e−j2π(msx+nsy), (3.45)

where ∗ denotes the complex conjugate. It is easy to note that the inverse

FT of Eq.3.45 (reported in Eq.3.46) is a 2D Dirac function centered on s

and its location can be found with Eq.3.47.

c(x, y) = F−1{C(m,n)} (3.46)

s =

[
sx

sy

]
= arg max

(x,y)
{c(x, y)} (3.47)

In conclusion, by solving Eq.3.47, the location of the peak of the cross-

power spectrum in Eq.3.45 can be obtained, and therefore the translation s

between it1(x, y) and it2(x, y) found (see Eq.3.43).

With regard to rotation estimation, one of the most popular methods is

the so-called Fourier-Mellin transform [Chen et al., 1994], and [Reddy and

Chatterji, 1996], which is employed to estimate both rotations and scale

changes; in the following, because the absence of scale ambiguities in FLS

images, rotation estimations only are described. Eq.3.42 can be rewritten

in terms of magnitude as:

Mt1(m,n) =Mt2(m cos θ0 + n sin θ0,−m sin θ0 + n cos θ0), (3.48)

where M denotes the magnitude of I. It is trivial to note that one magnitude

is a rotated replica of the other. Eq.3.48 can be represented using polar

coordinates as:

Mt1(r, θ) =Mt2(r, θ − θ0), (3.49)

Similarly to translation estimations, rotational movements can be therefore

retrieved by employing the phase correlation algorithm to the polar repre-

sentation of the Fourier transform magnitudes. Rotation estimation is then

converted to a shift estimation problem.
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In the rest of the thesis, because of the digital nature of the images involved,

the discrete case of the FT is employed. More information regarding phase

correlation applied to discrete case with subpixel translation estimation can

be found in [Foroosh et al., 2002], and [Alba et al., 2015].



Chapter 4

Main contributions

This chapter concerns the navigation framework developed during the Ph.D.

period. Exploiting the research background of the UNIFI DIEF in underwa-

ter navigation, the same filter architecture proposed in [Costanzi et al., 2016]

and [Fanelli, 2019] where attitude is estimated independently by means of

IMU, compass, and FOG data, is adopted. Here, the output of the attitude

estimator (namely roll, pitch, yaw angle, and their derivatives) is used as

input for the position estimation filter. If, on the one hand, it was decided

not to spoil the above-mentioned structure that has proven to be satisfyingly

reliable, on the other hand, the “old” solution has been augmented in order

to embed, within the position filter estimator, FLS measurements. This is

clearly shown in Fig.4.1.

In addition to this, the dynamic description of an AUV has been enhanced:

the surge damping model has been made suitable for an online estimation,

and the propulsion system model has been further investigated. Moreover,

in order to better the performance of the navigation filter, the UKF-based es-

timator proposed by UNIFI DIEF research group (see [Allotta et al., 2016b],

[Costanzi et al., 2019], and [Fanelli, 2019],) has been improved, proposing

an AUKF solution.

The overall situation is depicted in Fig.4.2.

In conclusion, this work is proposed to cover heterogeneous fields: from how

to retrieve the vehicle motion from an FLS (for navigation-aiding purposes

Section 4.1 or for 2D acoustic mapping Appendix A), to how to identify

some of the parameters involved in the AUV dynamics (see Section 4.2.2)

39
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Figure 4.1: Block scheme of the proposed navigation strategy. The attitude
estimation filter can be found in [Costanzi et al., 2016] and [Fanelli, 2019].

Figure 4.2: Block scheme of the proposed position estimation filter. It can
be a DR version, an UKF, or an AUKF one. The drag can be identified
online.

as well as to deal with a propulsion model when the knowledge of the ro-

tational speed of the motor is limited to the command drive (see Section

4.2.1). Lastly, the proposed AUKF estimator is described in Section 4.3. In

a few words, the intent was to enhance the state-of-the-art in underwater

navigation and mapping at the UNIFI DIEF, integrating an FLS as percep-
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tual sensor.

Before starting, it is worth describing the principal assumptions on which

this work is based. Most of them concern approximations in the dynamic

description of the AUV (assumptions 1 - 5), which ultimately affect the

modeling part of the estimator proposed in Section 4.3, whereas others are

related to FLS operations (assumption 6 - 8).

Assumption 1. Most of the dynamics of the AUV take place in the longi-

tudinal direction. In fact, the longitudinal direction is still that of minimal

resistance. In order to reduce battery consumption, AUVs usually performs

missions along the longitudinal direction.

Assumption 2. The body reference frame
{
Obxbybzb

}
is supposed to be

centered on the CG and aligned with the vehicle principal axes of inertia.

Hence, the mass matrix Mm can be considered as diagonal.

Assumption 3. The maximum speed of the vehicles of the UNIFI DIEF

MDM Lab fleet is not too high— around 1 m/s—thus, the coupling between

the dissipative effects can be neglected, leading to a diagonal damping matrix

D(ν).

Assumption 4. Gravitational gη(η), centripetal and Coriolis effects C(ν)

have been neglected, added masses are not considered. Sea currents are hy-

pothesized to be small.

The vehicle is supposed approximately neutrally buoyant with CG and

CB roughly located vertically on the zb axis. In such a situation, gη(η) is

approximated to the null vector. Underwater missions, for the most part, are

composed of phases within which the vehicle moves forward at an approxi-

mately constant speed (or at least rotations and jerky motions are minor).

As a consequence, under this assumption, centripetal and Coriolis contri-

bution is usually numerically negligible (the rotational speed of an AUV is

typically very low), and added masses do not produce any sensible effect. In

addition to this, generally, i.e. to correctly perform autonomous missions,

the absolute speed of the viscous fluid is much smaller than the speed of the

AUV relative to the viscous fluid. Therefore, the former can be neglected.

Assumptions 1 - 4 are similar to the ones made by the authors in [Allotta

et al., 2016b].
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Hence, the classic dynamic description of [Fossen et al., 1994] and reported

in Eq.3.10 can be simplified, for the longitudinal motion, with Eq.4.1.

mν̇1x = mu̇ = τ1x(ν,urpm) + F1(ν). (4.1)

In the case of quadratic damping model, F1(ν), obtained from the dy-

namic model in [Fossen et al., 1994], can be further simplified with the aim

of reducing the number of parameters:

F1(ν) = −
AfCuρν

2
1x sgn (ν1x)

2
, (4.2)

where m is the mass of the vehicle, ρ is the density of the water, Af is

the frontal area of the vehicle, and Cu is the drag along the surge axis.

Assumption 5. The four-quadrant motor characteristic is approximated

with
Ti(ν, urpmi) =

= sgn(urpmi)(ku
2
rpmi

− k|urpmi |g(sgn(urpmi)Va,i)

pp
),

(4.3)

where i refers to the i− th motor and

g(x) =


0 for x ≤ 0

x for 0 < x ≤ |urpmi | pp
|urpmi | pp for x > |urpmi | pp

(4.4)

, and where pp is the propeller pitch (a construction parameter), k is a

coefficient that relates motor thrust and propeller speed at bollard conditions

(i.e. when the advance speed Va,i = 0), see Eq.4.6, and Va,i, which is the

speed of the i− th motor, can be expressed as a function of the speed vector

ν:

Va,i =b nTmi

[
bν1 +b ν2 ×

(
bPmi −b 0

)]
(4.5)

k =
T (ν, urpm)

u2
rpm

∣∣∣∣
Va,i=0

(4.6)

It is worth noting that when the propeller pitch pp → 0, Eq.4.3 is not

defined. However, such propellers are not present in the market; indeed, the
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linear momentum of the fluid would not be modified, thus not producing a

motion. Assumption 5 has been already exploited by the authors in [Allotta

et al., 2016a] and further information can be found in [Pivano et al., 2009],

and [Carlton, 2012]. A more sophisticated description is presented in Section

4.2.1.

Assumption 6. Roll and pitch variations are limited and can be neglected.

For vehicles such as FeelHippo AUV, roll and pitch dynamics cannot be

actively controlled, but their variations are limited by hydrostatic stability.

However, when roll and pitch can be controlled, such as for Zeno AUV, typ-

ical autonomous missions do not excite these DOFs. Indeed, significant roll

changes might show instability, whereas pitch ones are usually not neces-

sary. Assumption 6 is used to take advantage of a simpler projection model

for the FLS, as it can be shown in the following. If roll and pitch varia-

tions are consistent, a tilt unit can be employed to maintain the FLS to an

approximately desired configuration.

Assumption 7. The FLS, which is mounted on the bow of the vehicle,

is positioned approximately parallel with respect to the sea bottom that is

supposed not to change abruptly in order to insonify wider areas.

Assumption 8. The elevation angle β (around 7°-10° for most of the typical

FLS devices) can be considered small.

Assumptions 7 and 8 make possible to take advantage of a 2D ap-

proximated model instead of a complete non-linear projection model (see

Eq.3.40). In other words, the projection FSp is substituted with the orthog-

onal projection FSp̂ as reported in Fig.3.2; thus, Eq.3.40 becomes Eq.4.7.

FSp̂ ≈

[
1 0 0

0 1 0

] X

Y

Z

 (4.7)

A similar proposal can be found, in [Ferreira et al., 2014], [Ferreira et al.,

2015], [Hurtós et al., 2015] and has been already exploited by the author in

[Franchi et al., 2018], and [Franchi et al., 2019a].

In light of the proposed imaging model, and neglecting roll and pitch vari-

ations (see Assumption 6), it can be seen that a 3-parameters Euclidean
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transformation (plane roto-translation) puts two different FLS views of the

same object in relation (a demonstration can be found for example in [Wal-

ter, 2008]). Hence, Fourier-based methods (see Section 4.1) that are known

to manage up to similarity transformations [De Castro and Morandi, 1987]

can be employed.

4.1 Linear speed estimation from FLS

The critical process through which a pair of overlapped images, obtained

from different viewpoints (namely two images that insonify a common re-

gion), are related to each other is called registration or, more specifically,

pairwise registration. In the last decade, researches have tried to use fea-

ture detection methods both at pixel and region. However, the presence

of stable and conspicuous features is necessary. Although computationally

heavy, a phase correlation method (see Section 3.3), is the most suitable to

face mutable underwater scenarios. To make this method work (it is worth

noting that this consideration is not limited to phase correlation), it is nec-

essary for an overlap between the images. Nevertheless, the magnitude of

the minimum overlapping area cannot be known a priori. Indeed, it can

depend upon the informative content of the insonified area. For example,

an overlapping close to 100% can produce incorrect results if the sea bot-

tom in uninformative; on the other hand, an overlap of about 50% can be

sufficient if a rich environment is present. For FLS applications, remarkable

contributions can be found in [Hurtós et al., 2013b], [Hurtós et al., 2015],

where this method is employed in 2D acoustic mosaicing, and author’s work

in [Franchi et al., 2019a], which represents the foundation of the following

treatment.

Here, the proposed solution is the core of the FLS-based linear speed estima-

tion, and it can be divided into three steps. In the first step, raw FLS images

are filtered and rotated in order to be pairwise aligned (Section 4.1.1). In

the second, the linear translation between two subsequent FLS images is

retrieved (Section 4.1.2). In the third step, the linear speed estimation is

computed (Section 4.1.3).
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4.1.1 Pre-filtering and alignment

For each step two subsequent raw FLS images (e.g. it1 and it2) are collected

together with their absolute acquisition times (e.g. t1 and t2).

The FLS is a device that intrinsically operates with polar variables (namely

range R→ and bearing angle α in Fig.3.2), but when the raw acoustic image

is created, it is usually represented in the Cartesian space. Therefore, a fan

shape, clearly visible in Fig.4.3, arises. This particular fan-shaped image

presents an abrupt transition between the actual image content (inside the

fan) and the background (outside the fan). Thus, when the FT is applied to

all the image content, frequency components not related to the real image

content are inevitably introduced. To overcome this issue, the fan-shaped

contour of FLS images is typically smoothed performing a windowing op-

eration (see the right FLS image in Fig.4.3) before applying the FT. More

information about windows function in the Fourier domain is presented, for

example, in [Harris, 1978]. Smoothing the raw FLS image implies a slight

loss in the image content (see the right FLS image in Fig.4.3). However, this

seems not to have negatively affected the speed estimation method. From

Figure 4.3: Image windowing procedure. Note the smooth contours on the
second image, especially on the top arc.

Eq.3.41, it can be noted that rotations and translations (if both present)

are coupled. Generally, it is well known that when quantities are coupled,

it might be difficult to estimate them separately. In the current literature,

several methods to address rotations between two images in the Fourier

domain have been presented. Arguably, one of the most popular is the so-

called Fourier-Mellin transform [Chen et al., 1994] and [Reddy and Chatterji,

1996], where rotational movement can be obtained using the phase correla-
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tion on the magnitude spectrum of the Fourier transform (represented with

polar coordinates). Although, this method has been extensively employed

with optical images (see for example [Bulow et al., 2009], and [Pfingsthorn

et al., 2010]) and with 2D SONAR range scans [Bülow et al., 2010], the con-

version to polar coordinates of the magnitude spectrum of the FT is a non

trivial problem [Averbuch et al., 2006], which can be further worsen from

the typical noise present in FLS images [Hurtós et al., 2015]. When deal-

ing with FLSs, other authors, such as [Hurtós et al., 2015], at the expense

of a coupling between rotations and translational displacements, computed

rotation estimation using the phase correlation in the spatial domain data

represented in polar coordinates. Because of the importance of rotation eval-

uation, the author has decided to retrieve them not working on images but

relying on specialized sensors and algorithms. That proposed by past Ph.D.

students of the MDM Lab in [Costanzi et al., 2016], thoroughly explained

in [Fanelli, 2019], and widely employed as the standard attitude estimator

on board the AUVs of the UNIFI DIEF MDM Lab fleet has been used (see

Fig.4.1). By knowing the location of the FLS, bpFS in Eq.3.38, the rotation

center position of the AUV and the output of the above-mentioned attitude

estimation filter, it1 can be rotated to be aligned with it2 . The situation is

clearly depicted in Fig.4.4. It is worth highlighting that because the acous-

tic insonification of a scene can produce different results according to the

relative attitude between the source (the FLS) and the target, the proposed

method may lead to registration issues when rotations are not small. Con-

versely, given the FLS acquisition rate (usually more than 1 Hz) and the

relatively slow dynamics of the underwater vehicle, this phenomenon can

usually be neglected.
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Figure 4.4: Images alignment.

4.1.2 Phase correlation for linear translation

The phase correlation technique is performed, and the translation s (see

Eq.3.47) between the two subsequent FLS images it1 and it2 is computed

from the peak on the normalized cross-power spectrum (Eq.3.45, Eq.3.46,

and Eq.3.47).

The typical noise present in FLS images leads to a cross-power spectrum

c(x, y) with several peaks in the spatial domain, and to overcome this is-

sue, filtering operations are necessary before applying Eq.3.46. Different

approaches can be pursued to accomplish such a task:

• apply a filtering action directly on the noisy FLS images. Unfortu-

nately, a rough knowledge of the image spectra might put in jeopardy

the success of phase correlation, eliding frequency components that

carry information. Indeed, a wrong filter choice could promote low

frequencies due for example to reflectivity transition from a sandy

area to vegetation and bury high ones that depend upon, for example,

object edges;

• apply a filter in the spatial domain after computing the inverse FT; in

this case, for example, a simple mean filter, which promotes high peaks

surrounded by peaks of smaller amplitude, might be a robust solution.

On the other hand, to the best author’s experience, working on the
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spatial domain performs, generally speaking, worse. Furthermore, the

bigger the size of the kernel is, the higher the computational burden;

• apply a filter in the frequency domain after computing the normalized

cross-power spectrum Eq.3.45 and before applying the inverse FT.

Hence, this way, the original image content is preserved, and filtering

operations take place after, leading to a much manageable surface of

c(x, y). It is worth highlighting that, in this case, the computational

burden remains the same by changing the filter parameters (such as

the cut-off frequency).

The latter option has been followed in the development of this work. With

the aim of maintaining the computational burden as low as possible, a non-

adaptive Low Pass (LP) Butterworth filter (a commonly used filter in image

processing), defined in Eq.4.8 and visible in Fig.4.5, has been tested, and

further references can be found in [Weeks, 1996]. The final tuning parame-

ters have been obtained after testing different combinations. A fourth-order

Butterworth filter with a cut-off frequency of 60 pixels (the image resolution

is 894x477 pixels) has been found to be the best solution in terms of overall

behavior. Because the choice of the cut-off frequency (as well as the fil-

ter order) is not adaptive, its performance might have issues when different

kinds of sea bottom (e.g. sandy, rocky or when feature-rich environments

are present) are encountered. On the other hand, the achieved results seem

not to be significantly affected by this fact, at the same time keeping the

complexity low.

H(m,n) =
1

1 + (D(m,n)
D0

)2l
, (4.8)

where H(m,n) is the transfer function, D0 is the cutoff frequency, l is the

filter order, and D(m,n) =
[
(m−M/2)2 + (n−N/2)2

]1/2
, where M is the

number of columns and N is the number of rows. Regardless of the specific

filtering approach, the amplitude of the normalized cross-power spectrum

gives a measure of the goodness of the obtained translation and a binary
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Figure 4.5: The module of a LP Butterworth filter. The filter order is 4 and
D0 is 110.

acceptance law, based on the value of cr in Eq.4.9 is performed.

cp = max{c(x, y)}

cr = 1− c(x, y)

cp
,

(4.9)

where c(x, y) is the average value of the normalized cross-power spectrum

and cp is its actual peak. In Fig.4.6 and Fig.4.7, the normalized cross-power

spectrum c(x, y) is shown both without and with the above-mentioned LP

filtering action to C(m,n), respectively. The presence of the LP filter leads

to a surface where the peak is clearly visible and thus simpler to detect (see

Fig.4.7).
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(a)

(b)

Figure 4.6: The spatial domain representation of the normalized cross-power
spectrum c(x, y). 3D (a) and 2D (b) version. (b) is zoomed in on the peaks.
Note the presence of several peaks close to the right one that could negatively
affect the peak detection procedure.
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(a)

(b)

Figure 4.7: The spatial domain representation of the normalized cross-power
spectrum after the application of an LP Butterworth filter. 3D (a) and 2D
(b) version. (b) is zoomed in on the main peak. Note the presence of a
unique and recognizable peak.
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4.1.3 Body speed estimation

Given the exact (absolute) arrival time of the two FLS images t1 and t2 and

the retrieved translation s (see Eq.3.46), the latter is mapped from pixel

to meters (or another similar physical quantity) by taking advantage of the

following (linear) transformation:

S = R→MAX

s

h
, (4.10)

where s =

[
sx

sy

]
∈ R2 is a distance in pixel, S =

[
Sx

Sy

]
∈ R2 is the

same physical quantity expressed in meters, R→MAX is the maximum range

delivered by the FLS, and h is the maximum FLS range expressed as number

of rows (pixel) in the FLS image (see Fig.4.8). The conversion factor
R→MAX

h

in Eq.4.10 is true for displacement along the rows of the image, but it is

an approximation for those along the columns. Exploiting Assumption 1

(most of the AUV’s motion takes place along the surge axis) and given the

placement of the FLS (usually mounted at the bow of the vehicle pointing

forward), the majority of the displacements takes place along the row of the

images, and the approximation can be sufficient. At this point, the body

Sonar Range

Number of Rows

Max Range

Min Range

Figure 4.8: Conversion from pixel to meters (or another similar physical
quantity).

speed estimation can be easily computed.

bν1 =
bS

t2 − t1
. (4.11)

It should be stressed that in light of the proposed method, only the speed in

the plane xbyb can be obtained. Nevertheless, the speed along the zb-axis can

be estimated using the DS. Before using the retrieved speed as input for the
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navigation filter, its value is checked with the maximum performance that

the AUV is able to carry out. In particular, if the longitudinal and lateral

speeds do not fall inside specific ranges, the retrieved velocity is discarded;

the oldest image, namely it1 , is deleted, and a new one is acquired. A

complete overview of the proposed method is depicted in Fig.4.9.
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0

Figure 4.9: The workflow of the speed estimation method exploiting FLS
images.
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A first offline evaluation of the proposed solution is depicted in Fig.4.10.

Here, a comparison between data gathered from a Nortek DVL1000 DVL

and linear speed estimation obtained with a Teledyne BlueView M900 2D

FLS is presented (for the interested reader more comparisons can be found

in [Franchi et al., 2018], and [Franchi et al., 2019b]). In particular, an un-

derwater mission, performed at the ERL SAUC-E 2018 competition held in

La Spezia (Italy) in July 2018 with FeelHippo AUV at a depth of 2 m with

a reference longitudinal cruise speed of 0.5 m/s, is used. The total mission

lasted around 960 s covering approximately 220 m with a maximum range

(R→MAX ) of 10 m for the FLS. For the sake of clarity, only a portion of

the complete underwater mission is shown. It is worth noting that the un-

derwater scenario presented both areas where the seafloor contained a high

informative content (two underwater structures approximately 2.2×3.2×1.2

m were located on the seafloor, see Fig.4.11) and regions where seafloor was

uninformative (in other words unaltered and flat). Due to this, looking at

Fig.4.10, it is clear that a gap between subsequent FLS-based speed estima-

tions is present. A navigation filter must work continuously, so these “blind

spots” are not allowed. Since FLS-based speed estimations are affected by

the underwater scenario, which is an unpredictable condition, relying on dif-

ferent sources becomes necessary. If cooperation between the FLS and the

DVL occurs and standard sea bottom scenarios are present, the solution can

work safely. Otherwise, if the DVL contribution lacks, a model-based navi-

gation approach is proposed. In other words, some underwater sea bottoms

do not present any informative content, and therefore it is not possible to

understand the vehicle motion from the FLS images. In such situations, lin-

ear speed estimation must be obtained from other sources, for example, the

DVL if present and works correctly and/or a dynamic model of the vehicle.

How the dynamic model of the vehicle has been enhanced and improved in

the framework of this work is discussed in Section 4.2.
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Figure 4.10: Body-speed comparison along surge axis: readings from Nortek
DVL1000 are depicted in red, whereas the FLS-based estimations are in
green.

ERL Emergency Robots – Rule book                    

© 2017 European Robotics League       94    Revision 1.5 

participant team). A map with the positions and IDs of the pipes and of the valves located underwater 
will be given to the teams. 

Departing from each of the piping assemblies, two pipes at least 3 m long will be present (see Figure 
42).Each of these pipes will be identified by an ID number (from 1 to 4) painted in black colour on the 
pipe surface. This ID number indicates to which of the land pipes the underwater pipe is logically 
connected. A red marker marks the leaking pipe as seen in Figure 43 

 

Figure 41. Piping assembly structure.. The structure, composed of yellow pipes, has the following dimensions: 2 
m (front area) x 3 m x 1.8 m (height). 

 

 

Figure 42. Pipe composed of yellow cylinders (OD=0.5 m). Two pipes will be positioned starting from the 
piping assembly. The pipes will be at least 3 m long. 

 

Figure 4.11: One of the two underwater structures at the ERL SAUC-E
2018 challange.

4.2 AUV dynamic model

4.2.1 Propulsion model

With regard to the propulsion model presented in Eq.4.3, new tests with

the aim of obtaining a complete characterization of the propulsion system

BlueRobotics T200 [Blue Robotics Inc., 2019] have been conducted [Franchi

et al., 2019a], and the experimental work presented by the authors in [Allotta

et al., 2017] has been improved. In particular, new tests have been performed
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with different voltage supplies to gain more insight into the propulsion sys-

tem. To this end, a new test rig has been designed and developed, see

Fig.4.12. Furthermore, taking into account dead-zones between the com-

mand drive and the motor thrust, the propulsion model presented in Eq.4.3

and proposed in [Allotta et al., 2017] has been enhanced, and the final result

is shown in Eq.4.13. More information concerning the test rig design and

the new tests can be found in [Pagliai, 2019].

A quantitative evaluation of the analytical expression in Eq.4.3 requires the

knowledge of the propeller pitch pp, which is a construction parameter (usu-

ally provided by the manufacturer), and of the coefficient k. This relates

motor thrust and propeller speed at bollard conditions (i.e. when the ad-

vance speed Va,i = 0), see Eq.4.6. Bollard thrust tests have been performed

in a testing pool, and the thrust-propeller rotational speed-voltage supply

triad has been measured in several working conditions.

Voltage supply has been increased at discrete steps: 12.0, 14.0, 16.0, 22.0,

and 25.2 V, and for each value, the thrust has been measured varying the

propeller rotational speed. Because of the asymmetry of the BlueRobotics

T200 propeller, both forward (first quadrant motor operation) and back-

ward (third quadrant motor operation) tests have been conducted. The

complete results are presented in Fig.4.13 and Fig.4.14, where the bollard

coefficients are 0.0128 Ns2 and -0.008753 Ns2 for the forward motion and the

backward one, respectively. In the first case, the coefficient of determination

R2 defined in Eq.4.12 is 0.9922, whereas in the second it is 0.9639.

R2 = 1− SSres

SStot
, (4.12)

where SSres is the sum of squares of residuals and SStot is the total sum

of squares. At bollard conditions, given a specific command drive, the

more the voltage level, the more the absorbed current and, therefore, the

greater the rotational speed and the exerted thrust. However, the relation-

ship between the rotational speed and the respective thrust remains always

the same (see Fig.4.13 and Fig.4.14). This is not surprising, as, at bollard

conditions, the relationship is only affected by the propeller and nozzle ge-

ometry. The results presented in Fig.4.14 (backward motion) are slightly

worse because of the compression localized on the load cell, leading to small

skids. This is due to the connection clearance between the load cell and the



58 CHAPTER 4. MAIN CONTRIBUTIONS

test rig bar, which adversely affects the measurements, see Fig.4.12.

The experimental test rig set-up was composed of a TAS510 load cell by HT

Sensor Technology CO., LTD [HT Sensor Technology CO.,LTD, 2019], and

a CF350-FFT spectrum analyzer by ONO SOKKI CO., LTD [ONO SOKKI

CO.,LTD, 2019] for precise rotational speed measurements for the propeller.

To amplifying the thrust exerted by the motors mechanically, a leverage

system composed of standard aluminum profiles was designed. More specif-

ically, the thrust measurement is obtained as the result of the ratio between

the thruster arm and the cell arm, and their lengths can be easily regulated

by a screw. A schematic representation is visible in Fig.4.12b).

(a) Physical system. (b) Schematic representation.

Figure 4.12: The experimental test rig set-up. a) the physical system,
whereas b) a schematic representation.
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(a) Thrust-rotational speed

(b) Thrust-rotational speed-voltage

Figure 4.13: Bollard thrust tests for the forward motion (first quadrant
motor operation).
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(a) Thrust-Rotational speed

(b) Thrust-Rotational speed-voltage

Figure 4.14: Bollard thrust tests for the backward motion (third quadrant
motor operation).

Currently, during underwater operations, FeelHippo AUV, MARTA AUV,

and Zeno AUV are not equipped with a sensor able to measure the ac-

tual propeller rotational speed, such as Hall effect-based speed sensors (see

Section 2); but only its reference value is available. Conversely, exploit-

ing Assumption 4 and noting that the propulsion system normally presents

fast dynamics with respect to the relatively slow dynamics of the vehicle

counterpart, the committed error can be considered a further approxima-

tion with respect to the one already introduced by the four-quadrant motor

characteristic in Eq.4.3 and Eq.4.13 such that, even if it represents a sat-

isfying description, it inevitably introduces unknown model errors. Briefly,

reference values for the rotational speed below a certain threshold are not

followed, where the drive command signal is not sufficient to produce a ro-

tational movement for the thruster.

In Fig.4.15, it can be noted that the minimum rotational speed that can be

obtained depends on the voltage supply. Indeed, given a certain command

drive logic, the lower the supply voltage, the less the output voltage. Fur-

thermore, the resulting behavior is not affected by the direction of motion.
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To prove this, the slopes of the lines depicted in Fig.4.15 are almost the

same (in absolute value), at -0.5974 and 0.5866. This is not surprising, as it

is known that a linear relation between rotational speed and voltage supply

holds for a Direct Current (DC) motor.

The point to highlight from the above treatment is that in case of the un-

availability of direct speed measurements, the relationship between thrust

and command driver needs to be thoroughly investigated.

(a) Forward motion

(b) Backward motion

Figure 4.15: Relation between the boundary values for the dead-zone and
the supply voltage level.

In conclusion, Eq.4.3 becomes Eq.4.13.

Ti(ν, ûrpmi) =

= d(ûrpmi ,V)[sgn(ûrpmi)(kû
2
rpmi

− k|ûrpmi |g(sgn(ûrpmi)Va,i)

pp
)],

(4.13)

where ûrpmi is the reference value for the rotational speed of the i−th motor,
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Main propulsion model parameters

Propeller pitch (pp) [m/rev] 0.094
Forward bollard coefficient k+ [Ns2] 0.0128
Backward bollard coefficient k−

[Ns2]
-0.008753

Forward dead-zone boundary limit
u+
rpm [Hz]

4.8833 + 0.5866(V − 14)

Backward dead-zone boundary
limit u−rpm [Hz]

−4.8167− 0.5974(V − 14)

Table 4.1: Main propulsion model parameters.

V is the voltage supply, and d(x) is defined in Eq.4.14.

d(x,V) =


0 for x ≥ u−rpm(V)

0 for x ≤ u+
rpm(V)

1 otherwise

, (4.14)

where u−rpm (backward motion) and u+
rpm (forward motion) are the boundary

values for the dead-zone that depend upon the voltage supply level. If the

reference value for the rotational speed falls within this interval, the exerted

thrust is zero.

4.2.2 Online surge dynamic estimator

Regardless of the specific mission the underwater vehicle (ROV or AUV) is

required to perform, the estimation of its dynamic parameters is of utmost

importance: from Kalman-based state estimators to linear or nonlinear con-

trollers, such as [Cristi et al., 1990], [Healey and Lienard, 1993], [Li and Yan,

2016], and [Rypkema et al., 2018].

Historically, the first solutions resorted to towing tank trials applied both to

the involved underwater vehicle or to a scaled version [Caccia et al., 2000].

With the increasing computing power of modern computers, Computational

Fluid Dynamics (CFD) methods have become more widespread through-

out the years. Although they can provide a complete description of the

vehicle in terms of model identification, the total cost and complexity are

often strong disadvantages. In addition to this, with the increasing pres-
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ence in the market of modular or reconfigurable vehicles ([Allotta et al.,

2014], [Pettersen et al., 2018], [Manley et al., 2018], and [Pagliai, 2019]), a

method able to cope the change in vehicle configuration or vehicle geom-

etry (such as propeller and payload configuration) becomes necessary. To

overcome these issues, identification methods that exploit onboard sensor

readings have emerged as a strong and reliable alternative. The underlying

idea is based on measuring the vehicle response under known excitactions.

As suggested by [Eng et al., 2015], such solutions, which allow AUV dynam-

ics to be identified more rapidly, are called onboard system identification or

in-field identification.

For what concerns the world of underwater vehicle (both ROVs and AUVs),

EKF estimators as [Marco et al., 2005] and [Luque et al., 2009], Least

Squares (LS) or Recursive Least Squares (RLS) methods as in [Goheen and

Jefferys, 1990], [Ziani-Cherif et al., 1997], [Caccia et al., 2000], [Martin and

Whitcomb, 2013], [Eng et al., 2015], and [Allotta et al., 2018], or adaptive

techniques as [Smallwood and Whitcomb, 2003] have been proposed.

Throughout the years, more complex solutions have been presented. Just to

name a few, in [Xu et al., 2013] an hybrid solution based on LS and Support

Vector Machines (SVM) is discussed. In [Sabet et al., 2017], the main hy-

drodynamic parameters of an AUV are estimated; in particular, Cubature

Kalman Filter (CKF) and Transformed Unscented Kalman Filter (TUKF)

methods are tested. In [Chou et al., 2017], the AUV poses are obtained

using laser images captured by an onboard camera; a genetic algorithm is

used to retrieve the hydrodynamic coefficients.

The approach followed in this thesis has always headed towards a solution

able to maintain the computational burden as low as possible, keeping in

mind a possible future online implementation on the vehicles of the UNIFI

DIEF MDM Lab fleet.

As a consequence, in the following, a light-weight, online stand-alone tech-

nique able to estimate online the longitudinal drag (since most of the AUV

dynamics take place in this direction) is presented. Differently from LS

methods that intrinsically adapt some parameters over a complete data set,

or RLS techniques that present in any event a computational complexity

that is O
(
N2
)

(N is the size of the data window), the proposed solution

instead, adapting the estimation to the current sensors readings, posses al-
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ways the same computational complexity.

Given a vectored variable

t = ζ(ξ,λ) + ε, (4.15)

where t ∈ Rt is called target function, ζ(ξ,λ) is deterministic function ∈ Rt,
ξ ∈ Rx is a generic input variable, λ ∈ Rl·t is a set of parameters, and

ε ∈ Rt is a zero mean Gaussian vectored random variable with σ2
E ∈ Rt×t

covariance matrix. Let us assume that ζ(ξ,λ) is a linear combinations of

fixed nonlinear functions of the input variables ξ, of the form

ζ(ξ,λ) = L(λ)>φ(ξ), (4.16)

where φ(ξ) is a nonlinear map φ : Rx → Rl (φj are the elements of φ, called

basis function with φ0(ξ) = 1), and L(λ) is a ∈ Rl×t matrix that collects

the parameters λ.

Pure quadratic damping model

In Chapter 4, in light of Assumptions 1 - 4, it is shown how the complete

dynamic model presented in Eq.3.10 can be simplified into Eq.4.1 with the

drag description in Eq.4.2. Eq.4.17 can be rewritten in a more compact form

as:

mν̇1x = mu̇ = τ1x(ν,u)− δQxν2
1x sgn (ν1x) , (4.17)

where δQx =
AfCuρ

2 puts together all the parameters involved in the longi-

tudinal drag and where the parameter to be estimated is δQx.

The general treatment presented in Eq.4.15 and Eq.4.16 can be therefore

strongly simplified to the scalar case. In particular, the problem can be

defined as follows:

t = ζ(ξ,λ) + ε, (4.18)

where t = τ1x(ν,u)−m ˙ν1x, ξ = ν1x, ζ = λ0φ0 +λ1φ1 with φ(ξ) =

[
φ0

φ1

]
=[

1

ν2
1x sgn (ν1x)

]
and L(λ) =

[
λ0

λ1

]
=

[
0

δQx

]
and ε ∈ R is a zero mean
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Gaussian random variable with variance σ2
ε .

Let us define an error metrics as:

E(λ) =
1

2

{
t−L(λ)>φ (ξ)

}2
=

=
1

2

{
τ1x(ν,u)−mν̇1x − δQxν2

1x sgn (ν1x)
}2
,

(4.19)

where E(λ) ∈ R+ is the L2-norm whose gradient is:

∇E(λ) =
{
t−L(λ)>φ (ξ)

}
I(2)φ(ξ), (4.20)

where I(2) is the 2D identity matrix. The second element of ∇E(λ) is

therefore:

[τ1x(ν,u)−mν̇1x − δQxν2
1x sgn (ν1x)]ν2

1x sgn(ν1x). (4.21)

By applying the technique of stochastic gradient descent [Bishop, 2006] to

Eq.4.18 with the error defined as in Eq.4.19 a sequential estimation technique

can be obtained, see Eq.4.22

δk+1
Qx = δkQx − ηk∇E(λ)k, (4.22)

where k denotes the iteration number, η ∈ R+ is a rate parameter and

∇E(λ)k is the gradient of E(λ) at the iteration k. The value of η needs

to be chosen with care in order to have algorithm convergence, see [Bishop,

2006]. In the considered case, Eq.4.22 becomes Eq.4.23.

δk+1
Qx = δkQx− ηk{[τ1x(ν,u)−mν̇1x− δQxν2

1x sgn(ν1x)]ν2
1x sgn(ν1x)}k. (4.23)

ν1x is obtained by means of devices able to measure the linear speed of the

vehicle, such as the DVL and/or the FLS as explained in section 4.1, whereas

ν̇1x is obtained through an IMU. Usually, acceleration measurements are too

noisy to be used as the raw output of the instruments so, even if a filter is

applied on accelerometer measurements (see [Fanelli, 2019]), it has been de-

cided to give less importance to conditions where inertial contributions are

not negligible. To do so, underwater missions at constant speed have been
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performed, and situations, where the vehicle speed is too low with respect

to the reference value, were not considered. Moreover, since the adopted

model does not take into account for example added masses (see Eq.4.17),

data at steady-state conditions better the description in Eq.4.17.

The proposed solution has been preliminarily validated in post-processing

by means of data gathered during real underwater missions. In particular,

simulations have been performed with data gathered during sea trials in La

Spezia (Italy) at the NATO STO Centre for Maritime Research and Experi-

mentation (CMRE) with FeelHippo AUV in 2018. The mission was executed

at the desired depth of 2 m with a reference longitudinal cruise speed of 0.5

m/s for longer transects, and 0.3 m/s for shorter ones and it lasted 700 s

covering approximately 220 m. With the aim of assessing the steady-state

behavior of the proposed solution with respect to the initialization, δ0
Qx has

been changed in a range from zero to the double of the final estimation

value (with η fixed), and the final results are given in Fig.4.16 and Fig.4.17.

In the former, the estimation is compared with the iterations of the tested

algorithm. In contrast, in the latter, it is compared with the absolute time

of the data gathered during the underwater mission. In Fig.4.17 intervals

where the estimation remains fixed to a certain value are visible. This is be-

cause the proposed algorithm is made to work only when the vehicle moves

at approximately constant speed (for example, turns are not considered).

In addition to this, it can be noted that the proposed solution always con-

verges to a value close to the one predicted by the LS estimator. To test

the steady-state behavior of the proposed solution with respect to the rate

parameter, η has been changed (with δ0
Qx fixed) and the final results are

shown in Fig.4.18 and Fig.4.19. In the former, the estimation is compared

with the iterations of the tested algorithm. In contrast, in the latter, it is

compared with the absolute time of the data gathered during the underwa-

ter mission. It can be noted that, although the bigger the rate parameter is,

the faster the convergence, an undesired oscillating behavior takes place.
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Figure 4.16: δQx estimation compared with the iterations of the tested algo-
rithm. By varying δ0

Qx, the proposed solution converges to the same value,
which is in accordance with the LS estimator. Data gathered at the NATO
STO CMRE with FeelHippo AUV on the 18th of July 2018. η = 0.1.
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Figure 4.17: δQx estimation compared with the absolute time of the data
gathered. By varying δ0

Qx, the proposed solution converges to the same
value, which is in accordance with the LS estimator. The algorithm stops
predicting when the vehicle does not move straight at approximately con-
stant speed. Data gathered at the NATO STO CMRE with FeelHippo AUV
on the 18th of July 2018. η = 0.1.
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Figure 4.18: δQx estimation compared with the iterations of the tested algo-
rithm. For small values of η the proposed solution converges slower, but os-
cillating behaviors are prevented. Data gathered at the NATO STO CMRE
with FeelHippo AUV on the 18th of July 2018. δ0

Qx = 50.
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Figure 4.19: δQx estimation compared with the iterations of the tested al-
gorithm. For small values of η the proposed solution converges slower, but
oscillating behaviors are prevented. The algorithm stops predicting when
the vehicle does not move straight at approximately constant speed. Data
gathered at the NATO STO CMRE with FeelHippo AUV on the 18th of
July 2018. δ0

Qx = 50.
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Linear-quadratic damping model

According to [Fossen et al., 1994], a simple quadratic damping in the model

may produce an oscillatory behavior at low speed; thus, both linear and

quadratic damping terms should be included. To this end, a mixed linear-

quadratic damping model for the longitudinal drag has been considered. In

this case, the longitudinal motion model becomes:

mν̇1x = mu̇ = τ1x(ν,u)− δQxν2
1x sgn (ν1x)− δLxν1x, (4.24)

where δLx is the coefficient that takes into account the linear damping and

the other symbols have the same meaning of Eq.4.17. Moreover, the terms

in Eq.4.18 now become t = τ1x(ν,u)−m ˙ν1x, ξ = ν1x, ζ = λ0φ0+λ1φ1+λ2φ2

with φ(ξ) =

 φ0

φ1

φ2

 =

 1

ν2
1x sgn (ν1x)

ν1x

 and L(λ) =

 λ0

λ1

λ2

 =

 0

δQx

δLx

.

By applying the procedure explained in the previous paragraph, it is easy

to find that the gradient in Eq.4.23 becomes:

∇E(λ) =
{
t−L(λ)>φ (ξ)

}
I(3)φ(ξ), (4.25)

where I(3) is the 3D identity matrix. The second and third element of

∇E(λ) are:

[
τ1x(ν,u)−mν̇1x − δQxν2

1x sgn (ν1x)− δLxν1x

]
ν2

1x sgn(ν1x), (4.26)

and

[
τ1x(ν,u)−mν̇1x − δQxν2

1x sgn (ν1x)− δLxν1x

]
ν2

1xν1x, (4.27)

respectively. Therefore, the updated law is:

δk+1
Qx = δkQx − ηk{[τ1x(ν,u)−mν̇1x − δQxν2

1x sgn(ν1x)− δLxν1x]ν2
1x sgn(ν1x)}k

(4.28)

δk+1
Lx = δkLx − ηk{[τ1x(ν,u)−mν̇1x − δQxν2

1x sgn(ν1x)− δLxν1x]ν1x}k

(4.29)
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As in the previous case, the proposed solution has been preliminary validated

with the same data, but here the situation is more complicated. Indeed, the

steepest descendent method tries to locally minimize a convex functional

(E(λ) = 1
2

{
t−L(λ)>φ (ξ)

}2
in this case) by means of the gradient direc-

tion. For the mixed linear-quadratic damping model, Eq.4.19 becomes:

E(λ) =
1

2

{
τ1x(ν,u)−mν̇1x − δQxν2

1x sgn (ν1x)− δLxν1x

}2
. (4.30)

Here, it is easy to understand that τ1x(ν,u) − mν̇1x − δQxν
2
1x sgn(ν1x) −

δLxν1x = 0, given τ , mν̇1x, and ν2
1x presents infinite solutions for δQx, δLx

(all the points that lie on the line), see Fig.4.20. Therefore, the algorithm

Figure 4.20: The functional E(λ) defined in Eq.4.30 and the line τ1x(ν,u)−
mν̇2

1x − δQxν2
1x sgn(ν1x)− δLxν1x = 0 in red.

leads to different estimates that depend upon, for example, the initial guesses

δ0
Qx, δ0

Lx. This ambiguity is obviously not welcome. As a consequence, if

any constraint is imposed for δ0
Qx, δ0

Lx, this modeling has decided not to be

adopted. In the following, the pure quadratic damping model presented in

the previous paragraph is employed.
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4.3 Adaptive Unscented Kalman Filter

This section covers the proposed solution for what concerns Adaptive Kalman

Filters (AKFs) with particular emphasis to AUKFs. After an overview of

the problem, the proposed solution is presented.

Adaptive estimation under uncertain parameters comprises the system model

(f(•),h(•)) or the statistical information through the matrices (R,Q). In

the following, it is assumed that the description of the system through

f(•),h(•) is acceptable, and the adaptation is performed on the filter statis-

tics R,Q. It is well known that the KF is an optimal estimator in the

Minimum Mean Square Error (MMSE) sense under the assumption of lin-

ear models and white Gaussian properties for the initial state and all the

noises [Bar-Shalom et al., 2004], and it has been widely used in many ap-

plications and fields; navigation, target tracking, and control are just a few

examples. Generally speaking, the optimality of the estimation algorithm

depends upon the quality of the a priori information about the noise statis-

tics (process noise and measurement noise) and, unfortunately, in practical

situations are either unknown or approximately known. A poor knowledge

of the a priori filter statistics will either worsen the precision of the estimator

[Obsharsky et al., 1969] or lead to unwanted estimation errors or filter di-

vergence [Mehra, 1972]. To overcome the above-mentioned issues the most

common method is the AKF (or its variants applied to EKFs or UKFs).

Adaptive techniques intrinsically place less reliance on a priori information.

On the one hand, the problem of unknown or approximately known noise

statistics is solved by continuously exploiting the filter learning history. On

the other hand, having a dynamic adaptation that evolves in a dynamic en-

vironment may lead to better performance [Mohamed and Schwarz, 1999].

As firstly suggested by [Mehra, 1972], AKF methods can be divided into

four approaches:

• Bayesian methods;

• correlation;

• maximum likelihood;

• covariance matching.
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Example of Bayesian methods are Multiple Model Adaptive Kalman Fil-

ter (MMAKF), where a bank of KFs with different models for R,Q run

simultaneously in parallel [Li and Bar-Shalom, 1994], state augmentation-

based methods [Wan and Nelson, 2001] or variational Bayesian approaches

[Sarkka and Nummenmaa, 2009] and [Huang et al., 2017]. Correlation-based

solutions try to estimate the noise covariance matrices by using, at differ-

ent lags, the sample autocorrelation functions of the innovations [Bélanger,

1974], [Odelson et al., 2006], and [Åkesson et al., 2008]. Maximum Like-

lihood Estimation (MLE) techniques formulate the estimation problem as

maximization of the likelihood function associated with the observed data

and contributions can be found in [Bavdekar et al., 2011], [Zagrobelny and

Rawlings, 2015], and [Mahmoudi et al., 2017]. The main drawback of this

method is the computational cost that often forces towards simplified struc-

tures for the matrix R,Q. Lastly, covariance matching methods estimate

R,Q, comparing online estimates of residual or innovation covariances (com-

puted either over the entire data set or, more often, over a moving window)

and their theoretical values. The main advantage is the low computational

burden as well as flexibility, and more information will be provided in the

following.

The above-mentioned methods are not limited to KFs, and they can be

suitably applied to their nonlinear counterparts. For what concerns UKF,

AUKF proposals can be found for example in [Zhou et al., 2010], [Sun et al.,

2011], [Hajiyev and Soken, 2014], [Zagrobelny and Rawlings, 2015], [Gao

et al., 2015], and [Zheng et al., 2018], whereas marine robotics applications

are very limited and few contributions can be found in [Zhu et al., 2009] and

[Liu et al., 2019], where only simulations are presented and [Liu et al., 2014]

and [Mehrjouyan and Alfi, 2019], where data obtained during sea trials are

post-processed. In addition to this, generally speaking, adaptive filtering

in the marine field has not been completely tackled yet and, to the best

author’s knowledge, only one remarkable experimental contribution can be

found in [Davari and Gholami, 2016]. In conclusion, adaptive filtering for

underwater vehicle navigation is still a niche and open problem. Although

the mathematical and theoretical foundations have been widely investigated

since the ’70s, applications to online underwater navigation are minimal.



4.3. ADAPTIVE UNSCENTED KALMAN FILTER 75

4.3.1 Problem formulation and proposed solution

The proposed solution can be classified as a covariance matching-based me-

thod applied to UKFs. One of the first covariance matching approach can

be attributed to [Sage and Husa, 1969] and afterward, relying on more solid

assumptions to [Mehra, 1972] for KFs. Over the years different covariance-

matching approaches have been proposed tailored for KF, EKF, and UKF

estimators. In particular, generally speaking, results obtained under stan-

dard KF hypotheses are extended to the other estimators.

From Eq.3.28, assuming additive noise, Eq.4.31 can be obtained.{
xk = fk−1 (xk−1,uk−1) +wk−1

yk = hk (xk) + vk
(4.31)

For the sake of clarity, the symbols in Eq.4.31 are here defined again.

w ∈ Rna and v ∈ Rp are modeled as zero-mean stationary white noise

(initial state and process and measurement noises are assumed to have zero

cross-correlation), and f(•) and h(•) are two generic nonlinear, time-vary-

ing function. u(t) ∈ Rm is a vector of controlled inputs, x ∈ Rna is the state

vector, y ∈ Rp is the output vector, E
[
wk−1w

>
k−1

]
= Qk−1 ∈ Rna×na , and

E
[
vkv

>
k

]
= Rk ∈ Rp×p.

The residual vector is defined as υk = yk−hk(xk|k) ∈ Rp and the innovation

vector is µk = yk − hk(xk|k−1) ∈ Rp×p.

Adaptive estimation of R

For what concerns the estimation of the matrix R, from the equation of the

standard UKF, one can obtain

Sk =

2na∑
i=0

W
(c)
i (Hi − ŷk|k−1)(Hi − ŷk|k−1)> +Rk (4.32)

and thus

Rk = Sk −
2na∑
i=0

W
(c)
i (Hi − ŷk|k−1)(Hi − ŷk|k−1)> (4.33)

where Sk = E[µkµ
>
k ] can be estimated by averaging it sequence over a mov-

ing window. Unfortunately, innovation-based approaches cannot guarantee

to generate a positive definite solution for Rk, as it can be seen in Eq.4.33.
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As a consequence, residual-based methods are usually employed. Under the

hypotheses of the classic linear KF, [Mohamed and Schwarz, 1999] shown

that an estimate of Rk can be obtained, exploiting the residual υk

R̂k =
1

NRw

k∑
i=i0

υiυ
>
i +HkPk|kH

>
k , (4.34)

where Hk is the measurement matrix at the instant k and E[υkυ
>
k ] is here

approximated (at the instant k) with an average through a moving window

of size NRw . By adopting the EKF approximation, some authors such as, for

example, [Jetto et al., 1999] and [Meng et al., 2000] tried to apply the adap-

tive filtering theory developed for the linear case to the linearized system.

Moreover, other authors extended these equations to the UKF estimator;

see for example [Zhou et al., 2010] and [Zheng et al., 2018]. In conclusion,

Eq.4.34 (with the symbols defined above) becomes:

R̂k =
1

NRw

k∑
i=i0

υiυ
>
i +

2na∑
i=0

W
(c)
i (Hi − ŷk|k)(Hi − ŷk|k)>. (4.35)

It is easy to understand that the estimated R̂k matrix is now positive definite.

Adaptive estimation of Q

For what concerns the estimation of the matrix Q, from Eq.4.31, wk−1 =

xk−fk−1(xk−1,uk−1) can be obtained. Here, the estimation of wk−1, ŵk−1

can be approximated with

ŵk−1 = x̂k|k − fk−1(x̂k−1|k−1) ≈ x̂k|k − x̂k|k−1 =

Lk(yk − ŷk|k−1) ≈ Lkµk. (4.36)

The above equations make use of linearization approximations and thus

second order terms (and higher) are neglected:

x̂k|k−1 = fk−1(x̂k−1|k−1)+
1

2

n∑
i=1

ei trace

[
∂2f ik−1

∂x2
Pk−1|k−1

]
+HOT ≈

fk−1(x̂k−1|k−1), (4.37)
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where HOT stands for Higher-Order Terms,
∂2f ik−1

∂x2
is the Hessian of the i-th

component of fk−1, trace[•] is the trace operator, and ei is the dimensional

Cartesian basis vector (i− th component is 1, the others are 0).

ŷk|k−1 = hk(x̂k|k−1)+
1

2

n∑
i=1

ei trace

[
∂2hik
∂x2

Pk|k−1

]
+HOT ≈

hk(x̂k|k−1), (4.38)

where HOT stands for Higher-Order Terms,
∂2hik
∂x2

is the Hessian of the i-th

component of hk, trace[•] is the trace operator, and ei is the dimensional

Cartesian basis vector (i− th component is 1, the others are 0).

Therefore, Qk−1 = E[wk−1w
>
k−1] is approximated with

Qk−1 ≈ LkE[µkµ
>
k ]L>k (4.39)

E[µkµ
>
k ] is calculated (at the instant k) with an average through a moving

window of size NQw .

1

NQw

k∑
i=i0

µiµ
>
i , (4.40)

where i0 = k −NQw + 1.

In conclusion, exploiting the above assumptions, an estimate of Qk−1 is:

Q̂k−1 = Lk
1

NQw

k∑
i=i0

µiµ
>
i L
>
k (4.41)

It is easy to understand that the estimated Q̂k−1 matrix is positive definite.

Proposed solution

The behavior of the AUV is described with the following state variables:

x = [ NηT1
bνT1 ]T , (4.42)

with x ∈ R6. The model employed for the evolution of the state is strictly

causal and a mixture of kinematics and dynamics, where the longitudinal

dynamic only is taken into account. In light of Assumptions 1-6, Eq.4.43
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can be obtained.

[
Nη1
bν1

]
k

=

[
Nη1
bν1

]
k−1

+∆T


NRNB

(
(η2)k−1

) (
bν1

)
k−1

τ1,x(νk−1,uk−1)
m − (δx)k−1ν

2
1x sgn(ν1x)
m

0

0

+wk−1,

(4.43)

where the propulsion model is reported in Eq.4.13, thrusts are linked with

the generalized forces τ with Eq.3.6, ∆T is the (fixed) sampling time of the

filter, and δx have been already defined in Eq.4.17.

For what concerns longitudinal dynamics, in light of Assumptions 1-6, the

damping coefficient (δx)k−1 is computed according to the method proposed

in Section 4.2.2 and the estimated value can be employed online during an

underwater mission, or it can be estimated beforehand using suitable tests.

For what concerns the available measurements and thus the measurement

model, the navigation filter can use position measurements either GPS fixes,

employed by the vehicle when on the sea’s surface in order to initialize the

filter or position fixes from a dedicated underwater acoustic localization

system (such as an USBL system). In addition to this, depth measurements

as well as velocity ones either from the DVL or the FLS as explained in

Section 2 can be exploited. During the experimental tests in Section 5, the

USBL has never been used, so its presence will be omitted in the rest of the

work.

As a consequence, the measurement vector at the k-th time instant is:

yk =

[(
NPGPS

)>
dNDS

(
bvDV L

)>
∨
(
bvFLS

)>]>
k

, (4.44)

y ∈ R6, and ∨ denotes the OR logical operator. As already stated, the

navigation filter works at a fixed sampling time of ∆T = 0, 1 s (in other

words, the operative frequency of the filter is 10 Hz). During a given time

interval, more than one instrument could provide a measurement that affects

the same physical quantity. In other words, for example, during t ∈ [tk−2,

tk−1) both the DVL and the FLS might produce speed measurements. In

such a situation, how to select which instrument to favor becomes necessary.

The answer to this problem is not unique since both the more accurate device

or the most reliable measurement could be rewarded. The proposed solution
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is to promote the temporally closest information.

From Eq.4.44, it is easy to understand that direct measurements of the

components state vector x are present. As a consequence, the measurement

equation is affine with respect to x; in particular, it can be expressed as:

yk = Hkxk + vk, (4.45)

where matrix Hk is time-variant, and it contains only 1 or 0 elements accord-

ing to the presence of the corresponding measurement. Here, the measure-

ment noise is a zero-mean stationary white noise. Moreover, zero cross-cor-

relation is assumed among the initial state and process and measurement

noises. Lastly, it is worth noting that the model present in Eq.4.43 with

the thrust defined in Eq.4.13 and Eq.3.6 is nonlinear and non-differentiable

(note for example the presence of the sign functions and the piecewise func-

tion g(•) defined in Eq.4.4), so the adoption of the UKF, which is known

to be a derivative-free estimation algorithm, is proposed. More information

concerning the UKF, already adopted by the UNIFI DIEF in the last years,

can be found in [Allotta et al., 2015a], [Allotta et al., 2016b], [Costanzi

et al., 2019], and [Fanelli, 2019]. The initial expression of R, namely R1, is

supposed as diagonal of the form:

R1 = diag([RGPS ;RDS ;RDV L ∨RFLS ]1), (4.46)

where diag(•) denotes the diagonal operator, and each term represents the

measurement noise of each device and where each single noise matrix is

assumed as diagonal, thus neglecting the coupling terms. It is worth noting

that in absence of an adaptive strategy as in the AUKF solution, Eq.4.47

holds:

Rk = diag([RGPS ;RDS ;RDV L ∨RFLS ]k), (4.47)

The same reasoning can be made for Q. It can be demonstrated that,

assuming an acceleration white noise with zero mean and covariance:

Qacc =

 q 0 0

0 q 0

0 0 qz

 with qii ∈ R+, i = 0, 1, 2. (4.48)
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and neglecting roll and pitch angle (approximating them with zero), the

general expression of Q (given the state representation in Eq.4.43) becomes:

Qk =



∆T 4

4 q 0 0 ∆T 3

2 qcos(φ) −∆T 3

2 qsin(φ) 0

0 ∆T 4

4 q 0 ∆T 3

2 qsin(φ) ∆T 3

2 qcos(φ) 0

0 0 ∆T 4

4 qz 0 0 ∆T 3

2 qz
∆T 3

2 qcos(φ) ∆T 3

2 qsin(φ) 0 ∆T 2q 0 0

−∆T 3

2 qsin(φ) ∆T 3

2 qcos(φ) 0 0 ∆T 2q 0

0 0 ∆T 3

2 qz 0 0 ∆T 2qz


,

(4.49)

where φ is the yaw angle, and ∆T is the fixed sampling time. It is worth

noting that in the absence of an adaptive strategy as in the AUKF solution,

the same expression for Qk holds.

Given the treatment about adaptive filtering, the followed approach is to

test if, effectively, the filter is consistent and afterward apply a suitable

adaptation to prior filter statistics. By analogy with Kalman filtering the-

ory in the linear case, the innovation process µk is hypothesized to be well

described by a zero-mean white sequence. A similar assumption, exploited

in a nonlinear scenario (even if applied to a EKF-based estimator) can be

found in [Jetto et al., 1999]. Therefore, in such a condition, Eq.4.50 pro-

vides a measure of the consistency of the filter, which is necessary for its

optimality.

(ϕχ)k = µ>k S
−1
k µk, (4.50)

with (ϕχ)k ∈ R with a χ2
ς distribution where ς denotes the degrees of free-

dom (equal to the dimension of the vector µk). The following test is well

known in the literature as Normalized Innovation Squared (NIS) test (see

[Bar-Shalom et al., 2004] for more information).

As a consequence, the hypothesis H0: “innovation µ with magnitude com-

mensurate with the covariance delivered by the filter” is investigated. In

particular, if a mismatching is willed to be detected with a reliability level

of %, where % is a parameter chosen by the designer, then there is a value

χ2
ς,% (given ς and %), such that, if:

(ϕχ)k > χ2
ς,%, (4.51)
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then a failure is present. A similar approach can be found, for example, in

[Hajiyev and Soken, 2014]. In conclusion, if Eq.4.51 holds, an adaptation of

the prior statistics R and/or Q is pursued.

During standard operations, because of various sampling rates of the avail-

able sensors, the structure of the matrix Hk might change at each iteration.

Furthermore, during real tests at sea, the sampling rate of an instrument

may vary according to the state of the sea bottom, being not able to pro-

duce reliable measurements. This fact, widely known in the literature for

the DVL (see [Miller et al., 2010]) it is even more true for the FLS. Indeed,

as already shown in Section 4.1, if the sea bottom presents poor informative

content FLS can be hardly used in navigation aiding.

The proposed AUKF solution (see Eq.4.35, Eq.4.41) tacitly assumes that

all the measurements are available at each iteration. In [Davari and Gho-

lami, 2016], when measurements are not available at the iteration k, the

corresponding quantities of the innovation vector µk are replaced with their

previous values. Even if proven to be satisfying reliable, showing good re-

sults, it does not seem adequate for our situation, being not able to know

in advance, for example, the rate of FLS-based linear speed estimations.

Hence, a different approach is pursued.

If one or more measurements are not available at the iteration k, the corre-

sponding rows of the innovation vectors µk and υk are replaced with zero.

This way, only current measurements give contributions. On the other hand,

consequently, the arithmetic mean has to be modified in order to account

for the actual measurements story inside the moving window.

In conclusion, Eq.4.35 is substituted with Eq.4.52:

R̂k = [

k∑
i=i0

υ̂iυ̂i
>]÷ [N?

Rw
] +

2na∑
i=0

W
(c)
i (Hi − ŷk|k)(Hi − ŷk|k)>, (4.52)

where ÷ represents the element-wise division,

υj
?

i =

{
υji Hj

i 6= 01×na

0 Hj
i = 01×na

(4.53)
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with the superscript is denoted the j − th row.

N?
Rw

=
k∑

i=i0

IyiI
T
yi, (4.54)

where Iyi at the instant i is a column vector whose rows are 1 if the corre-

sponding measurement has arrived or 0 otherwise and k = NRw + i0− 1.

The same modifications are applied to Eq.4.41, leading to Eq.4.55.

Q̂k−1 = Lk

k∑
i=i0

[µ?iµ
?> ÷N?

Qw
]L>k , (4.55)

where ÷ represents the element-wise division,

µj
?

i =

{
yji −H

j
i xi|i−1 Hj

i 6= 01×6

0 Hj
i = 01×6

(4.56)

with the superscript is denoted the j − th row.

N?
Qw

=

k∑
i=i0

IyiI
T
yi, (4.57)

where Iyi at the instant i is a column vector whose rows are 1 if the corre-

sponding measurement has arrived or 0 otherwise and k = NQw + i0− 1. In

conclusion, the proposed AUKF-based solution is summarized in Fig.4.21

and its complete pseudo-code is reported in Algorithm 2 (∧ denotes the

AND logical operator)
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Algorithm 2 AUKF Algorithm

Algorithm:

Function AUKF() /* Algorithm implementation */

Step Prediction() /* Prediction step */
Input : x̂k−1|k−1, Pk−1|k−1,f(•)k−1

Output: x̂k|k−1, Pk|k−1

(x̂k|k−1, P k|k−1) = UT (x̂k−1|k−1, Pk−1|k−1,f(•)k−1)

Pk|k−1 = P k|k−1 +Qk−1

end
Step Correction() /* Correction step */

Input : x̂k|k−1, Pk|k−1,h(•)k
Output: x̂k|k, Pk|k
(ŷk|k−1, Sk, P

xy
k ) = UT (x̂k|k−1, Pk|k−1,h(•)k)

Sk = Sk +Rk
Lk = P xyk S−1

k

µk = yk − ŷk|k−1

x̂k|k = x̂k|k−1 + Lkek
Pk|k = Pk|k−1 − LkSkL>k

end
Step Consistency Check() /* Consistency Check (NIS test) */

Input : µk, Sk
Output: Cstatusk
if (ϕχ)k = µkSkµ

>
k > χ2

ς,% then
Cstatusk = false

end
else
Cstatusk = true return

end

end
Step Q Adjustment() /* Q Adjustment */

Input : Cstatusk , NQw , N
?
Qw
,µ?i |i=i0,...,k,yk|k

Output: Qk
if Cstatusk = false ∧ k ≥ NQw then

Q̂k = Lk
∑k

i=i0
[µ?iµ

?> ÷N?
Qw

]L>k
end
else

Qk = Qk−1 return
end

end
Step R Adjustment() /* R Adjustment */

Input : Cstatusk , NRw , N
?
Rw
,υ?i |i=i0,...,k,yk|k

Output: R̂k+1

if Cstatusk = false ∧ k ≥ NRw then

R̂k+1 = [
∑k

i=i0
υ?iυ

?>
i ]÷[N?

Rw
]+
∑2na

i=0 W
(c)
i (Hi−ŷk|k)(Hi−ŷk|k)>

end
else

Rk+1 = Rk return
end

end

end
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Figure 4.21: The proposed AUKF-based solution workflow.



Chapter 5

Results

This chapter is divided in two parts. First, the navigation solution pre-

sented in Chapter 4 is validated offline through the use of navigational data

obtained during sea trials undertook in La Spezia (Italy) at the NATO

STO CMRE in July 2018; thus, all the results are obtained in post-process-

ing. Second, real and online autonomous underwater missions (described in

Section 5.2) were performed in La Spezia (Italy) in May 2019 within the

activities of the SEALab, the joint research laboratory between the CSSN

of the Italian Navy and ISME, and at Vulcano Island, Messina (Italy) in

June 2019 (both in the framework of the European project EUMR).

5.1 Offline validation

The results reported in this section refer to the navigation data retrieved

during an underwater mission performed at the ERL SAUC-E competition

held in La Spezia (Italy) in July 2018. The mission was executed at the

desired depth of 2 m with a reference longitudinal cruise speed of 0.5 m/s,

lasting 960 s and covering approximately 220 m. Besides, the FLS range

was set to 10 m. The altitude was approximately constant and equal (more

or less) to 2 m. Water current measurements were not available during the

day of the trial, but, on the other hand, the test site described here is a

small basin at the NATO STO CMRE, where water currents are usually of

low intensity and thus negligible.

The area of interest was a rectangle with the approximate dimensions 36×20

m (see Fig.5.2). The underwater scenario presented both areas where the

85
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sea bottom contained a high informative content (two underwater structures,

each approximately 2.2×3.2×1.2 m composed of underwater plastic pipes,

were positioned on the sea bottom by the competition organizers, see Fig.

5.1, with some metallic chains also present), and regions where the seafloor

was unaltered and flat. The same data set has been employed by the author

in [Franchi et al., 2019a].

ERL Emergency Robots – Rule book                    

© 2017 European Robotics League       94    Revision 1.5 

participant team). A map with the positions and IDs of the pipes and of the valves located underwater 
will be given to the teams. 

Departing from each of the piping assemblies, two pipes at least 3 m long will be present (see Figure 
42).Each of these pipes will be identified by an ID number (from 1 to 4) painted in black colour on the 
pipe surface. This ID number indicates to which of the land pipes the underwater pipe is logically 
connected. A red marker marks the leaking pipe as seen in Figure 43 

 

Figure 41. Piping assembly structure.. The structure, composed of yellow pipes, has the following dimensions: 2 
m (front area) x 3 m x 1.8 m (height). 

 

 

Figure 42. Pipe composed of yellow cylinders (OD=0.5 m). Two pipes will be positioned starting from the 
piping assembly. The pipes will be at least 3 m long. 

 

Figure 5.1: One of the two underwater structures placed on the sea bottom
by the competition organizers.

FeelHippo AUV relied on the sensors and the payload described in Sec-

tion 2.2 for the extent of the mission, and it performed the required navi-

gation tasks by exploiting a DVL-based DR strategy. Moreover, GPS fixes

were acquired before diving and after resurfacing. The DVL-based under-

water navigation strategy as well as the GPS fixes were used as high-res-

olution position data, to validate the proposed FLS-based solution. It is

useful to highlight that although the used benchmark does not provide an

absolute positioning system (except from GPS fixes before diving and after

surfacing), the navigation appears reliable because of the small error after

resurfacing (around 3.5 m, see Fig.5.3, Fig.5.4, Fig.5.5, Fig.5.6, Fig.5.7), and

Fig.5.8 where the relative value is less than 2% after about 16 minutes of

autonomous navigation.

To highlight the different peculiarities of the following navigation approaches,

the next part of the section is divided into units and each one emphasizes

a different navigation strategy. In particular, first of all (Section 5.1.1), a

simple model-based technique is proposed, where the dynamics of the ve-

hicle is described in Eq.4.1 and Eq.4.2 and two different propulsion models

are considered: the one described in Eq.4.3 and its modified version, where
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WP1
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Figure 5.2: Google Earth image of the NATO STO CMRE basin (La Spezia,
Italy). The two underwater structures placed on the sea bottom by the
competition organizers are schematically depicted in yellow, whereas the
waypoints of the underwater mission are indicated with WP.

the effects of the dead-zone are taken into account, see Eq.4.13. Second of

all, an FLS-based DR strategy, with speed estimation computed as reported

in Section 4.1, is described in Section 5.1.2. Finally, an FLS-based UKF

strategy, together with its adaptive version AUKF is shown in Section 5.1.3.

FLS-based linear speed estimations are computed as in Section 4.1 and the

estimators are described in Section 4.3.

Finally, in Section 5.1.4 all the above-mentioned solutions are quantitatively

compared (all together) with a high-resolution position data used as bench-

mark.

5.1.1 Model-based navigation strategy

In this section the aim is to show how a simple model-based navigation, even

in a scenario with reduced sea currents (indeed the test site described here

is a small basin at the NATO STO CMRE where water currents are usually

of low intensity), cannot adequately describe the motion of an AUV, leading

to undesired position-error drifts. In addition to this, the author wants to
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FeelHippo AUV main parameters involved in the dynamic model

δx [N/s2m2] 65
Propeller pitch (pp) [m/rev] 0.094
Forward bollard coefficient k+ [Ns2] 0.0128
Backward bollard coefficient k−

[Ns2]
-0.008753

Forward dead-zone boundary limit
u+
rpm [Hz]

4.8833 + 0.5866(V − 14)

Backward dead-zone boundary
limit u−rpm [Hz]

−4.8167− 0.5974(V − 14)

Table 5.1: Main parameters involved in the dynamics of FeelHippo AUV.

emphasize how a propulsion model that takes into account the presence of

dead-zone can improve navigation performance in case of the unavailability

of direct rotational speed measurements for the thrusters. In Tab.5.1 the

main parameters involved in the dynamics of AUV are summarized , whereas

the navigation results are given in Fig.5.3 and Fig.5.4.
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Figure 5.3: Navigation results exploiting solely model-based speed estima-
tions. The high-resolution position data path is in red, and the proposed
solution is in blue. “START” and “STOP” indicate the first and last (under-
water) point of the high-resolution position data path, respectively, whereas
“GPS FIX” stands for the position obtained after resurfacing and “DZ”
means dead-zone. For the sake of brevity high-resolution position data is
indicated with “Ground-truth”.
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Figure 5.4: Navigation results exploiting solely model-based speed estima-
tions. The high-resolution position data path is in red, and the proposed
solution is in blue. “START” and “STOP” indicate the first and last (under-
water) point of the high-resolution position data path, respectively, whereas
“GPS FIX” stands for the position obtained after resurfacing and “DZ”
means dead-zone. For the sake of brevity high-resolution position data is
indicated with “Ground-truth”.
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5.1.2 DR strategy

In this section are reported the results when the vehicle uses an FLS-based

DR strategy (see Fig.5.5), whereas the main parameters involved in speed es-

timation by means of the FLS are outlined in Tab.5.2. Here, the presented

technique tries to exploit (primarly) FLS measurements and model-based

estimations only possess a complementary role in case of unavailability of

linear speed measurements from the FLS. For what concerns the dynamic

model, please refer to Tab.5.1. By observing Tab.5.2, it can be noted how

Figure 5.5: Navigation results for the FLS-based DR solution. The high-
resolution position data path is in red, and the proposed solution is in blue.
“START” and “STOP” indicate the first and last (underwater) point of
the high-resolution position data path, respectively, whereas “GPS FIX”
stands for the position obtained after resurfacing. For the sake of brevity
high-resolution position data is indicated with “Ground-truth”.

the coefficient cr (see Eq.4.9) presents a value very close to 1. Indeed, a sim-

ple DR strategy weights in the same way every FLS measurement as well

as every model prediction and thus no probabilistic description is included.

In order to prevent the inclusion of unreliable FLS-based linear speed mea-



92 CHAPTER 5. RESULTS

FLS-based linear speed estimation

Acceptance threshold cr 0.95
LP filter cut-off frequency(D0)
[pixel]

60

LP filter order l 3
R→MAX

h [pixel/m] 470.6 (range at 10 m)

Table 5.2: Main parameters involved in linear speed estimation by means of
the FLS.

surements, the coefficient cr needs to be maintained at high values. In con-

clusion, the navigation filter needs to possess the most reliable (according to

Eq.4.9) measurements only. On the other hand, this approach (especially in

underwater scenario with low informative content) could discard too many

FLS contributions.

5.1.3 UKF and AUKF strategy

The main goal of this section is to highlight how an adaptive description

can improve the overall navigational performance. If, on the one hand, a

probabilistic description of the problem (by means, in this case, of an UKF

estimator) permits to weight in a different way measurements and model

predictions, on the other hand, how to define a prior statistics for FLS-based

contribution arises. Some authors, such as [Pfingsthorn et al., 2010] and

[Hurtós et al., 2015], proposed heuristic methods where the underlying idea

is that the surrounding of the main peak of the matrix c(x, y) (see Eq.3.46)

can represent the accuracy of the phase correlation method. Nevertheless,

this way of thinking is purely heuristic, and it is prone to provide, according

to the definition of “the surrounding of the main peak”, different results.

The navigation results are reported in Fig.5.6 and Fig.5.8 for two UKF

solutions and the AUKF estimator respectively. In the first one (henceforth

called “UKF 1”), the matrix R and Q are initialized as for the AUKF and

the goal is to highlight how a “wrong” prior statistics can worsen the overall

performance and how an AUKF strategy can overcome this issue. In the

second one (henceforth called “UKF 2”), the UKF is finely tuned (using a

trial-and-error procedure), but it is shown that anyway the AUKF strategy
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outperforms it. Indeed, a static approach for the prior statistics is not able

to adapt the filter behavior to a mutable underwater scenario.

UKF 1

In this test the matrix R as well the matrix Q are static and equal to their

initial value (see Tab.5.3). The navigation results are reported in Fig.5.6,

whereas the parameters involved for the UKF are summarized in Tab.5.3.

Figure 5.6: Navigation results for the UKF 1 estimator. The high - position
data path is in red, and the proposed solution is in blue. “START” and
“STOP” indicate the first and last (underwater) point of the high-resolution
position data path, respectively,l whereas “GPS FIX” stands for the position
obtained after resurfacing. For the sake of brevity high-resolution position
data is indicated with “Ground-truth”.
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UKF 1 simulation main parameters

q [m2/s4] 0.001
qz [m2/s4] 0.1

R


0.1 0 0 0 0
0 0.1 0 0 0
0 0 0.01 0 0
0 0 0 0.00001 0
0 0 0 0 0.00001


Acceptance threshold cr 0.80
LP filter cut-off frequency (D0)
[pixel]

60

LP filter order l 3
R→MAX

h [pixel/m] 470.6 (range at 10 m)

Table 5.3: Main parameters involved in the UKF 1 simulation.

UKF 2

In this test, the matrix Q is not modified with respect to the previous

one, whereas the matrix R has been changed (according to a trial-and-error

procedure) to find an acceptable tuning. The navigation results are reported

in Fig.5.7, whereas the parameters involved for the UKF are summarized in

Tab.5.4.
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Figure 5.7: Navigation results for the UKF 2 estimator. The high-resolution
position data path is in red, and the proposed solution is in blue. “START”
and “STOP” indicate the first and last (underwater) point of the high-res-
olution position data path, respectively, whereas “GPS FIX” stands for the
position obtained after resurfacing. For the sake of brevity high-resolution
position data is indicated with “Ground-truth”.
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UKF 2 simulation main parameters

q [m2/s4] 0.001
qz [m2/s4] 0.1

R


0.1 0 0 0 0
0 0.1 0 0 0
0 0 0.01 0 0
0 0 0 0.00004 0
0 0 0 0 0.00006


Acceptance threshold cr 0.80
LP filter cut-off frequency (D0)
[pixel]

60

LP filter order l 3
R→MAX

h [pixel/m] 470.6 (range at 10 m)

Table 5.4: Main parameters involved in the UKF 2 simulation.
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AUKF

For what concerns the AUKF approach, the adaptive law presented in

Eq.4.41 has often produced poor performance. In particular, it has shown

to be very sensitive to the particular measurement history on the moving

window of size NQw , leading to sharp trends in the system state. As a con-

sequence, an adaptation for what concerns matrix R only is presented in the

following, whereas matrix Q is constrained to the structure given in Eq.4.49.

Besides, for what concerns the value of NRw , the chosen value represents a

trade-off between two different situations. Indeed, a large estimation win-

dow lessens the ability of the algorithm to sense high-frequency aspects,

and since FLS estimations may present temporal gaps, too distant (in time)

measurements could be considered together. On the other hand, the larger

the estimation window, the more the average moving window approximation

(see Eq.4.34 and Eq.4.41) holds. The parameters involved for the AUKF are

summarized in Tab.5.5.
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Figure 5.8: Navigation results for the AUKF estimator. The high-resolution
position data path is in red, and the proposed solution is in blue. “START”
and “STOP” indicate the first and last (underwater) point of the high-res-
olution position data path, respectively, whereas “GPS FIX” stands for the
position obtained after resurfacing. For the sake of brevity high-resolution
position data is indicated with “Ground-truth”.
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AUKF simulation main parameters

Reliability level fault detection % 0.75
q [m2/s4] 0.001
qz [m2/s4] 0.1
NRw 15

R1


0.1 0 0 0 0
0 0.1 0 0 0
0 0 0.01 0 0
0 0 0 0.00001 0
0 0 0 0 0.00001


Acceptance threshold cr 0.60
LP filter cut-off frequency (D0)
[pixel]

60

LP filter order l 3
R→MAX

h [pixel/m] 470.6 (range at 10 m)

Table 5.5: Main parameters involved in the AUKF simulation.
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5.1.4 All against all comparison

With the aim of giving a more quantitative contribution, the high-resolution

position data reference has been compared, by means of the metrics defined

in Eq.5.1 and Eq.5.2, with each solution presented in Section 5.1. The final

results are depicted in Fig.5.9 and Fig.5.10, where it can be easily noted

how FLS-based speed measurements improve the overall performance.

ek =
∥∥∥η1HRk

− η1TSk

∥∥∥ (5.1)

ek =

∑i=k
i=0 ei
k

, (5.2)

where ek ∈ R+ denotes the navigation error at the instant k ∈ N, η1HRk
and

η1TSk
indicate the position of the AUV at the instant k with respect to a{

ONxNyNzN
}

NED frame, according to (respectively) the high-resolution

position data reference and to the current tested solution, and ek ∈ R+ is

the mean of all the computed errors ek.

Figure 5.9: Current error for the tested solutions as defined in Eq.5.1. Dur-
ing the first (more or less) 100 s, the error is zero because FeelHippo AUV
is on surface, and the GPS signal is used.
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Figure 5.10: Mean error over time for the tested solutions, as defined in
Eq.5.2. It can be easily noticed how the presence of FLS measurements
bounds the error drift and how the AUKF solution outperforms all the
others.

5.2 Online underwater tests

The results reported in this section present two autonomous underwater

missions performed at sea in the framework of the European project EUMR.

The first one was conducted in La Spezia (Italy) within the activities of the

SEALab, the joint research laboratory between the CSSN of the Italian

Navy and ISME, and the second one at Vulcano Island, Messina (Italy).

The following tests involved FeelHippo AUV but, on the other hand, since

the proposed solution is not tailored to a particular vehicle, its results can

be deemed as general, and future developments will involve the testing of

the navigation strategy on the other members of the UNIFI DIEF MDM

Lab fleet (see Chapter 2).
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5.2.1 CSSN basin

The first experiment is an underwater mission performed during EUMR

tests in La Spezia (Italy) within the activities of the SEALab, the joint

research laboratory between the CSSN of the Italian Navy and ISME, on

the 30th of May 2019. The mission was executed at the desired depth of 1.5

m with a reference longitudinal cruise speed of 0.5 m/s, and it lasted 250 s

covering approximately 100 m. Besides, the FLS range was set to 10 m. The

altitude ranged from 1 m to 3 m during the underwater mission. The planned

underwater mission at the test site is visible in Fig.5.11. The navigation path

Figure 5.11: Google Earth image of the CSSN basin, La Spezia (Italy)
overlaid with the planned autonomous underwater mission. The waypoints
are indicated with WP.

of the AUKF solution (compared with a DVL-based DR high-resolution

position data reference) is in Fig.5.12, whereas a quantitative comparison,

by means of the metrics defined in Eq.5.1, is depicted in Fig.5.13. The

parameters involved for the AUKF are summarized in Tab.5.6.
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Figure 5.12: Navigation results for the AUKF estimator at the CSSN basin
La Spezia (Italy). The high-resolution position data path is in red and the
proposed solution in blue. “START” and “STOP” indicate the first and last
(underwater) point of the high-resolution position data path, respectively,
whereas “GPS FIX” stands for the position obtained after resurfacing. The
resurfacing error is around 3 m. For the sake of brevity high-resolution
position data is indicated with “Ground-truth”.
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Figure 5.13: Error for the AUKF solution as defined in Eq.5.1. After resur-
facing, which is around 240 s, a difference between the high-resolution po-
sition data reference and the AUKF solution is present. The former is the
raw GPS signal, whereas the latter is the positional output of the AUKF
proposal, where the dynamic model and the GPS signal are fused.

AUKF simulation main parameters

Reliability level fault detection % 0.75
q [m2/s4] 0.001
qz [m2/s4] 0.1
NRw 15

R1


0.1 0 0 0 0
0 0.1 0 0 0
0 0 0.01 0 0
0 0 0 0.00001 0
0 0 0 0 0.00001


Acceptance threshold cr 0.60
LP filter cut-off frequency (D0)
[pixel]

60

LP filter order l 3
R→MAX

h [pixel/m] 470.6 (range at 10 m)

Table 5.6: Main parameters involved in the autonomous underwater mission
at the CSSN basin La Spezia (Italy).
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5.2.2 Vulcano Island Bay

The second experiment is an underwater mission performed during EUMR

tests at Negro Bay, Vulcano Island (Italy) on the 11th of June 2019. The mis-

sion was executed at the desired depth of 0.5 m with a reference longitudinal

cruise speed of 0.5 m/s, and it lasted around 350 s covering approximately

150 m. Besides, the FLS range was set to 10 m. The altitude ranged (ap-

proximately) from 0.5 m to 1.5 m. The planned underwater mission at the

test site is visible in Fig.5.14. The navigation path of the AUKF solution

Figure 5.14: Google Earth image of the Negro Bay, Vulcano Island (Italy)
overlaid with the planned autonomous underwater mission. The waypoints
are indicated with WP.

(compared with a DVL-based DR high-resolution position data reference)

is in Fig.5.12, whereas a quantitative comparison, by means of the metrics

defined in Eq.5.1, is depicted in Fig.5.16. The parameters involved for the

AUKF are summarized in Tab.5.7.
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Figure 5.15: Navigation results for the AUKF estimator. The high-resolu-
tion position data path is in red and the proposed solution in blue. “START”
and “STOP” indicate the first and last (underwater) point of the high-res-
olution position data path, respectively, whereas “GPS FIX” stands for the
position obtained after resurfacing. The resurfacing error is around 4 m. For
the sake of brevity high-resolution position data is indicated with “Ground-
truth”.
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Figure 5.16: Error for the AUKF solution as defined in Eq.5.1. The resurfac-
ing, which is around 340 s, a difference between the high-resolution position
data and the AUKF solution is present. The former is the raw GPS signal,
whereas the latter is the positional output of the AUKF proposal, where the
dynamic model and the GPS signal are fused.
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AUKF main parameters

Reliability level fault detection % 0.75
q [m2/s4] 0.001
qz [m2/s4] 0.1
NRw 15

R1


0.1 0 0 0 0
0 0.1 0 0 0
0 0 0.01 0 0
0 0 0 0.00001 0
0 0 0 0 0.00001


Acceptance threshold cr 0.60
LP filter cut-off frequency (D0)
[pixel]

60

LP filter order l 3
R→MAX

h [pixel/m] 470.6 (range at 10 m)

Table 5.7: Main parameters involved in the autonomous underwater mission
at the Negro Bay, Vulcano Island (Italy).
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The results presented in Section 5.2.1 and Section 5.2.2 are promising

and are shown to be comparable with those obtained with a DVL-based

navigation system. As already discussed in Section 1.4, using an FLS to

aid navigation could potentially outline advantages in terms of redundancy

and compactness. The author wishes to point out that even if the tests

were conducted without exploiting any DVL measurement, cooperation with

the DVL is possible. This way, more linear speed measurements could be

obtained, and a better performance is likely to be achieved. More online

underwater tests will be implemented shortly.





Chapter 6

Conclusion

This work summarizes the results carried out at the MDM Lab of the UNIFI

DIEF during the years 2016-2019, i.e. during the Ph.D. period, for what

concerns the research activity on underwater robotics. The main goal was

to enhance and improve the UNIFI DIEF previously-developed navigation

algorithms as well as propose and implement new novel solutions. More in

detail, including payload sensors, in particular one FLS, as aid for naviga-

tion has been arisen as the major development guideline.

Starting from the analysis of the state-of-the-art of such device, a first at-

tempt to deal with it was to produce consistent acoustic mosaics of the

seabed that did not exclusively rely on an FLS as “a mere equipment to ob-

tain acoustic images”. Indeed the developed solution aimed at merging both

the information provided by the standard onboard navigation algorithms

and the information retrieved by the images themselves. This task was

satisfyingly addressed, and an online framework for underwater mosaicing

tailored to the characteristics of FLS imagery was proposed, see Appendix

B and the author’s references therein. Afterward, how to suitably fuse the

research background of the UNIFI DIEF in underwater navigation with the

usage of an FLS was pursued. In this sense, the outcomes and the expertise

in acoustic underwater mosaicing, where the FLS was not merely employed

as a “passive” element in the framework, were exploited. Eventually, esti-

mating the translation motions and thus linear velocities, by using the raw

acoustic images delivered by such device, resulted as the optimal adopted

solution. Subsequently, the established and reliable navigation structure de-

veloped over the past years at the UNIFI DIEF was used as reference to be
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enhanced both in order to deal with information from an FLS and in terms

of dynamic description. In particular, on the one hand, the dynamic model

of the vehicle was further investigated (damping modeling and estimation,

propulsion modeling), whereas, on the other hand, an AUKF estimator was

proposed. The main goal was to better the performance of a simple UKF-

based solution and to adapt the navigation algorithm to the usage of an

FLS.

A preliminary laboratory research and testing phase were performed, where

different data sets were tested and validated (see Section 5.1 and the au-

thor’s reference therein). Then, an experimental activity at sea (two un-

derwater missions, at La Spezia (Italy) and at Negro Bay, Vulcano Island

(Italy), were planned) allowed verifying the goodness of the proposed strat-

egy during real underwater missions and identifying the pros and cons, see

Section 5.2. As far as a quantitative analysis is concerned, the presented

AUKF solution is shown to achieve performance, in terms of navigation ac-

curacy, comparable with those obtained with a high-resolution underwater

architecture constituted of, among other devices, a DVL. The position error

(instant-by-instant) maintained below 2.5 m for the extent of the mission

and, in addition to this, the resurfacing error (with respect GPS fixes) was

always below 5% of the total length of the path. During the experimental

campaign FeelHippo AUV was the only vehicle involved; nevertheless, since

the proposed solution is not tailored to a particular vehicle, its outcomes

can be deemed as general, and future developments will involve the test-

ing of the navigation strategy on the other members of the UNIFI DIEF

MDM Lab fleet (see Chapter 2). Furthermore, it is worth noting that the

complete navigation strategy was tested and evaluated in the worst-case

scenario, without relying on DVL measurements during real autonomous

underwater missions. The achieved significant results, presented in Chapter

5, highlight the goodness of the proposed strategy, which may shed light on

safe autonomous navigation with FLS as a prominent resource.

Nonetheless, progress still needs to be made: reliable rotation estimation via

FLS images is a subject worth to be further investigated, a more elaborate

dynamics description of the AUV introduced in Section 4.3.1 could better

the filter accuracy and, in addition, a more intense research on the adaptive

filtering might improve the overall behavior and the capability of adapting

to mutable scenarios. Lastly, a SLAM framework tailored to acoustic FLS



113

images would push forward the performance of the navigation filter, paving

the way to a drift-free solution. In this sense, the intrinsic characteristic

of FLS images (low resolution, FLS response change when the same object

is insonified from different viewpoints) poses relevant issues to face, whose

resolution could represent a coherent continuation of the research activity

carried out so far.





Appendix A

Sensor modeling

A brief treatment on the mathematical modeling of sensors and devices that

are usually used in marine robotics for autonomous navigation is presented

and, in addition to this, as described in Section 2, they are mounted by

UNIFI DIEF on its vehicles. More information can be found in [Fanelli,

2019].

Global Positioning System

Although the GPS signal cannot be used in underwater scenarios [Barclay,

2003], it is usually mounted on almost all AUVs for initialization and/or

periodic position resets. A GPS measurement can be modeled as in Eq.A.1.

NPGPS = fGPS(PGPS + εP ,O) =N η1 + ε̃P , (A.1)

where NPGPS is the position in the NED frame obtained after the use of

fGPS , the function to convert geodetic coordinates to local NED ones, PGPS

is the position obtained with the GPS, εP is the error introduced to model

accuracy, which is mapped into ε̃P after the NED conversion, and O are

the geodetic coordinates of the point assumed as origin of the NED frame

(usually the temporally first GPS fix).

Depth Sensor

Depth sensors are simple, light-weight and cheap devices that, by means

of pressure measurements, can estimate depth. According to Eq.A.2, a
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stochastic representation of a pressure measurement can be obtained:

pDS = p+ bp + εp, (A.2)

where pDS is the actual measured pressure, which can be modeled as the

sum of the real pressure p, the sensor bias bp, and the measurement noise εp.

By applying a simple hydrostatic relation, the depth measurement becomes:

pDS − p0 = ρgNdDS , (A.3)

where being p0 is the pressure measured during the initialization phase, ρ is

the water density, g is the gravitational acceleration and dDS is the measured

depth, which can be thus modeled as:

NdDS = z + εd, (A.4)

being z the real depth and εd is the noise. It is worth noting that the above-

mentioned discussion permits to obtain a relative depth with respect to an

initialization measurement (usually performed when the vehicle is on sea

surface). As a consequence, the bias term bp cancels out.

Doppler Velocity Log

A DVL is a device able to measure, by exploiting the Doppler effect, a 3D

linear velocity of the vehicle either with respect the sea bottom (bottom lock)

or the water column (surface lock). In the development of this thesis, it is

assumed that the device works in bottom lock modality. As a consequence,

the following mathematical model has been used:

bvDV L =b ν1 + bv + εv, (A.5)

where the measured velocity bvDV L is assumed to be the sum of a true value
bν1 , the bias bv, and the measurement noise εv.

Inertial Measurement Unit

Usually, the term IMU stands for an instrument with accelerometers and

gyroscopes. Nonetheless, sometimes IMUs also presents a triaxial magne-
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tometer. For the sake of clarity, in the rest of the thesis, the term IMU

will be used to denote an instrument that encompasses accelerometers and

gyroscopes. However, the vehicles of the UNIFI DIEF MDM Lab fleet

are equipped with triaxial accelerometers, gyroscopes, and magnetometers

within the same device. For what concerns the accelerometers, where εa

represents measurement noise and ba is the accelerometer bias (assuming

the accelerometer properly calibrated this term is usually neglected).

baIMU =
(
NRNB

)T
(η̈1 − g) + ba + εa, (A.6)

For what concerns the gyroscopes,

bωIMU =b ν2 + bg + εg, (A.7)

where the sum of true angular velocity bν2, the bias bg, and the noise εg

produces the sensed quantity bωIMU .

Magnetometer

A widely employed model is:

bm = W (NRNb )T (NH) +Hm + εm, (A.8)

where NH is the Earth’s magnetic field expressed in the fixed frame, W

and Hm are the disturbances and εm is the measurement noise. Since this

treatment goes beyond the scope of this work, the interested reader can refer

to [Vasconcelos et al., 2011], [Fanelli, 2019], and the references therein.

Fiber Optic Gyroscope

A FOG is a device able to measure, by exploiting the Sagnac effect, the

angular rate. For what concerns a single-axis device, the following model

can be adopted:
mωFOG = ωFOG + be + bf + εf , (A.9)

where mωFOG is the measured quantity, ωFOG is the true value, be is the

component of Earth’s rotation sensed by the gyro, bf is an additional bias

term, and εf is the measurement noise.
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Forward Looking Sonar

It is well known that a 2D FLS consists of a series of azimuth α and ranges

R→ measurements with a scalar value that represents the intensity of the

returned echo. Considering a duple of azimuth and range α and R→ and

the imaging geometry model presented in Section 3.3, the noisy description

in Eq.A.10 can be obtained:[
mR→
mα

]
=

[
R→

α

]
+ bs + εs =

[ √
X2 + Y 2 + Z2

arctan
(
Y
X

) ]
+ bs1 + εs1, (A.10)

where mR→ is the measured range, R→ its true value, mα is the measured

azimuth angle, α its true value, bs1 and εs1 are respectively an additional

bias term and the measurement noise for both the range and the azimuth

angle. A similar approach can be found in [Yang and Huang, 2017].

On the other hand, in this work, the FLS is used to obtain linear speed

estimations or, generally speaking, translational motions after applying the

solution described in Section 4.1. As a consequence, from Eq.A.10, it is

not easy to predict the final noise statistics. Indeed, the estimation will

possess different spectral properties than those of the noise affecting range

and elevation angle. Nevertheless, a model with a true value that is the sum

of a measured one, a bias term and a noise can be adopted:

bvFLS = bν1 + b̃s1 + ε̃s1, (A.11)

where the measured velocity bvFLS is assumed to be the sum of a true value
bν1 , the bias b̃s1, and the measurement noise ε̃s1.

Some authors, such as [Pfingsthorn et al., 2010], and [Hurtós et al., 2015],

proposed heuristic methods where the underlying idea is that the surround-

ing of the main peak of the matrix c(x, y) can represent the accuracy of

the phase correlation method. Nevertheless, the adaptive filtering technique

proposed in Section 4.3 can adapt the measurement noise on its own.
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Online acoustic underwater

mosaicing

Mapping is a common problem in the underwater environment, and studies

on this topic, which is fundamental for underwater vehicles to enhance the

knowledge of the environment around them, have been actively carried out

by several researchers. An online acoustic underwater mosaicing structure

that suites the peculiarities of FLS images was satisfyingly addressed during

the first part of the Ph.D. period [Franchi et al., 2018].

The technique is composed of three steps that will be explained as follows:

• registration;

• global alignment;

• mosaic blending.

Registration

As explained in Section 1.3, registration is the process through which a pair

of overlapped images collected from different viewpoints are associated into

one coordinate system. The proposed approach resorts to two solutions

that run in parallel: the first one involves the use of the raw FLS images,

whereas the second one exploits information obtained from the navigation

filter, which can employ (or not) a FLS. For what concerns the former, the

algorithm is thoroughly explained in Section 3.3 and Section 4.1. Here,

linear translation between two subsequent FLS images is already sufficient,
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and linear speed estimation is not computed. In conclusion, given a GPS

initialization (which is necessary to geo-localize the underwater mosaic), FLS

images can be registered by using the following logic, henceforth called “FLS

images win”. If, basing on phase correlation goodness index cr (defined in

Section 4.1.2), the phase correlation process is deemed as sufficiently good,

its output is employed in favor of information from the navigation filter. By

Algorithm “FLS images win”

input : cr
output: Condition Check
if (cr > cr) then

registration exploiting acoustic images
end
registration exploiting navigation filter

applying this approach, the underwater mosaic works continuously, and it

is thus not limited by the particular sea bottom scenario, which could not

carry any informative content.

Global alignment

Global alignment is the process through which all the collected images are

associated into a common reference frame. The currently implemented ap-

proach, which can be deemed as the most straight forward one, is to con-

catenate the successive transformations to the final mosaic. Although the

authors are aware that this method is prone to cumulative errors over time,

the proposed solution appears a good trade-off, being less computationally

burden with respect to more sophisticated techniques such as is [Kim et al.,

2006] and [Hurtós et al., 2015]. This is especially sensed in the case of AUVs,

where different and complex processes need to be carried out onboard in

real-time.

Mosaic blending

The final goal is to improve the appearance of the final artifact. Before the

actual blending takes place, the single acoustic images need to be improved

in terms of quality. To do so, three steps are considered:
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1. the first one involves the use of all the available image data set (within a

preset window) with the aim of estimating, by averaging all the frames,

the underlying acoustic pattern (see Fig. B.1). The systematic error in

the insonification pattern, which is likely to affect the acoustic images

[Negahdaripour et al., 2005] and [Hurtós et al., 2015], is thus detected

and removed. Hence, a moving real-time updated window with a fixed

size is used, where the oldest acoustic images are gradually removed.

ipost(x, y) = ipre(x, y)− imean(x, y), (B.1)

where ipre(x, y) and ipost(x, y) are the images before and after mean

subtraction, respectively, and imean(x, y) is the underlying acoustic

pattern. Because of the mean subtraction operation makes the image

darker, an adaptive law that tries to maintain the overall illumination

is introduced, Eq.B.2, and Eq.B.3.

ipost(x, y) = ipre(x, y)− imean(x, y) + iadding(x, y), (B.2)

with

iadding(x, y) = kmeanimean(x, y), (B.3)

where iadding(x, y) is the image obtained from the adaptive law and

kmean is a constant ∈ (0, 1]. If kmean = 1 the average brightness

is preserved, whereas if kmean < 1 this is no more true, but image

saturation can be prevented.

Figure B.1: Typical insonification pattern in FLS images.

2. The second one concerns the use of the Contrast Limited Adaptive
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Histogram Equalization (CLAHE) technique with the aim of modify-

ing the intensity histograms of the acoustic frames [Pizer et al., 1987].

As already pointed out by [Hurtós et al., 2013a], FLS imagery usually

presents inhomogeneous illumination that might depend, for example,

upon terrain shape and illumination direction. Therefore, a more uni-

form image distribution can be achieved lessening the intensity offsets.

3. The last one involves the removal of areas that show poor information.

In particular, homogeneous image parts with low response, so with

low local variance and low local mean respectively, are blinded. In

addition, the closest area to the FLS center, which is likely to present

noise or poor information, is blinded as well.

The actual mosaic blending is performed by summing the images on an im-

age with greater depth, henceforth called “tank”, and by creating a map of

the overlapped areas, henceforth called “map”. In other words, a function

that manages how many times a given pixel is occupied is defined. By simply

dividing pixel-by-pixel the “tank” with the “map”, the final artifact takes

place. Other blending techniques are proposed by [Ferreira et al., 2015] and

[Hurtós et al., 2013a].

Some of the results obtained during the robotics competition ERL SAUC-E

2018, held in La Spezia (Italy) at the NATO STO CMRE in July 2018,

are presented. In particular, a 2D geo-localized underwater reconstruction

of the competition arena is reported in Fig. B.2. The mosaic is composed

of around 700 acoustic images combined together, and the registration pro-

cess was performed exploiting both navigation information from a DVL-

based DR strategy and from raw FLS images with the already mentioned

logic “FLS images win”. In particular, 356 registrations using FLS images,

whereas the others using the navigation filter. Looking at Fig. B.2, two un-

derwater structures composed of assembled pipes can be noted in the middle.

In addition, the good matching between the wharf contour obtained from

Google Earth and the acoustic reconstruction can be observed as well.
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Figure B.2: Google Earth image of the competition arena at the NATO STO
CMRE (La Spezia, Italy) overlaid with the underwater acoustic mosaic. The
covered area is about 2000 m2. In the bottom-right corner, a detail of one
of the two underwater structures is presented.





Appendix C

Observability analysis

The method described in Section 4.1 is not able to obtain linear speed mea-

surement along the z-axis of the body-fixed frame, thus, in order to justify

the AUKF or a generic UKF estimation strategy in the absence of a DVL

device, the observability of the system needs to be proven. While in [Her-

mann and Krener, 1977] nonlinear observability for continuous-time systems

is studied, in the discrete-time context contributions can be found in [Ni-

jmeijer, 1982] and [Albertini and D’Alessandro, 2002]. In particular, the

latter is used as a reference for the following discussion.

First of all, for the sake of clarity, the basic (classical) definitions of in-

distinguishability, observability, local weak observability and local strong ob-

servability are provided. Afterward, sufficient conditions to guarantee both

the local strong and weak observability of the system are furnished. Lastly,

the dynamical system described in Section 4.3 in the absence of the DVL

contribution is proven to be locally strongly observable. For the interested

reader, more information can be found in [Albertini and D’Alessandro, 2002]

and the references therein. In the rest of this section, the observability of

nonlinear discrete-time models of the form{
xk = f (xk−1,uk−1)

yk = h (xk)
(C.1)

is presented. Where

x ∈ N ⊂ Rn,y ∈ P ⊂ Rp,u ∈M ⊂ Rm,f : N ×P → N,h : N → P, (C.2)
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where f(•) and h(•) are of class C∞ and it is assumed that N and P are

connected, second countable, Hausdorff, differentiable manifolds and M is

an open interval of R.

Definition C.0.1. Two states x̃ and x̄ are said indistinguishable, with

symbol x̃Ix̄, for each j > 0 and for each sequence of controls {u1, . . . , uj} ∈
M j if:

h
(
fuj ◦ · · · ◦ fu1 (x̃)

)
= h

(
fuj ◦ · · · ◦ fu1 (x̄)

)
, (C.3)

where ◦ stands for the composition of functions.

Definition C.0.2. A state x̃ ∈ N ⊂ Rn is said to be observable if x̃Ix =⇒
x̃ = x.

Definition C.0.3. A state x̃ ∈ N ⊂ Rn is said to be locally weakly ob-

servable if there exists a neighborhood of x̃ such that, for each x in the

neighborhood, x̃Ix =⇒ x̃ = x .

Definition C.0.4. A state x̃ ∈ N ⊂ Rn is said to be locally strongly ob-

servable if there exists a neighborhood of x̃ such that, for each x̄, x̂ in the

neighborhood, x̄Ix̂ =⇒ x̄ = x̂.

Definition C.0.5. A system is said to be locally weakly or locally strongly

observable if this property is true for each state x ∈ N .

It can be shown ([Albertini and D’Alessandro, 2002]) that for a system of

the type C.1 with properties in C.2, fixed a state x̃ ∈ N if dim dO (x̃) = n,

then x̃ is a locally strongly observable state for system C.1, where dim dO is

the dimension of the codistribution dO, and where dO is the codistribution

spanned by all the differentials of these functions.

In the absence of DVL measurement, the system described in Section 4.3

becomes:

x = [ NηT1
bνT1 ]T ,x ∈ R6, (C.4)

[
Nη1
bν1

]
k

=

[
Nη1
bν1

]
k−1

+ ∆T


NRNB

(
(η2)k−1

) (
bν1

)
k−1

τ1,x(νk−1,uk−1)
m − (δx)k−1ν

2
1x sgn(ν1x)
m

0

0

 ,
(C.5)
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y =
[
NP T

GPS dNDS
bvTFLS

]T
,y ∈ R5 (C.6)

In the rest the following assumption will be made:

Assumption 9. N and P are connected, second countable, Hausdorff, dif-

ferentiable manifolds and M is an open interval of R. This hypothesis holds

since the state of the system is indeed R×R×R+×R×R×R, whereas the

output is R× R× R+ × R× R.

Assumption 10. The propulsion model in Eq.4.13 and Eq.4.14 is supposed

not to depend upon ν. Therefore, the influence of the vehicle motion to the

actual exerted thrust is neglected.

dO, defined as in C.7, can be limited (as it will be shown in the following)

to dO1 and dO2.

O1 = {h(•)}
Ok =

{
h
(
fuj ◦ · · · ◦ fu1(•)

)
|∀i = 1, · · · , j, ui ∈M, and 1 ≤ j ≤ k − 1

}
O = ∪k≥1Ok

.

(C.7)

dO1 =


1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

 , (C.8)

dO2 =


1 0 0 c(ψ)c(θ) c(ψ)s(θ)s(φ)− s(ψ)c(φ) c(ψ)c(θ)c(φ) + s(ψ)s(φ)

0 1 0 s(ψ)c(θ) s(ψ)s(θ)s(φ) + c(ψ)c(φ) s(ψ)s(θ)c(φ)− c(ψ)s(φ)

0 0 1 −s(θ) c(θ)s(φ) c(θ)c(φ)

0 0 0 1− 2
(δx)k−1ν1x sgn(ν1x)

m 0 0

0 0 0 0 1 0

 ,
(C.9)

By observing Eq.C.8 and Eq.C.9, it can be easily noted that the matrix

[dO1, dO2] presents six linearly independent rows. Indeed the first three

rows of Eq.C.9 include the elements of the rotation matrix NRNB whose rows

cannot be (by rotation matrix definition) null. In conclusion, dim dO = 6

∀x ∈ R6 and, in light of Assumption 9, Assumption 10, Definition C.0.5, and
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the work of [Albertini and D’Alessandro, 2002], the system is locally strongly

observable (and thus locally weak observable). To clarify, let us assume that

roll (φ) and pitch (θ) in the rotation matrix NRNB are approximately zero,

which is reasonable for the most AUV, so cos(•) ≈ 1 and sin(•) ≈ 0.

[dO1, dO2] =



1 0 0 0 0 0

0 1 0 0 0 0

0 0 1 0 0 0

0 0 0 1 0 0

0 0 0 0 1 0

1 0 0 c(ψ) −s(ψ) 0

0 1 0 s(ψ) c(ψ) 0

0 0 1 0 0 1

0 0 0 1− 2
(δx)k−1ν1x sgn(ν1x)

m 0 0

0 0 0 0 1 0



, (C.10)

It is easy to understand that the matrix in Eq.C.10 possesses six linearly

independent rows (first, second, third, fourth, fifth and eighth).
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