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The Beauty Contest between Systemic and
Systematic Risk Measures: Assessing the

Empirical Performance

June 19, 2020

Abstract

To assess the empirical performance of systemic and systematic risk measures

and to face some legitimate concerns in literature regarding the connections be-

tween those indicators, we investigate how the state (distressed or not) of a financial

company at a given date is related to the corresponding risk indicators. Based on a

combination of univariate and multivariate Cox regressions, our approach is applied

to 2006-2010 data of 171 listed US financial companies (grouped in two subsam-

ples, S&P and Non-S&P), on which we estimate different versions of nine popular

systematic and systemic risk measures, along with leverage as control variable.

Results reveal a strong prevalence of systemic measures and leverage over sys-

tematic ones, especially when the time distance between the indicator and the event

tends to increase. For the S&P companies, a combination of SRisk and leverage

provides a considerable improvement over the best stand-alone indicators, while Ex-

pected Shortfall emerges as the only systematic measure providing some information

in addition to SRisk and leverage for Non-S&P companies.

Keywords : Systemic and Systematic risk, Cox model, Lasso penalization

JEL codes : G01, G21
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1 Introduction

The 2007-2009 financial crisis highlighted the need for appropriate measures of systemic

risk to provide a timely identification of the Systemically Important Financial Institutions

(SIFIs) and to anticipate potential threats to the stability of the whole financial system.

The literature is far from a consensus on the definition of systemic risk. Sheldon

and Maurer (1998) define it as the likelihood that the failure of one bank will trigger

a chain reaction that causes other financial institutions to fail, the so-called “domino

effect”. Along the same line, Kaufmann (1996, p. 3) views systemic risk as the probability

that cumulative losses occur and ignite “a series of successive losses along a chain of

institutions or markets”. These contributions focus on chain reactions and interbank loans,

while others concentrate on contagion (De Bandt and Hartmann, 2000), information flows

(Mishkin, 2007), correlated defaults and liquidity spirals (Billio et al., 2012; Adrian and

Brunnermeier, 2016), spillover effects and externalities (IMF,BIS,FSB, 2009). From these

different views, systemic risk emerges as a multi-faceted concept related to many different

mechanisms that are difficult to incorporate in a unique and generally accepted definition

and measure (c.f. the survey in Benoit et al. (2017)).

An appropriate quantification of systemic risk is anyway crucial for efficient regula-

tion. Given the growing number of systemic risk indicators, this implies that regulators

and policymakers need a way to discriminate among them, selecting only those measures

that prove to be the “best” at anticipating distress scenarios. In other words, systemic

risk measures require empirical validation. However, the assessment of the performance

of systemic risk measures is still an open issue. For instance, Brownlees and Engle (2017)

perform an empirical validation by connecting systemic risk measures to financial firms’

distress, proxied by government assistance. Acharya et al. (2017) test the empirical per-

formance of given risk measures to predict: i) the outcomes of the Supervisory Capital

Assessment Program (SCAP); ii) the realized equity returns of financial firms during the

crisis period; iii) the increase in credit risk estimated from Credit Default Swaps (CDS).

Finally, Allen et al. (2012) and Giglio et al. (2016) validate several systemic risk measures

by comparing their ability to predict future macroeconomic shocks as measured by the
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Chicago Fed National Activity Index (CFNAI) and its subcomponents.

From a different perspective, Benoit et al. (2013, 2017) show that common systemic

risk measures are theoretically and empirically related to simple systematic (i.e., market)

risk measures, suggesting that indicators of the former type may be not sufficient to

quantify systemic risk since they seem to be driven by market risk measures and firms’

characteristics. They also highlight that additional research should address this concern.

The aim of this paper is to compare the empirical performance of both systemic and

systematic risk measures on an empirical “ground”: the distress of financial companies

during the 2006-2010 period. In other words, we investigate whether the ex-ante risk

measures are able to predict the ex-post distress events in the financial industry, on the

idea that such an event represents the most tangible and catastrophic expression of risk

for a financial institution with potential systemic and contagion effects1. More specifically,

we address the following research questions:

1. Considering a set of alternative risk measures, which is the best indicator of the

state (distressed or not) of a financial company at a future date?

2. Considering different risk measures, can one of them synthesize the whole risk profile

of a company, or is there a combination to use because they hold partially different

information?

3. How much does the informativeness of one or more risk measures tend to decay

when they grow older?

To answer these questions, we consider three Systematic risk measures (CAPM Beta

(Beta), Value-at-Risk (VaR), Expected Shortfall (ES)) and six Systemic risk measures

(Marginal Expected Shortfall (MES), Systemic Expected Shortfall (SES), Systemic-Risk
1De Bandt and Hartmann (2000) identify two types of systemic events: a broad systemic event is a

widespread shock affecting many institutions or markets at the same time, while a narrow systemic event
is the failure of a financial institution or a market crash. Following this definition, a good systemic risk
measure should be able to predict the distress of individual financial institutions and thus, such events
can be used as a ground of the empirical validation of risk measures. The link between systemic risk
and financial companies default is also present in Roukny et al. (2018) who develop a model to compute
the systemic probability of default, in order to study how networks structures can affect systemic risk
assessment.
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(SRisk), Exposure Conditional-VaR (E-CoVaR), and two connectedness measures pro-

posed respectively by Billio et al. (2012) (BGLP-in) and Diebold and Yılmaz (2014)

(DY-from)2, along with leverage (LVG) as control variable. For Beta, VaR, ES, MES,

SES, SRisk and E-CoVaR we estimate a historical-based and a model-based version: we

compute the former employing a backward looking, rolling window approach, and we de-

rive the latter from a specific time series model (DCC-GARCH for the first three measures,

Copula-GARCH for E-CoVaR).

We estimate the measures for a sample of 171 listed US financial companies (78 S&P

and 93 non-S&P companies) among which 29 are classified as “Distressed” (12 S&P and

17 non-S&P) and 142 as “Non-distressed”. We run the analysis separately for the two

subsamples of S&P and non-S&P financial institutions. The time interval of the analysis,

January 2006 - December 2010, includes both a pre-crisis and a post-crisis period.

To investigate the relationship between the risk measures of a company and its state

at a given time, we perform a survival analysis using the Cox model. We run three sets of

regressions: separate univariate models for each risk measure; multivariate models using a

Least Absolute Shrinkage and Selection Operator (Lasso) type penalty; and unpenalized

(post-Lasso) multivariate models on the risk measures selected by Lasso. The univariate

regressions are useful to check which measure, if considered alone, has the highest pre-

dictive power for the state of a company. In contrast, the multivariate models suggest

whether different indicators can be used together because they carry (partially) different

information. We use a Lasso penalization in the Cox model (the first part of the multi-

variate analysis) to mitigate the high collinearity between the risk measures: we exploit

the fact that, among the correlated covariates, Lasso tends to select those with the high-

est explanatory power for the dependent. The post-Lasso analysis (second phase of the

multivariate analysis) is instead useful as a further check and to get a clearer picture of

the results.

To check how much the informational content of a risk measure tends to decay with

time, for each measure and version we correlate the state of the financial company at a
2Benoit et al. (2017) point out that these risk measures received considerable attention in the literature,

collecting more than 2,700 citations in the past 5 years.
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given date to the risk measures estimated at the same time, one week, one month, three

months, and six months before (lags 0, 5, 21, 63, and 126 days, respectively).

We improve upon the existing literature in several ways. First, we complement pre-

vious studies (Brownlees and Engle, 2017; Acharya et al., 2017; Allen et al., 2012; Giglio

et al., 2016) proposing a different validation methodology to select the best financial risk

measures or the best method to estimate a given measure. This allows to check whether

different measures provide similar information about the company’s risk or, alternatively,

they can be employed together because their informational content partially differs. With-

out pretending to build a default prediction model3, our study contributes to the debate

regarding the empirical validation of risk measures, checking the relative importance of

systematic and systemic risk measures along Benoit et al. (2017, 2013).

A second contribution is the statistical framework, based on a Cox model in which

the risk measures explain the company’s distress. We complement this with a suitable

integration of univariate and multivariate specifications and, within the latter, by a conve-

nient mix of Lasso-based and traditional formulations to circumvent the high collinearity

among the risk measures. This integrated tool provides us with clearer conclusions.4

A third contribution lies in the empirical evidence emerging: we validate both sys-

tematic and systemic risk measures by showing that each one, on a stand alone basis,

is a significant predictor (with the expected sign) of financial companies’ distress, with

the exception of some connectedness measures; we identify the best measure or the best

combination in each group (and across the groups). In addition, we get a clear idea about

how the information content provided by a risk measure decays with time.

The paper is organized as follows: Section 2 surveys the most relevant literature;

Section 3 describes the risk measures selected for the analysis; Section 4 illustrates the

data and the methods to estimate the systematic and systemic risk measures; Section 5

discusses the results of the empirical analysis; Section 6 concludes.
3To this aim we should add bank-specific variables (profitability, liquidity, capital ratios) and collect

a higher number of default events.
4Previous literature rests on Tobit regression (Acharya et al., 2017; Brownlees and Engle, 2017), linear

regression (Allen et al., 2012; Acharya et al., 2017; Brownlees and Engle, 2017), and quantile regression
(Giglio et al., 2016).
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2 Literature Review

This paper is related to the literature on systemic risk measurement and empirical valida-

tion of risk measures. Benoit et al. (2017) classify the former literature in two categories:

the source-specific approach and the global systemic risk measures.

The source-specific approach defines different measures for each source of systemic

risk, such as contagion effect (Bayoumi et al., 2007; Elsinger et al., 2006), correlated

exposures among financial institutions (Lehar, 2005; Blei and Ergashev, 2014), liquidity

spirals (Jobst, 2014; Brunnermeier et al., 2013), and bank runs (Goldstein and Pauzner,

2005). For instance, the ACRISK measure of Blei and Ergashev (2014) synthetizes the sys-

tem’s fragilities due to asset commonality, one of the major causes of correlated exposures.

Bayoumi et al. (2007) develop a measure of contagion based on the relationship between

the correlations of equity markets across countries and their geographical distance. Brun-

nermeier et al. (2013) tackles the buildup of banks’ exposures to liquidity crises, proposing

the Liquidity Mismatch Index (LMI) defined as the cash-equivalent value of assets and

liabilities in each state of the world at a future date. Summarizing, the source-specific

approach allows a detailed representation of the multi-facets nature of systemic risk but,

on the other hand, it can lead to fragmentation in regulatory actions and tools.

In contrast, the second approach to systemic risk measurement aims to define global

systemic risk measures that synthesize the entire contribution of a financial institution to

systemic risk in a single indicator. Prominent examples are MES and SES (Acharya et al.,

2012), SRisk (Brownlees and Engle, 2017) and CoVaR (Adrian and Brunnermeier, 2016).

Although, strictly speaking, they do not measure systemic risk, we include in this group

also some indices of connectedness among financial institutions proposed by Billio et al.

(2012) and Diebold and Yılmaz (2014).5 Since they summarize the total contribution of

a financial institution to systemic risk in a single number, global systemic risk measures

may help regulator to identify the SIFIs. More generally, because of their market-based
5“By definition, systemic risk involves the financial system, a collection of interconnected institutions

that have mutually beneficial business relationships through which illiquidity, insolvency, and losses can
quickly propagate during periods of financial distress.”, Billio et al. (2012, p. 536). We label the connect-
edness measures used in what follows as BGLP-in and DY-from (see Section 3.2 for details). We thank
an anonymous referee for the suggestion to add also connectedness measures to the analysis.
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nature, they may provide a timely information to recognize distress situations that may

lead to systemic events. According to the aim of this study, we focus on global systemic

risk measures.

Benoit et al. (2017) emphasize the role of empirical validation as the only way to

make some insightful selection among the increasing number of systemic risk measures.

Brownlees and Engle (2017) assess the empirical performance of SRisk by showing that it

is a predictor of the capital injections received from the FED during the crisis6. Wu and

Zhao (2014) propose a default model that links bank failures to systemic risk, as measured

by several indicators (SRisk, CoVaR, Distressed Insurance Premium, LIBOR-OIS spread,

trailing 12-month returns from bank stocks). Acharya et al. (2012) show that MES is

able to predict: i) the outcomes of the SCAP stress test; ii) the realized ex-post equity

returns (realized-SES) during the financial crisis; iii) the ex-post CDS returns during the

crisis7. Oh and Patton (2018) use a dynamic copula model to estimate and check the

empirical performance of two systemic risk measures, the joint probability of distress and

the expected proportion in distress. Finally, Allen et al. (2012) and Giglio et al. (2016)

perform empirical validation of several systemic risk measures by assessing their ability

to predict macroeconomic downturns. Allen et al. (2012) propose a market-based macro-

level systemic risk measure, the CATFIN, and perform empirical validation by studying its

ability to forecast macroeconomic shocks as proxied by the CFNAI Index, the growth rate

of US GDP, the industrial production and the unemployment rate. Giglio et al. (2016)

compare 19 systemic risk measures in forecasting future macroeconomic downturns as

measured by the CFNAI Index and its subcomponents.

None of the aforementioned studies investigates the link between financial companies’

distress and systematic risk measures8. However, Benoit et al. (2013, 2017) show that
6From a technical point of view, the authors use a Tobit model in which the dependent variable is the

FED capital injection, evaluated as the maximum level of borrowings for the financial companies that
accessed the federal programs

7The authors identify the 5% smallest returns of an equally weighted portfolio of CDS of 40 financial
firms, and then compute the CDS return of each firm in the corresponding days. This measure represents
a measure of MES based on CDS returns (CDS-MES). Then, they regress it against realized equity
returns and against realized CDS returns.

8To be precise, the cited papers use firms’ Beta (Acharya et al., 2012; Allen et al., 2012) and ES
(Acharya et al., 2012; Brownlees and Engle, 2017) only as control variables. They do not focus specifically
on systematic risk measures nor they aim to identify the “best” measure in each group.
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global systemic risk measures are both theoretically and empirically related to simple

market risk measures and firm characteristics, suggesting that such indices might not be

enough to measure systemic risk properly. More specifically, deriving the aforementioned

systemic risk measures under a common bivariate GARCH-DCC framework, they show

that MES is linearly related to the Dynamic Conditional Beta (dcBeta), SRisk has a tight

relationship with the company’s leverage and with MES (and thus, to a lesser extent,

dcBeta), and CoVaR is related to VaR (especially if the distribution of markets’ returns

is centered around zero, in which case CoVaR is strictly proportional to VaR, at least

under the Adrian and Brunnermeier (2016) approach). They then estimate all such risk

measures for a sample of US banks during 2000-2010 and show that the empirical data

support the theoretical relationships.

Benoit et al. (2013, 2017), however, do not validate the aforementioned risk measures,

nor they try to identify the “best” one or the best combination of them. Our paper

contributes to this strand of literature by comparing the empirical performance of several

systemic risk measures on the distress events during the 2006-2010 period. Moreover,

differently from previous studies we compare systemic with systematic risk measures,

allowing us to appreciate the relative merits according to Benoit et al. (2013, 2017).

3 Selection of Risk Measures

In the empirical analysis of the following sections, we consider three systematic (CAPM

Beta, VaR, ES) and six systemic (MES, SES, SRisk, CoVaR, DY-from, BGLP-in) risk

measures. Although there is extensive literature on the topic, we summarize them here

for ease of reference.

We use the following notation:

• ri,t and rM,t are the daily returns on the i-th company and the market, respectively,

at day t, while rf,t is the risk-free return at day t;

• It is the information set available at day t;
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• Pt(·) = P (·|It), Et(·) = E(·|It), Vt(·) = V (·|It), Ct(·, ·) = C(·, ·|It) denote, re-

spectively, the probability, the expectation, the variance, and the covariance of the

argument(s) conditional on the information set.

3.1 Systematic Risk Measures

The Value at Risk (VaR) at level α for the i-th company at day t is the α-th quantile

of ri,t conditional on the available information, namely

Pt−1
(
ri,t ≤ VaR

(α)
i,t

)
= α.

The Expected Shortfall (ES) at level α for the i-th company at day t is the condi-

tional left-tail expectation of ri,t, in the sense that

ES
(α)
i,t = Et−1

(
ri,t

∣∣∣ri,t ≤ VaR
(α)
i,t

)
.

The CAPM Beta for the i-th company is the covariance between the company’s

excess return and the market excess return, divided by the variance of the latter,

βi =
C (ri,t − rf,t, rM,t − rf,t)

V (rM,t − rf,t)
. (1)

We can also interpret this as the slope coefficient of the linear regression of ri,t − rf,t

on rM,t − rf,t. The Dynamic Conditional Beta is the ‘dynamic’ version of (1), in the

sense that the covariance and the variance in the formula are replaced by their conditional

counterparts (Engle, 2002),

βt,i =
Ct−1 (ri,t − rf,t, rM,t − rf,t)

Vt−1 (rM,t − rf,t)
. (2)
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3.2 Systemic Risk Measures

The Marginal Expected Shortfall (MES) at level α for the i-th company at time t is

defined as:

MES
(α)
i,t = Et−1

(
ri,t

∣∣∣rM,t ≤ VaR
(α)
M,t

)
.

As illustrated by Acharya et al. (2017), the term comes from the fact that MES measures

the company’s contribution to overall risk, expressed by the system ES
(α)
M,t, when the

market is in distress according to the condition rM,t ≤ VaR
(α)
M,t.

Acharya et al. (2017) also propose Systemic Expected Shortfall (SES). Taking

z ∈ (0, 1) and denoting with w and a the equities and assets, respectively, the definition

of SES is based on the gap w − za: a company (or a system) is in distress when the

corresponding gap is negative. Accordingly, the SES of the i-th company at time t is

the conditional expectation of wi,t − zai,t when the corresponding value for the system,

wM,t − zaM,t, is negative,

SESi,t = Et−1 (wi,t − zai,t |wM,t − zaM,t < 0) .

Since this definition is difficult to use in practice, Acharya et al. (2017) derive, under some

assumptions, the empirical relationship

SESi,t
wi,t−1

=
zai,t − wi,t−1

wi,t−1
+ kMES

(0.05)
i,t +∆i,t

where: ∆i,t is an adjustment term with the excess cost of financial distress representing its

main part; k, the relative severity, is the ratio between the critical values ε(0.05)M (associated

with the worst 5% market outcomes) and ε(∗)M (related to the event wi,t− zai,t < 0) of the

system shocks εM (cf. Acharya et al. (2017, pp. 7-17) for the details).9

Proposed by Brownlees and Engle (2017), the Systemic Risk (SRisk) for the i-th

company at time t is defined as its expected Capital Shortfall, over a given horizon,

conditionally on a systemic event, identified by a market return between t + 1 and t + h

9Since Acharya et al. (2017) uses a two-period framework in which t = 0, 1, we adapted the notation
to this study.
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falling below an extreme threshold c:

SRiski,t = Et (CSi,t+h |rM,t+1:t+h < c) . (3)

The Capital Shortfall (CS) is the capital reserve the firm needs to hold due to regulation

and prudential management minus the firm’s equity:

CSi,t = kai,t − wi,t = k (di,t + wi,t)− wi,t = kdi,t − (1− k)wi,t (4)

where w is the market value of equity, d is the book value of debt, a is the quasi-market

value of assets, and k is the prudential capital fraction. When CS is negative, the firm is

functioning properly since it means that its equity capital is above the required prudential

fraction of its assets; if it is positive, the company is experiencing distress. Replacing (4)

in (3) leads to the following expression of SRisk

SRiski,t = wi,t (k LVGi,t +(1− k) LRMESi,t−1) , (5)

where LVG is the company’s leverage, and LRMES, the Long Run Marginal Expected

Shortfall, is the expected multi-period equity return in case of a systemic crisis (aggregate

market returns falling below the extreme threshold c).

Proposed by Adrian and Brunnermeier (2016), the CoVaR at time t of j relative to

i (both j and i can be an institution or a financial system) is defined as the VaR of j

conditional to some event experienced by i

Pt−1
(
rj,t ≤ CoVaR

(α)
j|∗,t |ri,t ∈ ∗

)
= α. (6)

Typical conditioning events are ri,t = VaR
(0.5)
i,t and ri,t = VaR

(α)
i,t , interpreted, respectively,

as i being in a normal situation or in distress. With the same interpretations, Girardi

and Ergün (2013) consider instead ri,t ≤ VaR
(0.5)
i,t and ri,t ≤ VaR

(α)
i,t . This leads to the

Delta-CoVaR,

∆CoVaR
(α)
j|i,t = CoVaR

(α)
j|α,t−CoVaR

(α)
j|0.5,t
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where, to simplify the notation, the asterisk in (6) is replaced with the VaR-related

probability of the conditioning institution. If j refers to a whole system and i to a financial

company, the Delta-CoVaR captures the marginal contribution of the j-th company to the

overall system risk. Reversing the conditioning and labeling j as M (as in the previous

systemic risk measures) yields the Exposure-CoVaR

E-CoVaR
(α)
i|M,t = CoVaR

(α)
i|α,t−CoVaR

(α)
i|0.5,t,

which measures the extent of the effect of a systemic crisis on institution i. As Adrian

and Brunnermeier (2016) stresses, this direction of conditioning is more in line with the

systemic risk measures defined above.

Within the Systemic Risk indicators we also include some indices of financial con-

nectedness proposed by Billio et al. (2012) and Diebold and Yilmaz (2015, and references

therein). Such measures are constructed using a similar two-stage mechanism: in the first,

a pairwise directional (out toward in) measure is calculated between each couple (i, j) of

financial institutions, obtaining a squared connectedness table; in the second, such matrix

is further synthesized to derive the in or out degree of connectedness of each institution

with the others.10

The first stage by Billio et al. (2012) is based on Granger causality in returns: for each

couple of financial institutions, a bivariate VAR(1) model is estimated on the time series

of standardized returns (standardization is obtained dividing each return by the corre-

sponding conditional standard deviation estimated from a GARCH model); the pairwise

i → j measure of connectedness is set to one if i is significant in causing j and to zero

otherwise.

The first stage by Diebold and Yilmaz (2015) is instead based on a VAR analysis in

volatility: a joint VAR model is estimated on the time series of volatility measures (like

the Parkinson (1980) or the Garman and Klass (1980) ranges) of all companies; then the

pairwise i → j measure of connectedness is obtained using a Forecasting Error Variance
10The labels in and out come from Billio et al. (2012); with similar meaning, Diebold and Yilmaz

(2015) use instead from others and to others.
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Decomposition (FEVD) to evaluate what fraction of h-step forecast error variance of j is

due to shocks in i.

As far as the second stage, the cited works present several measures to synthesize the

degree of connectedness of a financial institution with the others. Using a principle similar

to the choice of E-CoVaR within the CoVaR domain, we selected those expressing the

degree of connectedness directed toward the institution: the #In measure in Equation (15)

of Billio et al. (2012) and the from others measure in the first equation of p. 10 of

Diebold and Yilmaz (2015) (such measures are labeled here as BGLP-in and DY-from,

respectively).

4 Data and Methodology

4.1 Data

Since systemic risk drivers can be different between major financial institutions and minor

banks and, more in general, a different size may impact on companies’ degree of connect-

edness with the rest of the system, we conducted the empirical analysis on two different

datasets (labeled S&P and Non-S&P), grouped as follows:11

• All the 87 S&P500 Financials index constituents in 2006. Among them, 7 companies

are excluded because they were involved in M&A deals for reasons not directly re-

lated to distress or liquidity crisis and 2 due to missing data.12 Among the remaining

78, 12 are classified as “distressed” according to one of the following criteria:

i) the company filed for Chapter 11 bankruptcy protection;13

ii) the company was acquired by competitors as a private sector solution to their

crisis;14

11To give an idea of the different “nature” of the two groups of companies, the average assets are 198.0
and 8.3 billion USD (median 60.4 and 5.7), respectively, for the S&P and Non-S&P sets at the beginning
of 2006.

12We excluded from the analysis Archstone-Smith Trust, BBVA Compass Bancshares Inc., Commerce
Bancorp, Equity Office Properties Trust, Mellon Financial Corp, Safeco Corp, and Santander Holdings
USA Inc. and we have missing data for Realogy Group and Ameriprise Financial Inc.

13Ambac Financial Group, CIT Group, Lehman Brothers and Washington Mutual.
14Bear Sterns, Countrywide Financial Corp, Merrill Lynch, National City Corp, and Wachovia.
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iii) the company was bailed-out by the government.15

• All the 329 financial companies in the FDIC official list with assets larger than 2

billion USD as of March 31, 2005. Among them, we excluded private bank holdings

and, to avoid double counts, the subsidiaries of listed bank holdings. As above, we

also excluded the banks ceasing their activity for reasons other than a crisis or those

presenting missing data. Summarizing, the total number of banks in this subsample

is 93, of which 17 are classified as failed by the FDIC.16

Tables 10 and 11 in Appendix list the companies included in the two subsamples. The

period of analysis goes from January 2005 to December 2010. We source the daily stock

prices and quarterly financial statement data from Bloomberg.

4.2 Estimation of Risk Measures

We use the data to estimate the risk measures listed in Section 3. For each measure

(with the exception of the connectedness measures which are presented separately in

Section 4.2.3) we consider an historical-based (or static) and a model-based (or dynamic)

version. The former (indexed by 1) is an historical statistic computed on rolling window

data, while the latter (indexed by 2) is produced by a suitable time series model.

4.2.1 Historical-based Estimates

We estimate the historical-based version of each risk indicator using a rolling window,

backward looking approach (one year window size, day by day roll). To be clear, we use

data from Jan. 3, 2005 to Dec. 30, 2005 to derive the risk measure at Jan. 3, 2006; we use

data from Jan. 4, 2005 to Jan. 3, 2006 to obtain the risk measure at Jan. 4, 2006; and so

on.17

15AIG and the two GSEs Fannie Mae and Freddie Mac. The two GSE were placed into conservatorship
on September 7, 2008, and AIG was classified as a “failure” by the Financial Crisis Inquiry Commission
(FCIC).

16The complete FDIC list of failed banks is available at https://www5.fdic.gov/hsob/hsobRpt.asp

17Since we employ an estimation window of one year, we also use 2005 data to set the analysis for the
period 2006-2010.
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Considering a generic data window of one year (say, from t−252 to t−1), we estimate

the indicators at time t for the i-th company as follows (when not strictly needed, we

omit indices i and t to simplify the notation).

• V̂aR1 (the VaR at 5%) is the 5-th percentile of the ticker returns.

• ÊS1 (the ES at 5%) is the average of the ticker returns below V̂aR1.

• B̂eta1 (the CAPM Beta) is the slope coefficient of the linear regression of the ticker

returns on the corresponding market returns.

• M̂ES1 (the MES at 5%) is the average of the ticker returns when the market returns

fall below their VaR at 5% (Acharya et al., 2017).

• We derive ŜES1 (the SES at 5%) from M̂ES1 using the relationship

ŜES = 0.02− 0.15 · M̂ES− 0.04 · LVG (7)

as in Acharya et al. (2017) (see also Brownlees and Engle (2017)). We compute

LVG, the company’s leverage, using the standard approximation based on the quasi-

market-value of assets,

LVG =
Quasi-MV of assets

MV equity
=

BV assets− BV equity + MV equity
MV equity

where MV and BV denote the market and book values, respectively. Since account-

ing data are available on a quarterly basis, we assume constant BV variables in this

period. We instead calculate MV equity for each day as the daily stock price times

the number of shares outstanding.

• Following Brownlees and Engle (2017), we compute ŜRisk1 (the SRisk at 5%) using

Equation (5), where we assume the prudential capital ratio k equal to 8% and we

estimate the long run MES using the approximation

̂LRMES ≈ 1− exp(18 · M̂ES) (8)
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(regarding the choice of k and the approximation (8) see Acharya et al. (2012)).

• We calculate ̂E-CoVaR1 (the Exposure CoVaR at 5%) according to Adrian and

Brunnermeier (2016). The crucial ingredient is a quantile regression, for α = 0.05, of

the company’s returns against the market’s returns to get estimates of the intercept

and slope coefficients (β̂(0.05)
0 and β̂

(0.05)
1 , respectively). We can then estimate the

CoVaR as

ĈoVaR
(0.05)

i|β,t = β̂
(0.05)
0 + β̂

(0.05)
1 V̂aR

(β)

M,t (9)

for any β ∈ (0, 1). Using (9) for β = 0.05 and β = 0.5 allows us to compute

̂E-CoVaR1 as

ĈoVaR
(0.05)

i|0.05,t − ĈoVaR
(0.05)

i|0.5,t. (10)

4.2.2 Model-based Estimates

We estimate themodel-based version of the risk indicators using specific time series models:

a Copula-GARCH (with a Student’s-T copula) for CoVaR; and a DCC-GARCH (with a

Student’s-T multivariate distribution) for all remaining indicators but the connectedness

ones (for VaR and ES we use only the output of the GARCH part). All GARCH estimates

are obtained assuming a Student-T distribution of errors, a constant conditional mean

level, and applying separately both GJR-GARCH(1,1) and T-GARCH(1,1) to account for

possible asymmetric effects.18

We use the following notation:

• µi,t, σi,t are the conditional mean and volatility, respectively, of the return on the

i-th company at day t; an M in place of i indicates the same quantity referring to

the market return;19

• ρi,M,t denotes the conditional correlation between the i-th company and the market
18From the theoretical point of view, all model-based measures referred to time t are conditioned only

on the information available at that time. From an empirical perspective, however, such models depends
on coefficients that have to be estimated: since, for computational simplicity, we calibrated all parameters
on the full sample, this makes the empirical evaluation of such measures to depend on all observations,
at least in a small extent. All models are estimated using the R package rmgarch (Ghalanos, 2019).

19Although we assume a constant conditional mean in the GARCH specifications, we use the generic
notation µi,t and µM,t.
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at day t.

We estimate the indicators at time t for the i-th company as follows (when not strictly

needed, we omit indices i and t to simplify the notation).

• V̂aR2 (the VaR at 5%) is

µ̂i,t + σ̂i,tẑ
(0.05)
i

where ẑ(0.05) is the 5-th percentile of the GARCH standardized residuals of the i-th

ticker.

• ÊS2 (the ES at 5%) is

µ̂i,t + σ̂i,tÊS
(0.05)

i

where ÊS
(0.05)

i is the mean of the GARCH standardized residuals of the i-th ticker

when they are below their 5-th percentile.

• B̂eta2 (the Dynamic Conditional Beta) is

ρ̂i,M,t
σ̂i,t
σ̂M,t

.

• We compute M̂ES2 (the MES at 5%) as follows. Using the output of the estimated

DCC-GARCH, we compute vectors of pseudo-returns at time t for both the ticker

and the market,

r̃i,t = µ̂i,t + σ̂i,tẑi r̃M,t = µ̂M,t + σ̂i,tρ̂i,M,tẑi + σ̂M,t(1− ρ̂2i,M,t)
1/2ẑM

where ẑi and ẑM denote the whole vectors of the orthonormal residuals for the ticker

and the market, respectively.20 Using the pseudo-returns r̃M,t, we can estimate

20The orthonormal residuals are ẑt = Σ̂
−1/2
t (xt − µ̂t), where µ̂t and Σ̂t indicate the estimated con-

ditional mean and the variance-covariance matrix of the ticker and market returns at time t. In matrix
form, we can then express the pseudo-residuals as

r̃t = µ̂t + Σ̂
1/2
t ẑt.

The basic idea of this approach is to use the estimated orthonormal residuals to reconstruct the variability
around the estimated conditional moments at time t and to use it to estimate MES.
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the corresponding market VaR at 5% at time t, V̂aR
(0.05)

M,t ; we then obtain M̂ES2

by averaging the values into r̃i,t corresponding to the elements of r̃M,t less than

V̂aR
(0.05)

M,t .

• We obtain ŜES2 (the SES at 5%) and ŜRisk2 (the SRisk at 5%) from M̂ES2 exactly

as we derive ŜES1 and ŜRisk1 from M̂ES1.

• We compute ̂E-CoVaR2 (the Exposure CoVaR at 5%) following Reboredo and

Ugolini (2015). The estimated Copula-GARCH model between the ticker and the

market delivers estimates, at each t, of the conditional copula function, C(·, ·|It−1),

and the marginal c.d.f., F (·|It−1), of the company’s standardized errors. For any

β ∈ (0, 1), this allows us to estimate the CoVaR as

ĈoVaR
(0.05)

i|β,t = µ̂i,t + σ̂i,tF̂
−1(u(β)i,t |It−1)

where the quantile u(β)t,i is such that β · 0.05 = Ĉ(u
(β)
t,i , 0.05|It−1). Using the above

relationship for β = 0.05 and β = 0.5 allows us to compute ̂E-CoVaR2 as in Equa-

tion (10).

4.2.3 Estimates of the Connectedness Measures

The models needed to get the financial connectedness measures (Section 3.2) are estimated

using a rolling window, backward looking approach (one year window size, day by day roll)

similar to the historical-based estimates (Section 4.2.1); each window gives the matrix of

pairwise connections referred to its final day.

• The standardized returns needed by the Granger causality analysis to compute

BGLP-in, are obtained dividing the original returns by the conditional standard

deviations estimated using the GARCH-based estimates of Section 4.2.2.

• The joint VAR model needed to derive DY-from is estimated using the logarithm

of the Garman and Klass (1980) range as measure of volatility. The huge number

of assets, however, required specific remedies to avoid model over parameterization.
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To this aim we modeled log-volatilities using the penalized-VAR approach described

by Nicholson et al. (2018).21 Following Diebold and Yilmaz (2015), the FEVD is

done using the generalized approach by Pesaran and Shin (1998); the forecasting

horizon h, needed in the FEVD to compute the pairwise directional connections, is

taken equal to 10 days (about two weeks).

4.3 Survival Analysis

Researchers can use survival models when they aim to investigate the effect of some

variables on the time at which an event may take place. In our setting, the “event” is the

distress of a financial institution (which may happen or not) and the explanatory variables

are the estimated risk measures (which are time-varying because they change daily).

Among the formulations available, we adopt a Cox model with time-varying covari-

ates (Kalbfleisch and Prentice, 2002, ch. 6). Such model specifies the conditional hazard

function22 as

λ (t|xt) = λ0(t) exp(x′tβ),

where xt is a vector of regressors, β is the vector of the corresponding parameters, and

λ0(t) is a baseline hazard function which does not depend on the covariates. In our

application, xt denotes a vector of risk measures, which may be taken at a given lag with

respect to t. In fact, to check how much their informational content tends to decay with

time, we correlated the state of the company at each t to the risk measures estimated

at the same time, one week, one month, three months, and six months before (lags 0, 5,

21, 63, and 126 days, respectively). We choose Cox model to exploit its non-parametric

flavor, namely the possibility to estimate coefficients without having to specify the baseline
21The methodology is implemented in the R-package BigVAR (Nicholson et al., 2019) using the Basic

parameterization. See also Demirer et al. (2018) for an analysis of financial connectedness based on a
penalized-VAR model.

22If T denotes the waiting time until the occurrence of an event of interest, the hazard function λ(t) is
the probability that the event takes place on the infinitesimal interval (t, t+ ∆t] conditionally to the fact
that it did not happen before, in symbols

λ(t) = P (t < T ≤ t+ ∆t|T > t).
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hazard function.

We run three sets of regression analyses:

• separate univariate models for each risk measure, estimation approach, and lag;

• multivariate models under a Lasso type penalty to reduce the effect of the collinearity

among the indicators;

• unpenalized (post-Lasso) multivariate models on the risk measures selected by Lasso.

The univariate regressions are a useful mean to select which measure, if considered alone,

has the highest predictive content for the state of the company; the multivariate models,

on the other hand, suggest whether different indicators can be used together because they

carry (partially) different informational content, allowing us to select the best measures

and to estimate their corresponding weights.

Tables 1 and 2, which report Pearson and Spearman correlations between the risk

measures in the two subsamples of companies, give a clear idea of their degree of cor-

relation. The high collinearity among the risk measures is an important obstacle to the

multivariate analysis: this is why we resort to Lasso.

Adapted to the Cox model by Tibshirani (1997), this method allows model fitting and

variable selection at the same time by shrinking the coefficients to zero in a particular

way. Considering a Cox-Lasso model with p covariates, whose effect is ruled by a vector

of parameters β = (β1, . . . , βp), we estimate such parameters by maximizing a penalized

version of the partial log-likelihood, that is,

max
β

(
partial log-lik− λ

p∑

j=1

|βj|
)

(11)

where λ ≥ 0 is a penalty parameter. For λ = 0, we obtain the usual Cox model; for

λ → ∞, we shrink all parameters at zero. λ usually lies between these two extremes.

The shrinking property of the method can be better understood by recalling that we can

rewrite (11) as

max
β

(partial log-lik) s.t.
p∑

j=1

|βj| ≤ τ (12)
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where the threshold τ is a monotonically decreasing transformation of λ. The peculiar

diamond-shaped constraint region in (12) implies that some coefficients may be con-

strained at zero, while others may differ.

From the practical point of view, Lasso tends to be quite selective among highly

correlated covariates, in the sense that only a few will appear with nonzero estimated

coefficients.

A crucial issue in penalized models is the choice of the penalty parameter λ. A typical

option is to optimize it using Leave-One-Out Cross Validation (LLOCV, James et al.

(2014, Section 5.1.2)), but with this model and our dataset, this option is computationally

unfeasible. As a viable alternative, we resort to k-fold Cross Validation (k-fold CV, James

et al. (2014, Section 5.1.3)) with k = 20, randomly selecting the observations into the

k subsamples but leaving the same allocation across all models. Since, in contrast to

LOOCV, the k-fold CV may give somewhat different outcomes in different estimation

runs depending on the allocations of the observations in the k subsamples, we checked the

stability of the results by repeating all estimates with three different random distributions

of the observations in the k sets.

To avoid spurious results and interpretation difficulties, we also constrained the signs

of the coefficients of each risk measure such that either one parameter has the expected

sign or it is forced to be zero.23.

All analyses are repeated, shifting the covariates backward by 0, 5, 21, 63, and 126

trading days (broadly corresponding to ‘no lag’, ‘one week’, ‘one month’, ‘three months’

and ‘six months’ before), to analyze to what extent the informational content of the risk

measures about the state of the company decays with time. Finally, we estimate the
23This is automatically done by the software by setting appropriate function arguments. The decision

to constrain the sign of the coefficients to what expected a priori has been adopted to get interpretable
results. In fact, if the risk measures were uncorrelated, the sign of the respective coefficient in the
multivariate analysis would be equal to the univariate. Unfortunately, the risk measures are highly
correlated: this implies that in the multivariate model, some can have a sign which is different from the
expected one. To be concrete, image that Beta has a significant negative sign: in this case it would be
hard to convince a practitioner that “all other risk measures taken fixed, an increase of Beta will tend to
reduce risk”. In the appendix we also report the unconstrained coefficient estimates of the multivariate
analysis. There are cases in which some risk indicators result with a coefficient sign which is different from
what expected a priori (i.e. Tables 12 and 13, Non-S&P, with Beta2 having negative sign, or Table 13,
Non-S&P, having MES1 with positive sign). It is just to avoid troubles in interpreting this kind of results
that we preferred to implement sign restrictions in estimation.
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multivariate models separately by group of indicators (systematic and systemic), then

considering all measures together.24

5 Results

This section presents the empirical results obtained by applying the methodology de-

scribed in Section 4.2 to the data illustrated in Section 4.1. Section 5.1 discusses the out-

comes of the univariate Cox regressions; Section 5.2 presents the results of the Cox-Lasso

model; the post-Lasso robustness check is shown in Section 5.3. Although we estimated

the DCC-GARCH and copula-GARCH models with both GJR-GARCH and T-GARCH

specifications, in what follows we discuss only the results of the latter because, in the

majority of cases, it provided a better fit to the data in terms of the Akaike Information

Criterion (AIC)25.

5.1 Univariate Survival Analysis

Table 3 synthesizes the results for the S&P subsample of the univariate Cox models

estimated on covariates obtained by combining the risk measure and time lag between

the state of the company and the risk indicator. To make the coefficients comparable,

we standardized all measures using their respective full sample average and standard

deviation.

In most cases, with the exception of the DY-from and the BGLP-in indicators, the

estimated coefficients are significant and with the expected sign.

More specifically, at 0 and 1-week lags, the systematic risk measures with the best

AIC26 are VaR2 and ES2, while SES2 clearly dominates among the systemic risk measures.
24We estimate the traditional Cox models using the R package survival (Therneau, 2015), and the

Cox-Lasso models with R package penalized (Goeman et al., 2017). As detailded in Goeman (2010),
parameters are optimized using a full gradient algorithm that combines gradient ascent and Newton-
Raphson. The algorithm, particularly efficient for CV strategies, can be extended to incorporate ridge
penalties, elastic net penalties and non-negative constraints (cf. Footnote 23). In this work we did not
try Ridge or Elastic Nets because the main focus is on variable selection and not on prediction accuracy.

25The results obtained using GJR-GARCH in place of T-GARCH are available upon request.
26The table reports AIC rather than the partial log-likelihood because this index allows a direct com-

parison of models with different numbers of covariates.
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Furthermore, the best systemic measure outperforms the best systematic measure. As

expected, the model-based measures (index 2) are generally superior to the historical-

based versions.

At the 1-month and 3-month lags, the best fitting systematic indicator is Beta, though

VaR2 and ES2 are quite close, and the best fitting systemic indicators continue to be SES2

and SES1.

The 6-month lag confirms to the earlier evidence, with the two SES and the VaR2/ES2

the best in the respective subgroups. Again, the best systemic measure perform better

than systematic ones.

Table 4 summarizes results for the Non-S&P subsample. The best systematic indica-

tors are clearly the two ES, followed by VaR, while SES outperforms the other systemic

measures. These findings are stable across lags. Differently from the S&P group, the

best systematic measure is better than the best systemic indicator at all lags, with the

exception of 3-month lag. Furthermore, we find that Beta is often not significant.

As highlighted by Figure 1, there is a considerable decline in AIC in moving from 0

toward higher lags, especially up to the 1-month lag.

To summarize, the univariate analysis shows some clear results. First, in above com-

ments we purposely avoided to discuss LVG, which has been included in the analysis only

as a control variable. It is however clear from Tables 3 and 4 that the performance of

this indicator almost replicates SES2 at all lags (since SES2 is a combination of MES2

and LVG – cf equation (7) – we argue that the former component provides to SES2 only

a marginal improvement over LVG). Supported by their high correlations (cf. Tables 1

and 2), this result leads us to conclude that the information content of such two variables

is substantially the same, so that we removed SES2 from the multivariate analysis.27

27Results of the multivariate analysis obtained including also SES2 are however reported in Table 18 of
the Appendix. The high correlation between SES (in the two versions) and LVG is due to the extremely
long right tail of the distribution of the latter variable. Among S&P companies, the variables ranges
between 1.02 and 5283.73 (but the maximum is outlying, considering that the closest value is 477.30)
with percentiles LVG(0.10) = 1.39, LVG(0.90) = 19.42, LVG(0.99) = 94.32; for the Non-S&P companies,
the range is (2.18, 2564.31), with percentiles LVG(0.10) = 4.58, LVG(0.90) = 21.46, LVG(0.99) = 215.73.
Just for reference, the same statistics for MES2 (taken in percentage and reversing its sign for com-
parison reasons) are: MES2(min) = −1.1, MES2(0.10) = 1.2, MES2(0.90) = 8.9, MES2(0.99) = 20.9,
MES2(max) = 91.1 in the S&P companies; MES2(min) = −6.2, MES2(0.10) = 1.3, MES2(0.90) = 6.8,
MES2(0.99) = 13.1, MES2(max) = 35.4 in the Non-S&P companies. The incidence of the long tail
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Second, in most cases model-based measures achieve better AIC than historical-based

measures. As a consequence, in Section 5.2 we present the multivariate analysis with the

model-based indicators, while the results for the historical-based measures are reported

in the Appendix.28

Finally, BGLP-in and DY-from achieve the worst AIC at all lags in both subsam-

ples. We interpret this result as a consequence of the fact that such indices measure

connectedness, rather than risk. There is however some difference between the perfor-

mances of the two indicators: BGLP-in has usually the expected sign, DY-from has the

opposite. This difference may be explained: BGLP-in measures connectedness in returns;

DY-from makes something similar referring to volatility. If one interprets volatility as an

approximation of risk, it becomes apparent that the second does not measure risk, but

connectedness in the levels of risk, which may move together even when risk goes down;

however with a relatively poor performance, causality in the standardized returns seems

instead to preserve some ability in capturing propagation of risk. Because of this poor

performance, we remove DY-from from the multivariate analysis of the next sessions.

5.2 Multivariate Survival Analysis with Penalty

This section discusses the results of the Cox-Lasso models. As detailed in Section 4.3, the

penalty parameter is selected by k-fold CV with k = 20. Since the results of this strategy

change as a consequence of the (random) allocation of the observations in the k groups,

we estimated each model three times using different (random) groupings: the outcomes,

within each lag, are reported in Tables 5 and 6 as separated columns.

Table 5 reports the outcomes for the systematic risk measures. In the S&P subsample,

ES2 is selected at all time horizons with the exception of the 1-month lag; Beta2 is

selected at 1-week, 1-month and 6-month lags; VaR2 is included at lag 0 and 6-month.

distribution of LVG is also proved, indirectly, by the difference between the Pearson and Spearman
(LVG,SES)-correlations, with the latter on lower levels (cf. Tables 1 and 2; considering how survival
models are estimated, we notice as they tend to be more affected by Pearson than by Spearman corre-
lations). To summarize these considerations, from a statistical point of view LVG plays a dominant role
over MES in determining SES, especially among Non-S&P companies.

28Because of the discussion reported in footnote 27, we removed SES1 from the historical-based mea-
sures.
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Figure 1: Pattern of AIC values, by lag, reported in the univariate (colored lines) and
post-Lasso (black lines) Cox regressions. In the S&P plot, the lines representing VaR2

and ES2 are highly overlapped; in the Non-S&P plot, the lines representing ES2 and
Systematic are entirely overlapped.

(a) S&P Companies.

(b) Non-S&P Companies.
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Table 5: Coefficient estimates of the multivariate Cox-Lasso model for the systematic
risk measures by lag and group (S&P and Non-S&P companies) between the company
state and risk indicator; blank space indicates that the risk measure is not selected by
the Cox-Lasso. For each lag (in column), the three sub-columns correspond to different
allocations of the observations in the k groups of the k-fold CV.

none 1 week 1 month 3 months 6 months
(1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3)

S&
P

Beta2 0.176 0.176 0.359 1.054 1.057 1.068 0.162 0.153 0.138
VaR2 -0.436 -0.267 -1.068 -0.042 -0.199 -0.451
ES2 -0.420 -0.537 -0.022 -0.711 -0.711 -0.953 -0.312 -0.308 -0.293 -0.359 -0.240 -0.048

N
on

-S
&
P Beta2

VaR2

ES2 -0.892 -0.903 -0.900 -1.075 -1.069 -1.071 -0.813 -0.754 -0.855 -0.829 -0.779 -0.825 -0.984 -0.851 -0.755

Interestingly, VaR2 and Beta2 provide additional information over ES2 at 6-month lag.

Summarizing, all the considered risk measures seems to play a role in anticipating the state

of the companies, and no clear winner emerges among them. In the Non-S&P subsample,

the outcome is strikingly different: only ES2 is selected at all lags, while VaR2 and Beta2

never appear.

Table 6 summarizes the results of a similar analysis for the systemic risk measures.29

In the S&P subsample, LVG always appears while E-CoVaR2 and BGLP-in seem to play

no role. MES2 and SRisk2 have some effect at the longest horizons. Thus, at 6-month

lag, a combination of MES2 and SRisk2 together with the LVG is the best fitting mix. In

the Non-S&P subsample, it is confirmed that LVG is always selected and that MES2 has

non zero coefficients at none, 1-week and 6-month lags.

Although systematic and systemic risk measures play partially different roles, for sake

of completeness, we apply the Cox-Lasso also including all indicators. In the S&P sub-

sample (Table 7), results are similar to those found for systemic indicators alone: LVG

is always selected while E-CoVaR2 and BGLP-in are never included. At 6 months, only

Beta2 seems to provide additional information over SRisk2 and LVG. Instead, in the

Non-S&P subsample (Table 7) the results are quite clear: LVG and ES2 are selected at

all lags and thus seem to dominate over the others.
29We included LVG among the systemic indicators because it is used in calculating and SRisk and the

two SES measures that we removed from the analysis.
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Table 6: Coefficient estimates of the multivariate Cox-Lasso model for the systemic risk
measures by lag and group (S&P and Non-S&P companies) between the company state
and risk indicator; blank space indicates that the risk measure is not selected by the Cox-
Lasso. For each lag (in column), the three sub-columns correspond to different allocations
of the observations in the k groups of the k-fold CV.

none 1 week 1 month 3 months 6 months
(1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3)

S&
P

MES2 -0.137 -0.137 -0.136 -0.166 -0.297 -0.290
SRisk2 0.155 0.380 0.403 0.406 0.421 0.561 0.552
E-CoVaR2

BGLP-in

LVG 0.599 0.591 0.591 0.398 0.605 0.398 1.413 1.413 1.413 0.444 0.442 0.561 0.563 0.541 0.601

N
on

-S
&
P

MES2 -0.160 -0.100 -0.121 -0.229 -0.226 -0.276 -0.370 -0.353 -0.403
SRisk2 1.005 0.113 0.108 0.762
E-CoVaR2

BGLP-in 0.077 0.045 0.598
LVG 0.650 0.646 0.362 0.340 0.347 0.457 0.457 0.429 0.549 1.05 1.077 0.535 0.532 1.077 0.468

Table 7: Coefficient estimates of the multivariate Cox-Lasso model for both the systematic
and systemic risk measures by lag and group (S&P and Non-S&P companies) between
the company state and risk indicator; blank space indicates that the risk measure is not
selected by the Cox-Lasso. For each lag (in column), the three sub-columns correspond
to different allocations of the observations in the k groups of the k-fold CV.

none 1 week 1 month 3 months 6 months
(1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3) (1) (2) (3)

S&
P

Beta2 0.071 0.174 0.292 0.059 0.040 0.012 0.190 0.003 0.197
VaR2 -0.054 -0.172
ES2 -0.293 -0.072
MES2 -0.094 -0.108 -0.128
SRisk2 0.313 0.321 0.416 0.409 0.254 0.503
E-CoVaR2

BGLP-in

LVG 0.605 0.575 0.576 0.398 0.479 0.409 0.395 0.423 0.390 0.580 0.568 0.551 0.615 0.566 0.646

N
on

-S
&
P

Beta2

VaR2

ES2 -0.334 -0.369 -0.364 -0.490 -0.402 -0.569 -0.472 -0.478 -0.518 -0.087 -0.087 -0.095 -0.664 -0.659 -0.700
MES2

SRisk2 0.741 0.620 0.745 0.860 0.019 0.071
E-CoVaR2 0.077 0.095
BGLP-in 0.159 0.618
LVG 0.226 0.231 0.231 0.332 0.343 0.322 0.421 0.421 0.420 1.008 1.008 1.011 0.295 0.295 0.297

5.3 Multivariate Survival Analysis with Selected Risk Measures

To check the results of the multivariate Cox-Lasso analysis and, possibly, to obtain even

stronger conclusions, we run traditional multivariate Cox regressions starting from the

outcome of the Cox-Lasso models. More specifically, we include all risk measures selected

31

Jo
ur

na
l P

re
-p

ro
of

Journal Pre-proof



at least once by Cox-Lasso as covariates in the three k-fold CV repetitions (see Section 5.2

and tables therein). Then, if at least one estimated coefficient results not significant (at

5%, undirectional alternative) or has the “wrong” sign, we repeat the regression removing

the least significant among those having the characteristics indicated.30 We stop when all

coefficients are significant and with the expected sign.

Tables 8 and 9 report the results for the S&P and Non-S&P companies, respectively.

For the systematic risk measures we obtain mixed evidence among the different lags in

the S&P subsample whereas in the Non-S&P subsample, ES2 clearly dominates at all

horizons (a trivial outcome considering Table 5).

For the systemic risk measures, the Cox-Lasso analysis confirms the previous findings.

In particular, in both the S&P and Non-S&P subsamples, LVG and SRisk2 have a major

role in anticipating the state of the companies: LVG is selected at all time horizons while

SRisk2 is included at the 1-week, 1-month and 6-month lags.

Finally, the direct comparison between the two groups of risk measures reveals a

prevalence of systemic indicators (SRisk2 and LVG) over the systematic ones for S&P

companies, whereas in the Non-S&P subsample, ES2 still provides additional information,

over the systemic measures, at almost all lags.

It is important to remark that, as expected, the post-Lasso analysis provides a cleaner

picture of the results. In addition to remove negligible coefficients, the availability of

comparable fit statistics, the AIC in particular, suggests further considerations. For the

S&P companies, the multivariate analysis suggests that it is not possible to combine

different systematic measures in order to improve the AIC over the univariate case. By

the contrary, for the systemic measures the improvement from using many indicators is

relevant. For instance, at 6-month lag, adding SRisk2 to LVG improves the AIC over

LVG alone by 5.6 points (see also Figure 1 panel (a)). Moreover, the AIC of the systemic

models are better (i.e. lower) than those of systematic models at all lags and the difference

is quite large. The worsening in the AIC of the systematic measures is faster than that

of systemic measures. Related to this, we note that adding systematic measures to the
30Cf Footnote 23 for a discussion on the coefficient associated to a risk indicator when no sign restrictions

are employed.
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systemic ones (panel ‘All’ vs ‘Systemic’) provides a small improvement at the 1-week lag,

3-month lag and 6-month lag. Overall, when used together, the systemic indicators give

some complementary information that improves the model fit over the univariate use.

This indicates that systemic risk cannot be incorporated in a unique accepted measure,

so that a combination of risk measures is more adequate to capture this multi-faceted

concept. Adding the systematic measures to the systemic ones (panel ‘All’ vs ‘Systemic’

and panel ‘All’ vs ‘Systematic’) generates only a slightly better model fit over systemic

models alone, at 3-month and 6-month lags (see also Figure 1 panel (a), label ‘All’). For

example, at 6-month lag a combination of SRisk2, VaR2 and LVG improves the AIC over

the best combination of systemic measures by 1 point.

Differently, in the Non-S&P subsample, the combination of many systemic measures

generates a tangible improvement of the AIC at all lags, with exception of 1-month. For

instance, at 6-month lag, adding MES2 and SRisk2 to the LVG improves the AIC over

LVG alone by 13 points. Although the AIC of the systematic model is lower than in the

systemic model at lag 0, at longer lags, the relationship reverses and the difference is quite

large, meaning that systemic measures tend to outperform systematic measures especially

at longer horizons. Another difference with the S&P subsample, emerges regarding the

importance of ES2. In fact, adding it to the systemic indicators (panel ‘All’ vs ‘Systemic’

and panel ‘All’ vs ‘Systematic’) gives a substantially lower AIC, over both systematic

and systemic models alone, at almost all lags (see also Figure 1 panel (b), label ‘All’).

For example, at 6-month lag a combination of SRisk2, ES2 and LVG improves the AIC

over the best univariate indicator by 13 points and by 4.6 points if we consider the

best combination of systemic measures. To summarize, the role of systematic measures,

especially ES2, seems to be more relevant in the Non-S&P than in the S&P companies.

6 Conclusions

This study compares the empirical performance of several systemic and systematic risk

measures. The ground for such comparison is the distress of financial institutions, the

most catastrophic and tangible expression of financial risk. Using data for 171 listed
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US financial companies (29 distressed) during 2006-2010, we estimate historical-based

and model-based versions of three systematic and six systemic risk measures along with

leverage as a control variable and we correlate the state (distressed or not) of the company

at a given time to the risk measures estimated at the same time, one week, one month,

three months, and six months before. On the two subsamples of S&P and Non-S&P

companies, we perform two different analyses: separate univariate Cox regressions for

each risk measure to select, on a stand-alone basis, the one with the highest predictive

power for the state of the company; multivariate Cox regressions to check whether, within

the two groups of risk indicators, there is one condensing all predictive information about

the distress or whether they can be used jointly to enhance the global predictive ability.

On a stand-alone basis, each risk measure emerges as a significant predictor, and with

the expected sign, of the company distress at all horizons, with the exception of DY-from

in both subsamples, and BGLP-in in the S&P subsample only. As expected, the predictive

information of the risk measures tends to worsen with time but this happens differently

in the two groups, in the sense that the systemic measures are always better than the

systematic ones, except at very short lags in the Non-S&P subsample.

The multivariate analysis evidences the important role of LVG, in the sense that

it is selected in both subsamples at all lags. Despite this, SRisk2 provides additional

information about the state of the company in both subsamples. At the longest horizon,

a combination of VaR2, SRisk2 and LVG improves the model fit substantially over the best

stand-alone measure for S&P companies, while a combination of ES2, SRisk2 and LVG

provides the best performing mix for Non-S&P companies. Differently from Benoit et al.

(2013, 2017), who assert that systemic indicators are driven by market risk measures and

firm characteristics, our findings seem to suggest that systemic risk measures still have

an additional information content over systematic risk measures and leverage.

Our findings have implications for both regulators and supervisors. Within both sys-

temic and systematic measures, some indicators outperform in modeling financial com-

panies’ distress. We believe that supervisors should concentrate their efforts on such

measures. Moreover, we propose a multivariate model based on a combination of risk
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measures with a better fit than using the indicators one by one. This may also help a

more effective identification of systemic important financial institutions. Compared to

previous studies, this approach provides a different way to validate a given set of risk

measures. Supervisors and regulators may apply it on a daily basis to check whether and

how much the hazard rate of each company tends to worsen.

Our research can be extended in several directions. Using the same methodology, we

could compare global systemic risk measures with source-specific systemic risk measures

(e.g., LMI, ACRISK). This could highlight whether the global ones are sufficient to pre-

dict distress scenarios, or, in contrast, they are too condensed to properly capture the

multi-faceted nature of systemic risk, so that the latter can usefully complement them.

Researchers can also apply the methodology to different ways to estimate the risk mea-

sures considered here. It would be also interesting to analyze data for companies outside

the US to check whether the results are robust from a geographical point of view.
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Highlights 
 
 
 We perform an empirical validation of systemic and systematic risk measures 
 We use univariate and multivariate Cox regressions combined with Lasso penalty 
 Systemic indicators and leverage reveal strong prevalence over systematic measures 
 A combination of VaR, SRisk and Leverage is the best mix for S&P companies 
 A combination of ES, SRisk and Leverage provides the best mix for Non-S&P companies 
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Abstract

To assess the empirical performance of systemic and systematic risk measures

and to face some legitimate concerns in literature regarding the connections be-

tween those indicators, we investigate how the state (distressed or not) of a financial

company at a given date is related to the corresponding risk indicators. Based on a

combination of univariate and multivariate Cox regressions, our approach is applied
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to 2006-2010 data of 171 listed US financial companies (grouped in two subsam-

ples, S&P and Non-S&P), on which we estimate different versions of nine popular

systematic and systemic risk measures, along with leverage as control variable.

Results reveal a strong prevalence of systemic measures and leverage over sys-

tematic ones, especially when the time distance between the indicator and the event

tends to increase. For the S&P companies, a combination of SRisk and leverage

provides a considerable improvement over the best stand-alone indicators, while Ex-

pected Shortfall emerges as the only systematic measure providing some information

in addition to SRisk and leverage for Non-S&P companies.

Keywords : Systemic and Systematic risk, Cox model, Lasso penalization

JEL codes : G01, G21
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