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Summary

Motion Sickness (MS) is an issue of most transportation systems. Several counter-
measures to this problem in cars are proposed in the literature, but most of them are
qualitative, behavioural or involving complex chassis systems. Autonomous Driving
(AD) can exacerbate the problem of MS due to the change from driver to passenger
with the consequent loss of control over the vehicle With the growing interest in
self-driven vehicles, the issue of MS may be so important as to undermine their
benefits in terms of increased productivity; not addressing this issue may limit the
users’ acceptance reducing the safety and the environmental impact of autonomous
vehicles.

In this thesis, the issue of carsickness is discussed, analysing the potential
technologies to monitor MS in cars and discussing their feasibility.

After the analysis of the monitoring technologies, in the final part of the ma-
nuscript, the issue of reducing MS in cars is analysed, proposing optimal methods
for carsickness reduction. To optimise the vehicle behaviour, two Model Predictive
Control (MPC) problems are formulated to analyse the potential impact in different
applications of optimal MS reduction techniques.

The first task is to find the optimal speed profile to travel on a given path while
trading-off between minimal travel time and minimal Motion Sickness Incidence
(MSI); in this part, several strategies are proposed and analysed comparing their
performance. This novel methodology may be used in autonomous cars to create a
reference velocity profile for lower control layers or, in human-driven ones, to advise
the driver.

The second task applies only to autonomous vehicles, implementing the MS
optimisation in the motion planning layer; a trajectory optimisation problem is
solved using the best performing strategies of the optimal speed profile task.

The results show that optimising vehicle behaviour may significantly reduce the
MSI, improving the user experience in cars; furthermore, the wider possibilities
offered by autonomous cars allow for further reduction of MSI.

The optimal methodologies proposed and the strategies used are the main
contribution of this doctoral thesis; the coherency of the results in the different cases
analysed suggests that these strategies have a general validity for MS reduction.

In the conclusions chapter, the impact of these methods is discussed; possible
ways of integrating MS monitoring technology into the proposed reduction techniques
are analysed.
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Chapter 1

Introduction

Autonomous Driving (AD) is one of the main development fields of the automotive
world. The human error is one of the main causes of road accidents [1], therefore,
increased automation of cars will allow for safer roads and fewer road fatalities.

The European Union (EU) set the target for 2020 to reduce the road fatalities
of 50% in a decade; however, the 14th Road Safety Performance Index Report [2]
shows that this target is far from being reached: in 2019 the road fatalities have
been reduced by 23.66% and, as shown in Fig. 1.1, from 2013 to 2019 the road
fatalities have reduced of just 5.51%. This widening gap between the road fatalities
and the EU 2020 target is a trend that goes on consistently from six years and it is
extremely unlikely that the EU 2020 target will be reached.

Benefits of autonomous driving

To address this issue, AD may play a crucial role in road safety enhancement [3]
but the benefits of AD are not limited to greater safety, but their use can also
improve the mobility of certain parts of the population today struggling with their
mobility needs [4]. AD helps also in stabilising the traffic flow [5], improving the
traffic throughput of the roads and lower the environmental impact of the traffic
due to the smoother velocities [6]; furthermore, AD should also favour the adoption
of smart mobility approaches further improving the mobility in cities [7, 8] and it
contributes alleviating the issue of parking [9]. Another expected impact of AD is
the ability to use the time spent in the vehicle in different ways, not being focused
anymore on the driving task; this should contribute to lower the value of travel
time savings [10] since it is possible to do other tasks like working, interacting with
other passengers, looking movies or resting up.

Autonomous driving: the issue of user acceptance

Studies show that some benefits of AD like traffic shockwave dampening require
a small percentage of autonomous vehicles in the traffic mix, but other ones like
a higher traffic throughput and a lower environmental impact require a higher
adoption of autonomous cars [5].

For widespread adoption of AD the issue of user acceptance of this technology
becomes critical: a survey by Bansal et al. shows how the users are most con-
cerned of system failures, interaction with non-autonomous vehicles and the cost of
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Figure 1.1: EU road fatalities: target and data [2]

autonomous cars; they also found that technology literate males, the ones who live
in urban areas and higher-income peoples tend to be more in favour of AD. User
acceptance also varies with cultural differences because there is variability between
different nations [11–13].

With the increase of automation and the focus of the former driver now shifting
away from the road ahead the issue of Motion Sickness (MS) will become even more
important. In the literature are present several studies analysing how AD may lead to
greater carsickness [14–16]. In a more provocative environment like autonomous cars,
some of the claims that autonomous cars will increase the passengers’ productivity
may be at risk and some study are starting to describe the problem [17, 18].

If the issue of MS in cars is not addressed, it could affect user acceptance even
limiting the other benefits of AD that require a large adoption, like the environmental
ones and greater traffic throughput.

1.1 Reasearch question

Looking at the increasing importance of MS in the context of autonomous cars, it
appears to be a need for addressing carsickness in automated cars.

To address this need, this research tries to answer the following question: what
are the possible ways to prevent the issue of MS in autonomous cars?

This very general research question was then divided into two sub-question.

• Is it possible to monitor the onset of MS in passengers in a non-invasive way?

• And, more importantly, is it possible to control the automated vehicle in a
way to prevent the issue of MS?
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1.2 Thesis outline
In the following section, after explaining the research question and the motivation
behind it, it is introduced the structure of the thesis which adheres to the research
process followed to answer the research question

Motion sickness

In this chapter, the phenomenon of MS is described by reporting the results of
an extensive literature review; due to the interdisciplinary nature of the issue of
carsickness, MS is analysed starting from its symptoms, moving towards the main
theories explaining why someone gets motion sick. After this, the countermeasures
to this issue proposed in the literature are presented and discussed; later on,
the numerical models of motion sickness are introduced. The last part of the
chapter describes what are the main features of MS in cars and the proposed
countermeasures.

Motion sickness monitoring

In this chapter is analysed the task of monitoring MS in cars; after discussing what
are the symptoms measurable in cars without being too invasive, the feasibility of
an Heart Rate Variability (HRV) analysis using cameras is analysed proving that
a 60Hz acquisition may still lead to reliable results. In the last part is analysed
the effect of the head inclination in cars combining passengers’ behaviour from the
literature with acceleration data from Chapter 5 simulations; in this section, it is
shown how the passengers’ head pose plays a significant role in the evolution of
MSI.

Optimal speed profile for carsickness reduction

In Chapter 4 a novel method to optimise the speed profile for MS reduction
is presented. The optimisation is carried out formulating a Non-linear Model
Predictive Control (NMPC) problem and comparing different strategies for MS
reduction. First, the simulation environment and the road used for the simulations
are introduced, then, vehicle model and the MS one are described; after that, the
constraints are introduced as well as the definition of the different strategies within
different cost function. Later on, the space transformation used in this chapter is
introduced and the optimisation formulation is presented. At the end of the chapter,
the simulations results are analysed discussing the different performances of the
different cost functions.

Trajectory optimisation for carsickness reduction

By narrowing down the field to only autonomous vehicles, the MS reduction problem
in Chapter 5 is formulated as a trajectory optimisation problem analysing the
potential of introducing MS-related terms in the motion planning level. Like in the
previous chapter, a NMPC problem is formulated trading off between minimal travel
time and minimal MS. The introduction of the components of the simulation is
similar to the previous chapter, therefore starting from the simulation environment,
the road, the system dynamics, constraints, cost functions and the optimisation
formulation; the cost functions compared in this chapter are the best performers of
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the previous one, adapted to the different formulation of the problem. At the end
of the chapter, the results are discussed analysing the potential benefits of using an
autonomous vehicle, compared to a human-driven one, limited only to the optimal
speed profile method of Chapter 4.

Conclusion

In the last chapter, the conclusions are discussed. These summarize the contributions
presented in the previous chapters, highlighting how the research places itself respect
to the state of the art; the impact of the research is analysed and possible evolutions
of this research are proposed.



Chapter 2

Motion Sickness

MS has always been an issue of transportation systems since the dawn of humanity:
the word nausea has its roots in the greek word ναυ̃ς which means ship, showing
how this issue has always been present since the very first transportation systems.

MS is a state of disease caused by a provocative motion; several studies analysed
what a provocative motion is. One of the fundamental studies is [19] by O’Hanlon
and McCauley; in this study is analysed how the MSI, which is the percentage of
people that would experience emesis, of subjects under vertical sinusoidal motion
varies under different frequencies and different amplitudes. The results show that
MS frequencies range from 0.01Hz to 1Hz with a peak at ≈0.16Hz and the MSI
increases with the increasing amplitude in a non-linear way. Results of this study
are reported in Fig. 2.1.

MS has a wide coverage by the scientific community, and a summary of the
several studies can be found in [20].

The main stimuli of MS are transportation systems and several studies report
MS in sea ones [21–23], in road ones [24–27], in trains (especially analysing tilting
ones) [28–31], in planes [32, 33] and even in space [34, 35]; every transportation
system may lead to MS, but what is causing it?

Despite the obvious acceleration stimuli, MS can even be provoked by visual
stimuli [36–39] and even auditory stimuli may induce it in the most sensitive subjects
[40] or may help to mitigate it [41]; this suggests that MS is not just a susceptibility
to some range of accelerations, but it is something more complex.

In recent years, the attention of the scientific community is focused on un-
derstanding the implications of incoherent environments, like simulators; in these
environments, the vestibular information cannot match the visual and auditory
ones due to the limited range of movement possible. Several studies cover the issue
of simulator sickness [38, 42–44], showing how the incoherence between different
sensorial inputs may increase the incidence of MS.

The chapter will analyse the different aspects of MS: it will start by describing the
main symptoms related to MS, moving on to describing the main theories regarding
how MS works; after that, the main countermeasures to MS are described. After
understanding what MS is, how it is generated and what are the main strategies to
prevent it, the chapter will cover the main numerical models describing the incidence
of MS as a function of a given motion. The chapter will end by describing the
specific issue of carsickness, how it relates to other types of MS and what strategies
are proposed in the literature to prevent it.

5
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Figure 2.1: MSI distribution at different frequencies and amplitudes [19]



Signs and symptoms of motion sickness 7

2.1 Signs and symptoms of motion sickness

The main symptom of MS is nausea, leading to emesis in the most extreme cases,
but several other symptoms are related to MS: as reported in [45] and other research
papers, the autonomic response typical of MS as a plethora of symptoms which are
correlated with MS.

Gastric motility has the strongest correlation with MS [46–48] due to its vagal
afferences. Nausea induced by MS is reflected as an increase in gastric activity;
being, therefore, the most relevant physiological signal when discussing about MS,
as it is closely related to the main symptom.

Another important correlation with MS is the HRV; due to cardiac sympath-
ovagal interactions, several studies report a variation in HRV during provocative
motion. The results, however, are quite incoherent and tend to report large inter-
personal variability; the general trend related to MS is an increase sympathetic
activity leading to an increase in low-frequency band (0.04Hz to 0.15Hz) and a
decrease in the high-frequency one (0.15Hz to 0.4Hz), hence an increase in the
LF/HF ratio. The studies [46, 49–53] tend to report one of the two variations or
both, so the ratio may be a more general metric to identify MS, however other stud-
ies report contradictory results [42, 53] but this might be explained by counteracting
strategies adopted by the users [53].

Hu et al. report a variaton in certain frequency bands related to MS [46].
Electro-Dermal Activity (EDA) has been studied in several papers [46, 54, 55].

Despite being a recognised symptom of MS, it lacks a strong correlation to MS
because it is a response common to several psychological states; therefore, it might
be prone to misinterpretation [55].

Analysing the temperature of the subjects under MS, it has been shown [56,
57] how during MS the body induces an hypotermic response leading to lower core
temperature and vasodilatation.

Postural instability has been reported [58, 59] as a precursor of MS; however, it
is also reported [60] how this is not a necessary condition for MS.

Temperature and humidity do not affect MS as reported in several studies [25,
61, 62]; odors [63] have no influence on MS, but MS can make unpleasant odors
more unpleasant.

A particular symptom of MS is the sopite syndrome: in some subjects MS may
lead to drowsiness and mood changes, as reported in several studies [33, 64, 65].

A major role in MS susceptibility is done by the previous experience of the
subject; several susceptibility questionnaires [66] use subjects’ MS history to estimate
their susceptibility. MS is a phenomenon with a very big inter-personal variability,
and the occurrence of symptoms heavily depends on the subject; for this reason,
a history of susceptibility is an indicator of risk of suffering MS symptoms again
when subject to provocative stimuli.

MS susceptibility is biased towards gender, race and age as several studies show:
women tend to suffer more from MS [67, 68] and there is some evidence [68], in
studies with mixed Chinese and caucasian volunteers, that race may also play a
role; young children tend to be immune to MS, susceptibility begins approximately
at age 6 with a peak around 9 years of age and decreases over teenage [25, 69, 70].

For deeper coverage of the argument the author remands to [20, 45].
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2.2 Motion sickness assessment methodology
MS is a multifaceted phenomenon, and it is not straightforward to objectively
determine when someone is motion sick; one of the most common methods is to
interview the subjects with a given questionnaire.

The MS questionnaires can be divided in two categories:

• the MS susceptibility questionnaires, aiming to predict if a subject will be
prone to MS before doing something that may be provocative,

• the MS assessment questionnaires, aiming to assess if the subject is motion
sick while doing something that may be provocative.

The first group cover aspects like previous experience with transportation sys-
tems and previous experience of MS; the main questionnaires are the Motion Sickness
History Questionnaire (MSHQ) from [71], the Motion Sickness Susceptibility Ques-
tionnaire (MSSQ) from [69] and the Motion Sickness Susceptibility Questionnaire
Revised (MSSQR) from [66]. Since someone with an MS history tends to maintain
a high susceptibility, the questionnaires give a higher score when more cases of
MS are reported during the subject lifetime and tend to lower the score the more
different types of transportation systems the subject has experienced.

The second type of questionnaire focuses on the development of symptoms and
are useful to detect the evolution of MS during an experiment. They track different
symptoms and give an aggregate score synthesising the actual MS state of the
subject in a single numerical value. The main questionnaires of this group are the
Pensacola Motion Sickness Questionnaire (MSQ) used in [72] and other papers, the
Simulator Sickness Questionnaire (SSQ) [73] developed from the basis of the MSQ
to assess simulator sickness, the Virtual-Reality Sickness Questionnaire (VRSQ)
[74] used to assess MS in virtual environments. An important adaptation of the
MSQ is the Motion Sickness Assessment Questionnaire (MSAQ) [49] from Gianaros
et al., deriving several subscores to give a better description of the evolution of the
different symptoms. Förstberg et al. used the FACT Motion sickness questionnaire
in [28] to assess MS in trains; this one is a simpler questionnaire consisting of just
two general questions regarding the actual state of sickness and the one in the last
10 minutes.

2.3 Theories of motion sickness
The most important theory explaining MS is the sensory conflict theory; the human
brain receives information about the motion in several ways: the vestibular, visual,
kinaesthetic and auditory inputs are fused in the brain to understand how the body
is moving; information about previous experiences is used in the fusion process.
When the inputs are not coherent, MS can be triggered.

Several explanations of this phenomenon are proposed in the literature; the
most important one is presented by Treisman in [75] and is largely accepted in
the community [76]. The theory explains the emetic response of MS as if the
brain interprets the sensory conflict as a sign of poisoning triggering the emetic
reflex; the theory is elegantly explained in [77]: All situations which provoke motion
sickness are characterised by a condition in which the sensed vertical as determined
on the basis of integrated information from the eyes, the vestibular system and the
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nonvestibular proprioceptors is at variance with the subjective vertical as expected
from previous experience.

Another important theory is the one of postural instability presented by Riccio
and Stoffregen in [78] and discussed in [79].

To explain the why of MS is difficult; in [80] there is some scepticism about
taking one of the theories as an established truth due to the practical difficulties of
proving why MS works the way it is.

2.4 Motion sickness countermeasures

The main suggested countermeasure to MS is habituation. As discussed in the
sensory conflict theory, the several inputs are fused with a sort of internal model
built on previous experience; therefore, training the subject to the new inputs of a
new environment reduces the occurrence of MS. Training programs are used by the
military and for space crews training [81–83]; they reduce susceptibility without
side effects, but are very time consuming, hence, are not suitable for large-scale use.
MS habituation is very effective, but it is also stimuli-specific: in [84] is reported
how car-sickness resistance may not translate into sea-sickness one; however, some
form of general habituation is reported in the literature [85, 86].

Although of little relevance for this thesis, pharmacological countermeasures are
partially effective but have several side effects [20, 45]; moreover, the development
in this field is not particularly encouraging [45].

Galvanic Vestibular Stimulation (GVS) has an influence on MS [87] and can be
used for astronauts training [88] or to mimic the vestibular perception in simulators
[89] to reduce sensory conflict in those incoherent environments.

Experimental evidences [90, 91] show that controlled breathing can improve MS
resistance.

Another behavioural countermeasure against MS is to align the head with the
Gravito-Inertial Acceleration (GIA) [92–94]; since gravity is aligned with the head
while standing, humans tend to be more resistant to vertical accelerations compared
to horizontal ones.

A study [95] shows that motion in the frontal direction is less provocative if
the subject is supine compared to when the subject is upright, suggesting that if
the movement aligns with the gravity tends to be less provocative; this is different
from the findings of [92] because in [95] is analysed if the movement aligns with the
gravity with the same orientation between motion and vestibular system, while in
[92] is analysed if the vestibular system aligns with the sum of motion and gravity.
This study may be of little relevance in transportation systems because motion
orientation with respect to the environment can not be changed, so the orientation
between motion and gravity is not a manipulatable variable.

Moving from the theory of postural instability, restraining head and body
movements might be helpful to prevent MS [96]; however, this may be incompatible
with comfort requirements, and it may be a hindrance in carrying out tasks.

Several countermeasures can be elaborated by exploiting the sensory conflict
theory. In cars, it is a common experience that drivers tend to be immune to MS
[97]; this is due to anticipatory information that drivers have for being in control of
the vehicle, allowing to better predict with his internal model what accelerations
will perceive [77, 98, 99]. Feeding information about the environment lowers the
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Figure 2.2: fifth-order approximation pf ISO 2631-1:1997 Wf acceleration filter
[104]

risk of MS [24], while performing tasks involving fixation of objects moving with
the subject (therefore having a static visual field) improve the incidence of MS [27].

A study shows how a stroboscopic illumination helps to prevent MS in military
helicopters by preventing retinal slip [100].

2.5 Motion sickness numerical models
Numerical models describing MS tend to estimate the MSI from the subject’s
motion; their main inputs are the translational accelerations of the head (modelling
the otolith perception); however, some models also use the rotational velocities
perceived by the semicircular canals.

The fundamental experimental study, which almost every model refers to, is
[19]; in this study, the MSI is a function of the amplitude of the sinusoidal vertical
motion of this test and its frequency; the results of this campaign are shown in
Fig. 2.1.

The models can be divided into two main categories:

• the models related to the standard ISO 2631-1:1997 [101]

• the models derived from the Bos and Bles model [102]

Ancillary models modelling specific parts of the sensory conflict mechanism
are also present, like the one presented by Telban and Cardullo modelling the
visual-vestibular interaction [103].

2.5.1 ISO 2631-1:1997 model
The ISO model is derived from the work of Lawther and Griffin presented in [105];
it works by filtering the accelerations with a filter fitted over data from several
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â

c c h MSI
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laboratory and sea surveys. Low-order approximation of this filter is presented
in [104] and the fifth-order one is shown in Fig. 2.2. The filtered acceleration is
weighted according to the axis (1.4 for the horizontal axis and 1 for the vertical
one), and the Motion Sickness Dose Value (MSDV) is computed as in Eq. (2.1).

MSDVT =

√∫ T

0

a2w (t) dt (2.1)

MSI is derived from MSDV as in Eq. (2.2).

MSI =
MSDV

3
(2.2)

The main issue with this model is that MSI cannot decrease over time; because
of this, this model is not very good in estimating MSI over long and varying
environments like road travels, while it may be good for relative comparison of
the provocativeness of different motions. Studies [106] report poor fitting of the
literature data [107].

2.5.2 Bos and Bles model

This model, presented by Bos and Bles in [102], mathematically describes the
perception of the vertical direction using a lowpass filter; the perception is compared
with the expected vertical from an internal model to compute the sensorial conflict.
The conflict is non-linearly weighted using a Hill function to get the instantan-
eous disturbance, mimicking the non-linear relation found in the literature. The
instantaneous disturbance is fed in a second-order transfer function to compute the
MSI.

The use of a second-order transfer function allows modelling the decrease of
MSI when the instantaneous disturbance decreases.

The model is shown in Fig. 2.3.
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2.5.3 UniPG SeMo model
This model, presented in [106], is a three-dimensional extension of the Bos and Bles
model; the base UniPG model has no significant differences to the Bos and Bles
model. The UniPG SeMo model integrates also the visual-vestibular interaction from
[103], with minimal modification; the scheme of the visual-vestibular interaction
is reported in Fig. 2.4. The acceleration perceived from the vestibular system ai
is corrected with a term based on the difference between ai and the acceleration
perceived from the visual system avi ; the resulting acceleration aSeMo

i is fed into
the UniPG model to compute the conflict along the ith axis.

The three-dimensional extension is done by computing the conflict for each
direction, weighting vertical and horizontal ones: referring to Fig. 2.3, k = 1.4
is used for the horizontal directions and k = 1 for the vertical one. The three
conflicts are joint in the Hill function by using the square of the magnitude of the
conflict vector (c2 = c2x + c2y + c2z); the instantaneous disturbance is fed into the
MSI dynamics as in [102].

This model has been compared to the ISO 2631-1:1997 one in [106] by fitting
literature data [107], analyse how this model fits better the literature data and can
model the recovery after the motion. A survey of MS in trains is presented in [29]
comparing the model estimation with the survey data: given all the uncertainties
in the comparison between the survey and the numerical data, the results show an
agreement between the subjective and objective data.

2.5.4 Kamiji et al. model
The model presented by Kamiji et al. in [108] is an evolution of the Bos and Bles
one modelling the semicircular canals; the semicircular canals sense the rotational
velocities of the head, allowing a better description of the sensory conflict dynamics.
The model showed in Fig. 2.5, clearly resembles the Bos and Bles one, featuring a
similar topology; the conflict between sensed and expected vertical is fed into the
Hill function similarly to the Bos and Bles and the UniPG SeMo model.

The model is compared to experimental data available in the literature showing
a good correlation.

2.6 The issue of carsickness
Carsickness is a common version of MS; it is well-known by the general public due
to the wide use of road vehicles. Several studies analysed this phenomenon; among
the main ones, [24–26] from Turner and Griffin analysed 3256 passengers of 56 UK
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Figure 2.5: Kamiji et al. model [108]

bus or coach journeys. The authors reported how MS varies compare to different
aspects; the main findings are:

• 28.4% of passengers reported feelings of illness,

• 12.8% reported nausea,

• 1.7% reported vomiting during coach travel,

• there is a strong dependency with previous cases of MS,

• passengers more experienced in bus travelling are affected less than less
experienced ones,

• higher accelerations tend to be more provocative,

• the drivers driving with higher accelerations tend to induce more MS,

• the cross-country roads have higher records of MS, and, also, are the ones
with the highest lateral accelerations,

• MS increases towards the rear of the buses, where the forward vision is more
restricted,

• women tend to suffer more than men,

• older persons tend to suffer less than younger ones,

• no variability is reported between different bus models.

The findings suggest, similarly to the rest of MS versions, that there is a strong
interpersonal variability with a strong influence of motion habituation. Moreover,
the driving style and the type of road influence greatly the reported MS, this opens
the possibility to adapt the driving style to more provocative roads and susceptible
passengers to reduce the MSI.

As with the other types of MS, lower accelerations create less conflict; to avoid
conflict it is also important to have a clear view of the road ahead to anticipate
with the visual information the vestibular stimuli.
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Other authors report evidence that being focused on reading [27], or just not
being able to look-ahead [94], can increase MS severity.

The need for information about the upcoming motion can be relevant in the use
of modern infotainment systems, with bigger screens allowing for more interaction
with the passengers.

Another important factor in cars is passengers head movement: Zikovitz and
Harris in [109] compared driver and passengers head tilting behaviour. They found
that the driver tends to lean the head inside the corner; however, the correlation
with the lateral acceleration is not very strong. They suggest that the driver tends
to lean the head according to the curvature of the road ahead, anticipating the
upcoming motion; passengers, instead, tend to lean the head towards the outer of
the curve, passively responding to the lateral acceleration.

Several authors argue if this behaviour may have a relation with the higher
susceptibility of the passengers compared to the driver one; Wada et al. analysed in
[92] the MSI using different postural behaviours.

Using the Kamiji et al. model to estimate the MSI evolution, they simulated
different head reactions to the lateral acceleration:

1. compliant condition: the head leans outwards like the passengers

2. vertical condition: no head leaning

3. resistance condition: opposite leaning than the compliant condition

4. GIA condition: the head vertical is aligned with the GIA

The results show that leaning the head inwards drastically reduces the MSI
with a minimum value for the GIA condition; leaning outwards, as most passengers
do, is the worse scenario between the analysed ones. The main issue of the GIA
condition is that it requires very large tilting angles with 20° required for just 0.36 g
of lateral acceleration.

The same research group carried out an experimental campaign [94] to analyse
the same phenomenon: during a series of slalom runs they analysed the passengers
leaning the head inward and outwards validating the numerical results of [92].

The same passengers were also divided into two groups depending on having
their eyes open or closed: the passengers with the closed eyes had higher sickness
ratings than the ones looking at the road ahead, according to the previous findings
in the literature [24].

The passengers with the closed eyes reported consistently higher sickness ratings
than the ones looking ahead, independently of the head leaning behaviour: this
suggests how the vestibular-visual mismatch, and the lack of preparation for the
vestibular stimuli, play a bigger role than the head movements.

In autonomous vehicles, there is a shift from driver to passenger, reducing the
controllability of the former driver on the vehicle. This change exacerbates the
sensory conflict; for this reason, the issue of MS is even bigger than in human-driven
cars [16].

Several studies analysed this issue and tried to give a clear picture of the potential
implications between MS and AD; the findings suggest that self-driving cars require
special attention to the issue of MS, and this should be addressed since the vehicle
design phase [15]. Failing to do so may impact heavily on the benefits of autonomous
vehicles, by impeding the passengers to focus on productivity tasks while being in a
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car [17]; if the discomfort of automated vehicles due to MS will be too big, it may
even affect the user acceptance of this technology, limiting the benefits in terms of
road safety and traffic flow.

2.6.1 In-vehicle motion sickness countermeasures
Limiting MS in cars involves exploiting the several aspects of MS.

The simplest and most effective method, as with any kind of MS, is to habituate
to the motion; however, this can be done only in specific cases (like people using
the same bus to go to work), and it requires significantamount of time to get used
to the provocative environment; therefore, it is not a comprehensive solution to the
issue of carsickness.

Other useful methods are the behavioural approaches: they have the big draw-
back of requiring a proactive mindset by the user, but they can help in reducing
the MSI without having negative side effects, just like the user habituation.

The two behavioural approaches are:

• actively looking the road ahead

• aligning the head with the GIA

The first method is rather easy to do; however, it cannot be applied in every
situation: if the passenger has to read something because he is working or the field
of view is covered (like in the rear seats if the front seats are too high or too bulky),
the passenger cannot take advantage of this countermeasure; evidence of the high
effectiveness of this method are reported in [24, 94].

The second method has been analysed by Wada et al. in several studies, both
numerically [92, 110, 111] and experimentally [93, 94], as described in the previous
section; instructing the passengers to align the head properly may decrease the MSI
in vehicles.

Results similar to the head tilting approach can be obtained by using an active
chassis system tilting the body of the vehicle or the passengers’ seats; tilting trains
are studied in the literature [28, 31, 112] and are reported to reduce the MSI if the
control system has a very low delay. A similar approach can be thought for cars,
and has been proposed by Sugiura et al. in [111].

Another work presenting an active chassis system is [113] by DiZio et al.: they
presented a system filtering the vertical inputs from the road in the frequencies of
MS; they claim that this active system can be useful in preventing MS.

Moving from active chassis systems to design guidelines, Bohrmann et al. show
experimental results suggesting that a reclined seated position may reduce the MSI;
this is in accordance on what found in laboratory by Golding et al. in [95].

To reduce the sensory conflict, aside the looking forward approach discussed
before, the focus of the scientific community is posed on the maximisation of the
information fed to the passengers. Kuiper et al. suggest in [115] to design the
infotainment system placing the displays at the same height of the windows, to
view the road ahead with the peripherical view even when the passenger is focused
on a display.

Salter et al. suggest avoiding rearward facing seats [116]; they show evidence
of greater provocativeness compared to the forward-oriented ones. Diels et al. in
[15] suggest to maximise the area of the windows, to reduce the obstruction of the
A-pillars, to lower the shoulder line and to raise the seats to allow the passengers
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Figure 2.6: Augmented reality visual aids in automated vehicles to reduce MSI [119]

to look out easily; it has to be noted how such requirements may conflict with the
safety ones.

The papers described before tends to ease as much as possible the collection of
information by the passenger; however, feeding information to the passengers is an
active research topic. Karjanto et al. show [117] how putting some lights next to
an infotainment display signalling the vehicle motion reduce the MSI allowing for
greater comfort when enjoying come content on a display.

Similarly to Karjanto et al., Meschtscherjakov et al. propose to add some visual
clues about the vehicle motion on a smartphone screen to counteract MS [118]; a
similar system can be added on the car infotainment displays with similar benefits
using the information coming from the vehicle sensors.

Feenstra et al. show in [120] that adding information to the environment about
the vehicle predicted movement, by using techniques like augmented reality, can
greatly reduce the MSI. This work, done in a flight simulator, can be used in cars
by using an Head-Up Display (HUD) similar to the one proposed in [119] and
showed in Fig. 2.6. Such system can be used only in automated vehicles, because in
human-driven one, a stable vehicle movement prediction may become an impossible
task; moreover, it is questionable how to scale such device in a multi-seated vehicle.

The approach proposed in [41] is easier to implement in autonomous vehicles:
feeding audio information to the passengers can mitigate MS; however, using a
visual clue like in [120] would provide a greater reduction.

MS is one of the main concerns about the big change in user experience in
autonomous vehicles; however, increased automation also offers new possibilities to
limit this problem. A novel approach to the issue of carsickness in AD has appeared
in the scientific community in the last year: the idea is to exploit the flexibility
in controlling the vehicle motion given by the fact that the vehicle is no longer
controlled by a human, but it is controlled by an algorithm; if this algorithm takes
into account the issue of MS, the severity of MS in autonomous vehicles may be
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addressed by exploiting the specific possibilities given by this technology.
In [121] the authors controlled the lateral dynamics of a car by using a Stanley

controller [122] and correcting the input steering wheel angle to limit the lateral
acceleration; this correction is done using a fuzzy-PID where the gains are computed
solving an optimisation problem receiving as input the head roll angle and its roll
velocity.

In [123] a scheduled Linear Quadratic Regulator (LQR) where the feedback gain
optimisation takes into account the lateral acceleration filtered using the Wk and
Wd filters from the ISO 2631-1:1997 standard; it should be noted that the authors
used the filters intended for the whole body vibration assessment when, instead,
they should have been used the Wf filter. They analysed a double lane change
manoeuvre and assessed how the MSDV of their control is lower than a traditional
scheduled LQR; however methodological question may be issued due to the use of
the incorrect filters: if they have not used the best-suited filter in the computation
of the feedback gains it should be supposed that the same approach is used for the
computation of the MSDV, the standard instead uses the Wf filter to compute aw
in Eq. (2.1)

The most interesting paper, regarding vehicle control for MS reduction, optimise
the speed profile over a given path [124]. The vehicle is simplified as a point-mass
model constrained on the spline representing the road with an acceleration circle
modelling the available grip (it is not specified the maximum acceleration); a Model
Predictive Control (MPC) problem is formulated computing the optimal speed
profile along the path. The optimisation cost function is made summing two terms:
the first one maximise the longitudinal speed (since the vehicle is constrained on
a spline, maximising the speed means to minimise the travel time), the other one
minimise the illness rating that is proportional to the MSDV as defined in ISO
2631-1:1997. The roads used to run the simulations consists in a road less than
<300m long, with a left and right turn at constant curvature; the three roads used
differ by the curvature of the turns.

The results show that by varying the weighting cost a trade-off between minimum
time and minimum MSDV can be carried out, tuning the control according to the
user’s needs.





Chapter 3

Motion sickness monitoring

Once presented the characteristics of MS, it is important to analyse how this
phenomenon can be tracked in a car. As discussed in Section 2.1, the main
symptoms of MS are very invasive to measure; therefore, symptoms like gastric
activity and internal temperature have to be discarded.

The role of previous experience may be accounted for setting how the monitor
or reduction system should be invasive so that the passengers may adjust it based
on their susceptibility; this can take into account even the gender and racial bias of
MS.

The detection of the sopite syndrome may be done by monitoring the passengers’
drowsiness; today, several methods have been developed to monitor the driver’s
drowsiness [125], the methods based on eye-tracking may be used to monitor the
passengers one. In a vehicle, using Electro-OculoGraphy (EOG) for eye-tracking is
not feasible; for this reason, PERCLOS and blinking frequency measures can only
be done using cameras, like in [126].

Since monitoring EDA would require the use of electrodes on the passengers,
this method can be considered too invasive.

Postural instability can be monitored by estimating the head acceleration using
cameras; the same estimation can be fed into numerical models to give a prediction
of the current MSI of the passengers. The accuracy of numerical models can be
significantly improved using camera-based head acceleration estimation and pose
estimation. These models can be used feeding the vehicle acceleration; however,
they should use the actual head acceleration to give a personalised MSI estimation
for each passenger. Moreover, the head inclination plays a big role in MS, as shown
in [92]. At the end of this chapter, the potential of the head inclination effect on
MSI is analysed by using the UniPG model [106] and the passengers head inclination
behaviour reported in [109].

A very interesting measure is the HRV: with the growth of wearable devices, a
vehicle can use information coming from a wearable device estimating HRV with
the use of photoplethysmography. In this chapter, the issue of HRV estimation is
analysed, and it is analysed how this challenge can be addressed in cars.

19
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Figure 3.1: cardiac pulse schematics with labelled salient points [127]

3.1 Heart Rate Variability
HRV is a measure of the oscillation in the interval between consecutive heartbeats
(the Inter-Beat Intervals (IBI)); the usual measure of the HRV analyse variation in
the normal RR intervals (also called NN intervals), which are the intervals between
two consecutive R peaks (shown in Fig. 3.1) corrected to eliminate artefacts.

To extract HRV, the first step is to create the tachogram: starting from the
cardiac pulse acquisition (e.g. the blue line of Fig. 3.2), the peaks are identified and
filtered to remove artefacts by using filtering techniques available in the literature
[128–131], creating the normalised RR intervals, also called NN intervals.

Once the RR intervals are normalised, the tachogram is constructed by plotting
the beat-to-beat interval against the time; this creates a plot (e.g. the blue line
of Fig. 3.3) whit an uneven spacing of the data points because the spacing on the
x-axis varies according to the value of the y-axis.

The NN intervals can be analysed using several methods to extract information
about the HRV [132]; these methods can be categorised in:

• time-domain methods

• frequency-domain methods

• non-linear methods

The time-domain methods rely on the analysis of the distribution of the IBI:
a typical approach is to evaluate the standard deviation of the distribution. The
normal fitting of the IBI distribution is shown in Fig. 3.4.

The frequency-domain methods consist of analysing the power of the high-
frequency (from 0.15Hz to 0.4Hz) and low-frequency (from 0.04Hz to 0.15Hz)
bands of the tachogram Power Spectral Density (PSD); very-low-frequency are not
of interest in the analysis of MS related HRV. The bands of interest of the Fig. 3.3
tachogram, in its Lomb-Scargle periodogram, are shown in Fig. 3.5.

The non-linear methods consist of several different methods for analysing the
tachogram data; however, there is no defined standard on how and when to use
them. One of the methods is the Poincarè plot described by [133] and with practical
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Figure 3.4: RR histogram – normal fitting of the RR intervals histogram

Figure 3.5: HRV periodogram – with the LF component analysed in orange and
the HF one in blue
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consideration in [134]: by plotting the current interval and the following one, a
45° rotated ellipse can be fitted on the data, where the semi-axes are the standard
deviation of the data on the ±45° directions; the −45° semi-axis is the peak-to-peak
variability, while the 45° one is a description of the general variance of the IBI.
An example of the Poincaré plot with the standard deviation ellipse is shown in
Fig. 3.6.

3.1.1 Video based cardiac pulse estimation

A relevant new technology in cardiac-related data acquisition is the video-based
cardiac pulse estimation: Poh et al. presented in [135, 136] a method to extract the
heart rate from a video by using the Viola and Jones method [137] to identify the
face Region Of Interest (ROI) and performing Indipendent Component Analysis
(ICA) [138, 139] on the pixel RGB data of the ROI. The proposed method has been
proven very effective in the estimation of the heart rate data in laboratory condition
[136, 140–142], however, its main limitation is in the robustness of the Viola and
Jones algorithm for face detection.

By using Artificial Neural Networks (ANN) for detection, the robustness of the
data can be dramatically increased [143]; a possible approach may be to detect the
facial landmarks and to select the region within the landmarks. An example of the
facial landmark capabilities can be found in [144]. Another improvement available
using a facial landmark approach is to use just the cheeks and the nose to limit
artefacts due to blinking and speaking.

Guo et al. in [143] show how when upgrading from ICA to Indipendent Vector
Analysis (IVA) [145, 146] the accuracy further improves.

In [143] show how combining the facial landmark approach (using as a subregion
of the face) and using IVA to extract the cardiac pulse can significantly improve
the heart rate estimation.

However, despite some demonstration in [135] using Viola and Jones and ICA,
there isn’t a study demonstrating the feasibility of HRV estimation using a camera,
ANN and IVA.

Video HRV estimation: feasibility analysis

The purpose of this chapter is to study the feasibility of estimating the HRV
signal using a video. To do that, a cardiac pulse is acquired using a Pulse Sensor
photoplethysmograph connected to a National Instruments USB-6002 DAQ with a
1 kHz sampling rate.

The acquisition is then downsampled at 60Hz (Fig. 3.2) to mimic a camera
sampling rate and the HRV of the original data and the resampled one are analysed
using time-domain, frequency-domain and Poincaré plot-based methods. The
sampling rate of the acquisition for HRV should be ≥100Hz and optimally >250Hz;
to understand if the downsampling due to a video estimation of the cardiac pulse
may impede HRV analysis using a camera, further analysis is due. For this reason, in
this section, the downsampled data are compared to the original one to demonstrate
the feasibility of camera-based HRV estimation.

The tachogram of the two signals are fairly coherent, as shown in Fig. 3.3,
despite in Fig. 3.2 the sampling of the R peaks is quite low in the resampled data.

The normal fitting of the resampled data is close to the original one, as shown
in Fig. 3.4, therefore it should not affect any time-domain analysis.
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Figure 3.7: resampled periodogram – comparison between 1 kHz raw data and 60Hz
resampling

The periodogram of the resampled data is close to the original one, as shown in
Fig. 3.7, therefore it should not affect any frequency-domain analysis.

As shown in Fig. 3.6, the ellipse of the resampled data of the Poincaré plot is
close to one of the original data; despite the resampling of the data is visible in the
scatter plot of the IBI. The similarity of the ellipses should guarantee that Poincaré
plot analysis of the resampled data will preserve the information of the original one.

Downsampled data gave similar results to the original one, demonstrating that
camera-based HRV analysis is possible; further research is due to implement the
techniques proposed in this section and to experimentally assess the results in a
car. A camera-based video system using ANN and IVA to analyse the HRV of the
passengers may be used to monitor MS in cars using physiological feedback from
the passengers; more research is due to demonstraate its effectiveness in the wild,
but in this section has been shown how the camera downsampling may not prevent
HRV per se.

3.2 MSI estimation using numerical models

Measuring physiological signals to detect the MS onset may help to control the
issue of carsickness; however, having a system monitoring the current MSI may
contribute to preventing MS in a more progressive way. The most straightforward
way to track the MSI is to use numerical models of MS estimating the MSI using
the vehicle acceleration.

Despite doing that may be a good way to estimate the MSI, something more
can be done to take into account the interpersonal variability and the impact of the
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passengers’ behaviour like in tilting the head [92] or looking at the road ahead [94].
According to the studies of Zikovitz and Harris, the passengers tend to recline

their head outwards proportionally to the lateral acceleration [109]; the gain between
head inclination and lateral acceleration is different if the passenger is looking ahead
(−0.72° per degree of GIA inclination) or keeps the eyes closed (−0.92° per degree
of GIA inclination).

To understand how much the head rotation can affect the MSI, the gains
reported by Zikovitz and Harris are used to rotate the vehicle acceleration; the
rotated accelerations are used to compute the MSI using the UniPG model, which
is compared with the non-rotated one.

The accelerations used are the results of the minimum time strategy of the
trajectory optimisation problem presented in Section 5.3.

By rotating the acceleration field the MSI increases from ≈ 31% to ≈ 34%,
therefore it is quite considerable for a short simulation like the one used; Wada et
al. also show in their work [92] how this effect has a significant impact on the MSI.

To monitor the head inclination behaviour, a 3D head tracking system like the
one proposed in [147] can be used. These systems may feed the head acceleration
and rotation velocities to numerical models like the UniPG or the Kamiji et al. one.

Head video tracking can also be used to estimate the sway relative to the car to
monitor the subject’s postural instability, which, according to [79], may identify
the onset of MS.
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3.3 Conclusion
In this chapter, the physiological signals suitable to monitor MS in vehicles are
analysed and discussed. In cars, it is critical to have contactless monitoring of
MS; for this purpose, the related physiological signals have to be selected on the
feasibility of their contactless estimate. In this chapter, the main ones are analysed,
and it is shown how the HRV can be the most feasible physiological signal thanks
to the possible camera-based estimate.

To demonstrate the feasibility of a camera-based HRV estimate, an HRV ana-
lysis of a 1 kHz sampled photoplethysmograph has been done using time-domain,
frequency-domain and Poincaré plot-based methods and the results are compared
to the same acquisition downsampled at 60Hz.

The results show that although the downsampling affects the peak detection (as
visible in Figs. 3.2 and 3.6 on page 21 and on page 23), the HRV-related quantities
of the various methods are not affected, allowing for a HRV estimate using a camera.

In the second part of the chapter, the effect of the head inclination on the MSI
has been analysed; using head inclination patterns from the literature on the results
of Chapter 5 on page 45 shows that the head pose has an important effect on the
MSI; this suggests how head pose estimation techniques like [148] can improve the
MSI tracking when done using MS numerical models.





Chapter 4

Optimal speed profile for
carsickness reduction

4.1 Introduction

MS monitoring can be a powerful tool to control the issue of carsickness; however,
the main issue of the monitoring technologies proposed is that they detect the MS
during its onset, so it is difficult to prevent it. The modelling of MS provides useful
information to the passengers and can be helpful to the driver in human-driven
cars, but how can we take advantage of this information in autonomous vehicles?

The idea behind this chapter is to explore the feasibility of exploiting the
numerical models presented in Section 2.5 to optimally trade-off between the
minimal travel time, which requires high accelerations, and the minimal MSI, which
requires the lowest accelerations possible.

4.1.1 Optimal approach to motion sickness reduction: a gen-
eralised quantitative approach

A numerical model of MS is needed to assess the effectiveness of this trade-off;
moreover, although these models are needed to assess the performance of the MS
reduction strategy implemented in this chapter, are they necessary to get a lower
MSI?

Now that the reasons, the current knowledge and the general idea about this
research are introduced, the goal of this research can be clearly defined: finding an
optimal way to travel on a path trading off minimum travel time and minimal MS.
Such technique, if proven to be effective, may be used to plan the speed profile of
an autonomous vehicle, to suggest an optimal speed profile to a human driver or to
plan a more comfortable speed profile for bus line services or train services. Such a
solution can be combined with the other countermeasures available in the literature
to further reduce MS. Its main benefits compared to the one already available in
the literature are:

• it does not rely on passenger behaviour,

• it can be applied to already designed vehicles,

29
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• it does not require complex active systems on the vehicle,

• it does not require complex Human-Machine Interface (HMI) in the vehicles.

Using the numerical model to assess the performance of the proposed algorithm
allows to quantitatively evaluate the results just on an average estimate of the
population. In an actual implementation of this technique, the fact of assessing the
performance against an estimate of the general population may be overcome by
allowing the users to tune how important the MS reduction part of the optimisation
is. Using a multi-objective cost function, like the ones presented in this chapter,
leads to a straightforward implementation of the trade-off tuning by varying the
MS related cost in the cost function.

4.2 Methods

A simulation approach is used to compare different strategies to optimise the speed
profile on a given path. The results are analysed to understand if the modelling of
MS dynamics is the best approach to the trade-off between minimum travel time
and MS reduction or some strategy may be effective without the explicit modelling
of MS.

The problem is implemented as a series of NMPC problems representing the
vehicle moving on the path through a series of sequential optimisations. This
approach allows us to solve a series of smaller optimisation problems instead of a
single huge one; moreover, this technique is easily implementable in a real-world
scenario with limited lookahead and subject to change when the passenger desires to
change his route. The NMPC has been implemented in MATLAB and solved using
the fmincon solver. Perfect knowledge of the system is assumed; therefore, the first
predicted step of the optimisation is the actual step used in the next optimisation
loop. As shown in [19], MS frequencies range from 0.01Hz to 1Hz, therefore the
simulation step size has to be set to at least 2Hz to get a proper description of MS
dynamics. To correctly model such frequencies, each optimisation step size should
be 0.5 s. As will be later explained, the optimisation is not time-integrated, but
space integrated, and the velocity varies during the optimisation routine; for this
reason, the space step size is defined as the distance covered in 0.5 s at the initial
velocity of the optimisation routine. This approach leads to a different step size
between low-velocity sharp turns and high-speed straights, preventing an inefficient
low step size due to the space transformation. The predicted horizon is 12 simulation
steps long and the input of each step is a manipulated variable; therefore, at the
kth step the actual state xk is known and the optimisation predicts 12 state steps
(from x̃k+1|k to x̃k+12|k) and 12 input steps (from ũk|k to ũk+11|k).

At the end of the optimisation routine, the system is updated by assigning the
first predicted states as the new actual state and the first predicted input as the
new actual input:

{
xk+1 = x̃k+1|k

uk = ũk|k
(4.1)
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4.2.1 Road

A test path is represented using a two-dimensional spline: the road used in this paper
is a 120 km part of an Italian motorway. Since automated driving will first be used
in motorways, it has been chosen to use this scenario for the simulations; however,
the proposed approach is not limited to this scenario. The spline is created from an
internet map service, transforming the latitude-longitudinal waypoints in North-
East-Down coordinates leading to a flat x-y description of the test path. Several
map services were compared, but different waypoints density between map services
does not lead to significant changes in the resulting spline. The vertical contribution
of the road is neglected simplifying the formulation to a two-dimensional problem.
The path can be divided into two main sections: a first winding section characterised
by a mountain crossing and a final straighter section; the first section is long nearly
twice the later one.

4.2.2 System dynamics

Vehicle model

A vehicle model is needed to get the vehicle acceleration. Since the focus is not
about a specific type of vehicle but the optimisation of MS on a given path, and
since MS is characterised by very low frequencies compared to the chassis dynamics
ones, the simplest vehicle model is adopted: a point-mass model, which is fast to
compute while being general for different vehicles.

The vehicle is constrained on the road spline, without any displacement in the
normal direction; therefore, the input of the model is only the longitudinal jerk jt.
The lateral acceleration an is computed from the longitudinal velocity vt and the
path curvature ρ.

{
v̇t = at

ȧt = jt
(4.2)

an = ρv2t (4.3)

Motion sickness model

Motion sickness is modelled using the UniPG model [106]; the MS model is computed
for every strategy tested to get the evolution of the MS incidence along the path,
even when it is not used in the cost function.

The use of a Bos and Bles derived model allows for the modelling of the MSI
decrease when the road tends to be less provocative, which can be useful in very
long travels with long straight sections.

The model, as shown in Section 2.5 is composed of three main part:

1. the conflict generation from the perceived acceleration

2. the non-linear weighting of the conflicts in the different directions into an
instantaneous disturbance

3. the MSI generation from the instantaneous disturbance
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Table 4.1: conflict dynamics parameters value

α1 α2 α3 γ1 γ2
−3.33 −4.18 −2.33 2.36 3.93

Table 4.2: MSI dynamics parameters value

π1 π2 σ
−2.22e−3 −1.23e−6 1.05e−4

The first part is defined in the original model as a series of transfer functions
and a feedback loop; in this work, it is computed an equivalent transfer function
formulation, and it has been transformed in a state-space representation described
in Eq. (4.4), using the parameters listed in Table 4.1. The state-space of the ith
direction has three states ci1:3 , a single input ai which is the acceleration in that
direction and it outputs the conflict in that direction ci.





ċi1 = α1ci1 + α2ci2 + α3ci3 + ai

ċi2 = ci1

ċi3 = ci2
where

ci = γ1ci1 + γ2ci2

(4.4)

Eq. (4.4) is used once for each direction; it is used for the longitudinal direction
using at as input, and for the lateral one using an (as defined in Eq. (4.3)) as input.

In the second part, the non-linear weighting transforms the conflicts (ct, cn) in
the different directions into a single instantaneous disturbance h using the Hill
function in Eq. (4.5).

h =
c2t + c2n

b2 + c2t + c2n
where
b = 0.7

(4.5)

In the third part, the transfer function is again transformed in a state-space
notation, shown in Eq. (4.6), with the parameters listed in Table 4.2. This part is a
state-space with two states cms1:2 , with the instantaneous disturbance h as input
and the MSI as output.

{
ċms1 = π1cms1 + π2cms2 + h

ċms2 = cms1
where

MSI = σcms2

(4.6)

Space transformation

To avoid issues due to the constantly changing curvature during optimisation, the
problem has been space transformed like in [149–152]; so, it is space integrated
instead of time-integrated. This allows for a fixed curvature during the optimisation,
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even if it leads to a non-linear vehicle model; since the MS model is non-linear in
itself, non-linearity in the vehicle model was considered of minor concern, and it
was preferred to a changing curvature during the optimisation routine.

The transformation modifies the state dynamics equations as in Eq. (4.7), where
x′ is the space derivative.

x′ =
ẋ

vt
(4.7)

4.2.3 Constraints

To be more representative of a touring driving, the vehicle acceleration has been
constrained to be less than 0.3 g.

The jerk is also constrained to generate a smooth acceleration profile within
±3m/s3.

The longitudinal velocity is constrained to be between 60 km/h to 120 km/h.




a2t + ρv2t − (0.3 g)
2 ≤ 0

−3m/s3 ≤ jt ≤ 3m/s3

60 km/h ≤ vt ≤ 120 km/h

(4.8)

4.2.4 Cost functions

The analysed strategies trading-off between MS and travel time are implemented
into several cost functions of the NMPC problem; their results are compared to
understand which is the most effective in preventing MS while keeping minimal
travel time.

The cost functions compared in this chapter are:

1. minimum time cost function,

2. minimum longitudinal jerk cost function,

3. minimum acceleration cost function,

4. minimum instantaneous disturbance cost function,

5. adaptive minimum instantaneous disturbance cost function.

The strategies analysed are a reference strategy, two strategies without a MS
numerical model and two using a MS numerical model.

Minimum time strategy

Each cost function has a term to minimise the travel time and a very small cost on
the longitudinal jerk since it is the system input; these common terms are the only
parts composing the minimum time cost function. This cost function is used as a
reference to evaluate the performance of the other cost functions.

Since the vehicle is constrained on a spline, minimising the travel time or
maximising the vehicle speed are exactly equivalent; therefore, the minimum travel
time cost function is:
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Table 4.3: common costs value

Ct Cu
50 1e−3

Jk =

12∑

n=1

Ct
1

ṽtk+n|k

+ Cuj̃
2
tk+n−1|k

(4.9)

Where Jk is the cost at the kth time step, Ct is the minimum time cost, Cu is the
input cost and ṽtk+n|k is the longitudinal velocity vt at the k + nth step predicted
at the kth step. The value of the common costs (Ct, Cu) is constant between the
several simulations analysed, and their value is reported in Table 4.3.

Minimum longitudinal jerk strategy

Since the jerk has long been used as a comfort-related metric [153, 154], the first
cost function analysed tries to minimise the longitudinal jerk, by replacing the small
Cu cost with an equivalent Cj . Therefore, the minimum jerk cost function shown
in Eq. (4.10) is almost the same of Eq. (4.9).

Jk =

12∑

n=1

Ct
1

ṽtk+n|k

+ Cj j̃
2
tk+n|k

(4.10)

Minimum acceleration strategy

MS models use often the acceleration as their input, as in [19, 102, 105, 106]; so, it
is interesting to understand if reducing the input without modelling its dynamics
may be sufficient to reduce the incidence of the discomfort.

A simple reduction of the maximum acceleration allowed without modifying the
cost function has been proven in [155] to be ineffective.

For this reason, the second model-less strategy tries to reduce the acceleration
using a cost Ca on the vehicle acceleration.

Jk =

12∑

n=1

Ct
1

ṽtk+n|k

+ Cuj̃
2
tk+n−1|k

+ Ca

(
ã2tk+n|k

+
(
ρkṽ

2
tk+n|k

)2)
(4.11)

Minimum MS strategy

The first model-based strategy uses a cost CMS on the instantaneous disturbance h
to reduce the MSI; since the Hill function limits its value between 0 and 1, there is
no need to use its squared value. The cost function is shown in Eq. (4.12).

Jk =

12∑

n=1

Ct
1

ṽtk+n|k

+ Cuj̃
2
tk+n−1|k

+ CMS h̃k+n|k (4.12)
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Adaptive minimum MS strategy

MS is a phenomenon with slow dynamics and takes several minutes to have a high
MSI; for this reason it may not be very efficient to limit the vehicle speed in short
paths where the MSI is very low. This strategy is shown in Eq. (4.13).

Jk =

12∑

n=1

Ct
1

ṽtk+n|k

+ Cuj̃
2
tk+n−1|k

+ CMSM̃SIk+n|kh̃k+n|k (4.13)

This approach, compared to the previous one, is capable of adapting itself to
the road characteristics: if the road is too short to be relevant for MS, a low MSI
will allow a speed profile closer to the minimum time one, when the path is long, it
will slow down the vehicle during winding sections. Due to this characteristic, the
more advanced model has been named adaptive MS model.

4.2.5 Composing the MPC problem

The MPC problem is built by assembling the parts explained in the previous
paragraphs; the system dynamics are composed by the vehicle dynamics, two blocks
(one for each direction) of the conflict dynamics equations, a Hill function and the
MSI dynamics equations. Composing the system dynamics to the constraints and
cost functions described above leads to the formulation described in Eq. (4.14).

min
x,u

Jk

subject to:
x0 = x(0)

xk+1 = f (xk, uk)

a2t + ρv2t − (0.3 g)
2 ≤ 0

−3m/s3 ≤ jt ≤ 3m/s3

60 km/h ≤ vt ≤ 120 km/h

(4.14)

4.2.6 Performance assessment

The performance of each cost function is assessed using the UniPG model comparing
the maximum MSI obtained along the path against the travel time; the lower the
time with the same maximum MSI, the more efficient the cost function is.

Robustness with respect to different MS numerical models

The main part of the analysis focuses on how the different strategies reduce MS,
evaluating the MSI with the UniPG model. This method uses one of the most
advanced MS numerical models, both for the performance assessment and (in
the strategies using a MS numerical model) for the optimisation. To understand
whether the best performing strategies are reducing MS or are exploiting a numerical
loophole, the results are also evaluated using the ISO 2631-1:1997 model: coherent
results would confirm the robustness of the results with respect to the metric used;
to do that the fifth-order filter proposed in [104] is used to approximate the ISO
filter.
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Table 4.4: simulation results

Cost function Cost MSI max (%) Travel Time (min)

min time 31.7 58min 26 s
min jerk Cj = 40 43.7 1 h 7min 31 s
min jerk Cj = 200 41.3 1 h 6min 43 s
min jerk Cj = 1500 38.6 1 h 7min 55 s

min acceleration Ca = 10 21.3 1 h 11min 0 s
min acceleration Ca = 15 19.8 1 h 14min 42 s

min MS CMS = 75 23.1 1 h 9min 22 s
min MS CMS = 140 21.0 1 h 11min 32 s
min MS CMS = 170 21.5 1 h 11min 49 s
min MS CMS = 200 22.2 1 h 11min 44 s

adaptive min MS CMS = 24 20.6 1 h 9min 3 s
adaptive min MS CMS = 25 20.0 1 h 9min 48 s
adaptive min MS CMS = 27 18.3 1 h 11min 37 s
adaptive min MS CMS = 30 17.7 1 h 12min 9 s
adaptive min MS CMS = 40 14.8 1 h 16min 20 s

Different susceptibility across the population — sensitivity analysis

After the performance analysis of the different strategies, it is interesting to analyse
how the strategies would perform in populations with different susceptibilities.
According to the results available in the literature, Bos and Bles derived models
replicate the experimental literature results with good accuracy, but they work
by modelling the average sensitivity of the population. How would these model
more susceptible (or more resistant) parts of the population? In that case, how the
optimisation strategies should adapt to model this variability?

The most straightforward approach is to increase the MS-related cost, and
the results of this are shown in the main part of the analysis; however, it can be
argued that in a more susceptible population, a higher MSI should be expected.
To model this alternative approach, after the main results, a sensitivity analysis
has been carried out by simulating the most relevant strategies in a standard,
a highly susceptible and a lower susceptible population. To model the different
susceptibilities, the b gain of the non-linear conflict weighting of Eq. (4.5) is set to
0.6 for the highly susceptible population and 0.8 for the less susceptible one.

This analysis is meant to understand whether the optimal methods behave
consistently when varying the susceptibility; however, an experimental investigation
is needed to understand if varying the non-linear weight is appropriate when
modelling different susceptibilities.

4.3 Results

The results are summarised in Fig. 4.1: the shorter the travel time and the lower
the MSI the better; for a list of cost values for the various runs see Table 4.4.

The base model is, obviously, the fastest, with a travel time of ≈58min; the
maximum MSI of ≈ 32% indicates quite a severe risk of emesis.
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Figure 4.1: maximum MSI over total travel time for the analysed cost functions

Despite its usage for comfort assessment, using the jerk to reduce MS is ineffective.
The jerk cost function has the highest MSI, and it is also quite slow.

The acceleration cost function proves to be very effective; it provides a significant
reduction of MSI over the minimum time strategy, and a variation of Ca affects the
trade-off between minimum time and low MSI.

An interesting result is the simple MS cost function one: just optimising h in
the optimisation is effective indeed, but it is not more effective than just trying to
reduce the acceleration. For the same MSI peak value, the travel time is usually
higher than the acceleration run, therefore such technique is less efficient than the
acceleration strategy. For values of CMS in the 140− 170− 200 range, the model
has almost the same MSI and the same travel time, possibly due to some numerical
issues for this cost function.

The adaptive MS cost function is the best performer of all those tested. This cost
function provides the lowest MSI among all and is substantially the most efficient
between the three effective ones in reducing the MSI; comparing the runs with
Ca = 10, CMS = 140 and CMS = 24 in Fig. 4.2, the adaptive cost functions is faster
by over two minutes compared to the others. When looking for lower MSI values,
the difference in time between the adaptive cost function and the acceleration cost
function increases dramatically: for an MSI of ≈ 21% the difference between the
two cost functions is ≈2min, while for a MSI of 20% the difference in time rise to
≈5min.

When looking at a travel time of ≈71min, the adaptive cost function reduces
the maximum MSI to ≈ 18% instead of the ≈ 21% of the acceleration and simple
MS cost functions.
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Figure 4.2: comparison of three cost functions with similar maximum MSI
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Figure 4.3: comparison of three cost functions with similar travel time
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Looking at the evolution of the MSI over time for runs with similar maximum
MSI (Fig. 4.2), the difference between the adaptive cost function and the simpler
MS one is interesting: at the beginning, the lower overall MS cost (CMSMSI ) give
higher MSI values, however, for higher MSI, the adaptation of the more complex
cost function pays off, keeping the MSI below the simpler cost function.

When comparing runs of similar duration (Fig. 4.3), it is clear how the adaptive
cost function outperforms the others. To analyse how this cost function outperforms
the others, in Fig. 4.4 the Lomb-Scargle periodogram has been computed to estimate
the PSD of the accelerations of the simulations shown in Fig. 4.3. It is shown how
the longitudinal accelerations at have a similar spectral composition, but the lateral
accelerations an differ quite significantly, coherently to the MSI difference between
the three cost functions.

The use of the adaptive minimum MS strategy allows for a better behaviour
in straighter sections like from 75min to 85min of Fig. 4.5, where the adaptive
strategy is faster than the minimum acceleration one despite leading to a lower
MSI.

4.4 Discussion

The results show that the presented optimisation is effective in reducing passengers
discomfort. Introducing additional terms within the motion planning algorithm
to increase passengers comfort is effective even without actively modelling the MS
dynamics, as for the minimum acceleration cost function. The best strategy for
a simple implementation of an MS reduction algorithm might be the minimum
acceleration one. For the best performance in terms of MS reduction and minimal
time, however, an adaptive minimum MS strategy is needed. The simple minimum
MS strategy is not more effective than the minimum acceleration one, not justifying
the additional burden of optimising the MS dynamics.

The MSI data can be used as feedback to the passengers: when using the
minimum acceleration strategy, the MSI needs to be computed as a separate task,
while when using the adaptive minimum MS strategy, the information is already
available because it is part of the optimisation.

It is interesting to notice how the minimum acceleration strategy is effective
while a simple reduction of the maximum acceleration is not, as shown in [155].

The PSD analysis showed that the main difference between the different cost
functions with similar travel time is in the lateral dynamics as studied in the
experiments of Wada et al. in [93].

Given the innate variability from person to person in the phenomenon of MS, the
numerical models are not accurate in modelling the single passenger. For this reason,
it is interesting to compare the obtained results between the proposed cost functions
using the ISO 2631:1997 approach to understand if the results are consistent and
can be taken as a general improvement of comfort. The results showed in Fig. 4.6
are consistent with the ones in Fig. 4.3. The adaptive cost function is the most
effective approach and the most efficient, and the simple MS and acceleration cost
functions have similar performance; it is interesting to notice the adaptation phase
in the first minutes of the adaptive cost function.

Such coherency suggests that the proposed strategies offer an improvement
in terms of MSI, so the gain is not just a numerical trick due to using the same
algorithm in optimisation and performance assessment.
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similar travel time
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Figure 4.7: sensitivity analysis to different susceptibilities

Despite leading to similar results, is shown in [106] that the UniPG model fits
much better the experimental results of [19, 107] compared to ISO 2631-1:1997;
according to this, results in Fig. 4.1 are to be considered of general validity.

The usage of a Bos and Bles-derived model for the computation of the MSI
to be used in the cost function is key to model the decrease in MSI in straight
stretches that follow winding sections, which is important in the adaptive cost
function. Using ISO-like modelling would have led to an indefinitely increasing MSI
over time, resulting in an unjustified slowing down of the vehicle on any straight
stretch that follows tortuous sections; while it is a common experience that without,
or with small enough stimuli, the sickness will eventually decrease.

The results shown in Fig. 4.5 are used to understand how the different strategies
adapt when varying the non-linear weighting, mimicking different susceptibilities.
The non-linear weighting parameter b has been varied from 0.7 to 0.6 and 0.8
to model greater and lower susceptibility respectively. The results in Fig. 4.7
show that the minimum acceleration strategy and the base minimum MS one have
similar performances. The adaptative MS strategy performs the best across all the
susceptibility range studied; for low susceptibilities, the adaptive strategy is 3min
faster while having similar MSI (even slightly lower one), in the high susceptibility
scenario, the adaptive cost function is 1.5min slower but has 4% lower MSI than
the other strategies. The consistency of the results when modelling different
susceptibilities demonstrates that the difference between strategies’ effectiveness is
a general result.

The results of this research show that it is possible to improve passengers comfort
and to reduce the MSI by taking into account comfort-related terms during mission
planning. It is shown how modelling their physiological dynamics is not mandatory
to reduce the MSI, but using a numerical model with the proposed adaptative cost
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function is essential to have good performance and efficiency.
The novel methodology proposed for mission speed profile optimisation is the

main contribution of this chapter, introducing MS-related terms in the vehicle
performance definition.

The systematic comparison of the possible cost functions to reduce the MSI while
minimising travel time is another contribution, demonstrating that it is possible
to reduce the MSI without modelling its dynamics. The adaptive approach is,
however, the most innovative one, explicitly introducing MS numerical models in
the speed profile definition. This allows for fine-tuning with small variations of the
motion-sickness-related cost and the best performance in terms of both incidence
reduction and minimal travel time.

The last minor contribution is the definition of a space-integrated version of
the UniPG model, which can be used in speed profile optimisation in hierarchical
control systems like [156].

4.5 Conclusion
This chapter introduced a new approach to optimising the speed profile on a given
path; reducing MSI while still minimising travel time can significantly improve the
acceptance of automated driving technologies. The same approach can be used to
improve the comfort for human-driven cars by recommending the best speed to
the driver; or to improve services such as intercity buses or trains by implementing
MS estimates during timetables planning. The proposed approach is not limited to
autonomous vehicles, given the simple vehicle model.

The proposed techniques can be integrated into motion planning algorithms
for AD control to extend their benefits when the path definition is computed in
real-time and not a priori defined like in this chapter.

To give the possibility to the users to interactively fine-tune the trade-off between
MS and travel time minimisation, like in an adaptive cost function, may greatly
improve users’ acceptance for autonomous vehicles. Thus might improve their
adoption, with the resulting benefits in terms of safety and environmental impact
of transportation.

Content related to this chapter has been presented in conferences and journal
articles [155, 157].





Chapter 5

Trajectory optimisation for
carsickness reduction

5.1 Introduction

In the previous chapter, it has been demonstrated how introducing MS related terms
into vehicle control strategies can significantly contribute to preventing carsickness.
In the previous chapter and in the literature [124] is shown how optimising the
vehicle velocity reduces the MSI; which is an approach applicable to autonomous and
human-driven cars. However, since autonomous cars are controlled by algorithms,
they offer a wider range of possibilities.

In the literature [121, 123] MS-related terms are used in the vehicle control to
reduce the MS; however, this combines the faster vehicle dynamics with the very
slow dynamics typical of MS. The more complex control system proposed would
eventually run at a slower rate, complicating the control of the vehicle dynamics.

In this chapter, is analysed how the issue of MS assessment may be dealt at
higher levels, like the motion planning ones. During motion planning, the vehicle
description is simplified to address different issues like road boundaries, obstacle
avoidance, road rules compliance and, to a certain extent, vehicle performance. Is
it possible to reduce MS during motion planning so that the lower control levels
can take into account only the vehicle dynamics?

Varaiya [158] defines motion planning as a stack of different tasks to be performed
to create a reference for the control algorithms; these tasks are:

1. route planning

2. path planning

3. manoeuvre choice

4. trajectory planning

The tasks are ordered from very high-level strategic tasks to lower-level planning
ones, creating the reference for the control tasks; trajectory planning creates a
reference for the control layers. While the control layers tracking deals with the
vehicle dynamics and disturbances rejection, the reference guarantees that the path
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is clear of obstacles and is the best path possible, where the best is chosen according
to some kind of metrics.

In [159], a review of the main techniques used in trajectory planning is presented,
dividing them into two main categories. In the first family the geometric curve used
is restricted to a certain type and a piecewise path is constructed, optimising it
by taking into account things like maximum acceleration and obstacles (e.g. [160,
161]); the second family uses a MPC approach to optimise the trajectory using
techniques derived from control theory (e.g. [162–165]).

5.1.1 Research aim: MS reduction in motion planning

The research aim is to extend the MPC approaches to address the issue of MS
in autonomous vehicles: can the problem of trajectory planning be exploited to
address the issue of MS in autonomous cars? And if so, is it more effective and/or
efficient to optimise the trajectory compared to a more general approach like the
speed profile optimisation already analysed in the literature?

5.2 Methods

To understand how the trajectory can influence carsickness, a simulation approach
has been used. The problem has been posed as a series of non-linear optimisation
problems; by using the MATLAB MPC toolbox and the fmincon solver, the problem
is formulated as a NMPC problem with a 6 s horizon. The simulations are run with
a 2Hz step size to accurately model the MS dynamics.

A perfect description of the simulated models is assumed. Therefore, each step
takes as initial states the first predicted step of the previous optimisation. The only
exception is the travelled space variable θ; after every optimisation, the point of
the centerline nearest to the first predicted step is searched to set the right value
for the next time step, avoiding integration drifting.

Different MS reduction strategies have been implemented in the same NMPC by
using different cost functions in the optimisation. The results of several simulations
using each of the cost functions are compared. Such comparison shows whether
such optimisation may be effective in reducing the MSI.

Since the trajectory optimisation problem optimises the full trajectory (both
the "racing line" and the vehicle velocity), an analysis is needed to understand
how big is the contribution of the racing line compared to the one of the velocity
profile. To perform this analysis, the accelerations of traversing the minimum-time
racing line using the speed profile of the model-based MS reduction optimisation
are computed, with the associated MSI. The difference in MSI between moving on
the track according to the optimal trajectory, and moving on the minimum time
racing line with the speed profile of the optimal trajectory, is used as a proxy to
estimate the benefits of optimising the trajectory instead of optimising only the
speed profile.

5.2.1 Road

The track used in the simulations, shown in Fig. 5.1, is a circuit represented by an
x-y map, neglecting any vertical contribution; from the x-y map, a set of piecewise
cubic polynomials is extracted to describe the x,y coordinates along the track, their
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Figure 5.1: track overview

jacobian and hessian and the curvature. The simulation is six laps long for a total
length of ≈13 km.

5.2.2 System dynamics

Vehicle model

Similarly to the previous chapter, the vehicle dynamics are represented by a point-
mass model; however, in this chapter, the dynamics is time-defined. The point-mass
dynamics are defined in a stationary reference frame and the vehicle accelerations
(ax, ay) are the inputs of the MPC problem.





ẋ = vx

ẏ = vy

v̇x = ax

v̇y = ay

(5.1)

Motion sickness model

As in the previous chapter, the MS model is the model presented in [106].
The non-linear Hill function and the MSI generation dynamics are the same as

the previous chapter, respectively presented in Eq. (4.5) and in Eq. (4.6); therefore,
for the sake of brevity, are not reported in this chapter.

The longitudinal and lateral conflicts dynamics are instead slightly different
from the previous chapter ones, because the longitudinal and lateral accelerations
(at, an) are derived from the accelerations in the absolute reference frame (ax, ay).
The point mass dynamics are defined in a standing reference system, while the MS
model takes as inputs the accelerations in the vehicle reference system. The latter
are obtained rotating the system inputs shown Eq. (5.1), as shown in Eq. (5.2).
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(
at
an

)
=

(
cos (arctan2 (vy, vx)) sin (arctan2 (vy, vx))
− sin (arctan2 (vy, vx)) cos (arctan2 (vy, vx))

)(
ax
ay

)
(5.2)

Eq. (4.4) using the inputs defined in Eq. (5.2) becomes Eq. (5.3).





ċt1 = α1ct1 + α2ct2 + α3ct3 + at

ċt2 = ct1

ċt3 = ct2

ċn1
= α1cn1

+ α2cn2
+ α3cn3

+ an

ċn2
= cn1

ċn3
= cn2

where{
ct = γ1ct1 + γ2ct2

cn = γ1cn1
+ γ2cn2

(5.3)

Travelled space

The reference path is parametrised by its arc length θ as in [163] to compute the
vehicle distance from the centerline.

The travelled distance is updated projecting the vehicle velocity on the centerline
as shown in Eq. (5.4), where

(
v?x, v

?
y

)
are the jacobian respect to the arc length θ of

the coordinates (x?, y?) of the centerline

θ̇ =
(vx, vy) ·

(
v?x, v

?
y

)
∥∥v?x, v?y

∥∥
2

where

v?x =
dx?

dθ

v?y =
dy?

dθ

(5.4)

However, this projection does not guarantee the exact identification of the
centerline closest point to the vehicle, resulting in a small error. Therefore, after
the optimisation routine, the travelled space variable is updated, searching in a
neighbourhood of the predicted value the closest point to the new vehicle coordinates.

θk+1 = argmin
θ

(xk+1 − x? (θ))
2
+ (yk+1 − y? (θ))

2 (5.5)

5.2.3 Constraints

Similarly to the previous chapter, the vehicle is constrained to have an acceleration
lower than 0.3 g.

The vehicle is also constrained to be within 2m from the centerline.

{
a2x + a2y − (0.3 g)

2 ≤ 0

(x− x? (θ))
2
+ (y − y? (θ))

2 − (2m)
2 ≤ 0

(5.6)
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5.2.4 Cost functions

As in the previous chapter, the compared strategies are implemented in several cost
functions. Given the results of the previous chapter, for the trajectory optimisation
problem, only the best performing strategies of the previous chapter were chosen,
namely:

1. minimum time cost function

2. minimum acceleration cost function

3. adaptive minimum instantaneous disturbance cost function

Minimum time strategy

Similarly to the previous chapter, the minimum time strategy is composed of a term
minimising the travel time and a second one with a small cost on the manipulated
variables. Given the fact that the trajectory is not constrained, like in the previous
chapter, the minimum travel time and the maximum velocity targets are different. In
[166] is analysed how only balancing between maximal travelled space and maximal
exit velocity from the prediction horizon leads to a globally optimal minimum time
strategy. The minimum time is done by maximising the travelled space variable
θ at the end of the prediction horizon; neglecting, for the sake of simplicity, the
trade-off analysed in [166].

Jk = Ct

(
θk − θ̃k+12|k

)
+

12∑

n=1

Cu

(
ã2xk+n−1|k

+ ã2yk+n−1|k

)
(5.7)

Minimum acceleration strategy

The acceleration strategy, as in the previous chapter was the minimum jerk one, is
structurally identical to the minimum time function; however, the cost Cu on the
input is replaced with a larger cost Ca aiming to reduce the accelerations to lower
the MSI.

Jk = Ct

(
θk − θ̃k+12|k

)
+

12∑

n=1

Ca

(
ã2xk+n−1|k

+ ã2yk+n−1|k

)
(5.8)

Adaptive minimum MS strategy

This cost function adds to the minimum time one the MS-related cost using the
MSI and the instantaneous disturbance introduced in the previous chapter.

Jk = Ct

(
θk − θ̃k+12|k

)
+

12∑

n=1

Cu

(
ã2xk+n−1|k

+ ã2yk+n−1|k

)
+ CMSM̃SIk+n|kh̃k+n|k

(5.9)
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Table 5.1: costs used in the reported simulations

Ct Cu Ca CMS

1 1e−6 0.5 0.05

5.2.5 Composing the MPC problem

The MPC problem is built by assembling the parts explained in the previous
paragraphs; the system dynamics are composed by the vehicle dynamics (including
the travelled space estimation), the blocks of the conflict dynamics equations, a Hill
function and the MSI dynamics equations. Composing the system dynamics to the
constraints and cost functions described above leads to the formulation described
in Eq. (5.10).

min
x,u

Jk

subject to:
x0 = x(0)

xk+1 = f (xk, uk)

a2x + a2y − (0.3 g)
2 ≤ 0

(x− x? (θ))
2
+ (y − y? (θ))

2 − (2m)
2 ≤ 0

(5.10)

5.2.6 Performance assessment

To evaluate the cost functions performances the evolution of MSI over time is
considered: the lower the travel time and the maximum MSI the better. Since the
travelled distance is quite short when compared to MS characteristic timings, the
MSI obtained during the simulation are extrapolated in two ways:

• by computing the MS evolution by propagating a null instantaneous disturb-
ance to model how the MSI evolves when the motion stops after 13 km,

• by computing the average instantaneous disturbance over the last lap and
computing the steady-state MSI with such continuous disturbance to model
an indefinite long motion similar to the last lap. This method tends to
overestimate the MSI of adaptive strategies like the model-based reduction
one because, in such strategies, the disturbance decreases when the MSI
increases; therefore, the disturbance decreases over time until the steady-state
MSI is reached.

The costs of the simulations showed in the following section are reported in
Table 5.1.

5.3 Results
The results, summarised in Fig. 5.2, show that the maximum MSI is reached some
minutes after the motion stops; by extrapolating the MSI over several minutes, it
can be seen that the lowest maximum MSI is reached by the model-based strategy,
performing the best between the three cost functions. Interestingly, it has the
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Figure 5.2: comparison of proposed cost function – MSI evolution over time

Table 5.2: cost functions performance

cost function MSI at
stop

maximum
MSI

steady-state
MSI

minimum time 25.0% 29.5% 63.6%
minimum acceleration 26.8% 29.0% 48.7%

minimum MSI 27.1% 28.5% 40.4%
min time traj + min MSI

vel
28.7% 30.4% 51.2%
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Figure 5.3: comparison of the different trajectories – turns 28 to 32

highest MSI at the very end of the motion, but since it has the lowest instantaneous
disturbance during the last lap, the MSI has a smaller increase when the motion
stops.

Paths longer than the one used in this chapter can benefit greatly by using
these optimisation techniques: when extrapolating the results for an indefinite long
path, by using the average instantaneous disturbance of the last lap and looking at
the steady-state response, it can be seen that the MSI can range between ≈ 64%
of the minimum time cost function, the ≈ 49% of the minimum acceleration cost
function and the ≈ 40% of the minimum acceleration cost function; when looking
at the minimum MSI velocities applied over the minimum time trajectory, the
steady-state MSI tends to ≈ 51%, showing that the trajectory optimisation, being it
model-based or not, can reduce the MSI, furthermore, the reduction of MSI given by
the trajectory optimisation does not increase the travel time when compared with
a simple speed profile optimisation; improving the efficiency of the MSI reduction
strategy in terms of travel time.

The results are summarized in Table 5.2.
In Fig. 5.3 is shown some turns of the last lap for each cost function; the

trajectories of the several cost functions differ quite significantly, and in some cases
like in turn 31, the trajectories approach the apex in very different ways.

In Fig. 5.4 the velocities of the last lap are shown; the minimum time cost
function has the highest one, while the minimum acceleration strategy and the
minimum MSI one have similar behaviour.

In Fig. 5.5 are shown the periodogram PSD estimates of the last lap accelerations
for the different cost functions; the minimum time cost function has the highest PSD
across all frequencies. It is interesting how, especially for the lateral acceleration
an, the minimum MSI strategy has a lower PSD than the minimum acceleration
strategy between 0.1Hz to 0.2Hz, which are the most provocative frequencies for
MS, while are fairly similar outside this range. It should be noted that with a
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prediction horizon of just 6 s it is impossible to optimise for lower frequency bands.
The PSD of the longitudinal acceleration at of the minimum MSI strategy is slightly
lower than the one of the minimum acceleration strategy in the 0.1Hz to 0.2Hz
band, differently from the previous chapter results.

5.4 Discussion

The improvement over the minimum time approach shown in the results demon-
strates that comfort-oriented motion planning can be beneficial to MS reduction in
autonomous vehicles.

The results confirm that a model-based strategy is the most effective and efficient
approach in reducing MS; the reduction of the acceleration is an effective strategy,
but it leads to a greater increase in travel time compared to the model-based
strategy.

The high performance of the model-based strategy suggests that the fairly
short (when compared to the lower frequencies of the MS phenomenon) prediction
horizon used in the NMPC does not compromise the effectiveness of the model-based
approach. This means that this strategy is feasible in a real application, where the
size of the optimisation problem is limited by the perception of the surrounding
environment and by the control loop frequency.

Another important aspect of the results is that using the UniPG model without
the visual-vestibular conflict is still effective in reducing the MS. So, it is possible
to avoid the use of more complex models like the UniPG SeMo model (with the
visual-vestibular interaction) presented in [106] or the one presented in [108] with
both the angular velocities and linear accelerations.

The comparison between the model-based optimisation and using only its speed
profile in the minimum time trajectory allows us to understand the effect of the
trajectory in the MS reduction problem. Having much lower MSI than the speed
profile while having nearly the same travel time shows that optimising the trajectory
increase the efficiency of the MS reduction by allowing the same reduction in MSI
but with lower travel time, or the same travel time but with a lower MSI.

The major contribution of this chapter is to introduce the issue of MS at
the trajectory planning level while demonstrating its potential for MS reduction.
Optimising the trajectory allows lower MSI while having almost any impact on
travel time or computational complexity compared to just optimising the speed
profile.

The increasing difference in MSI over time between the cost functions and the
high difference in the steady-state response suggests that these MS reduction tech-
niques are suited for travels longer than 20min: due to the long time characteristic
of the MS phenomenon, trying to optimise it in paths that have a travel time lower
than 20min does not give significant gains (if any) despite requiring the additional
burden of computing the optimisation problem.

Another contribution is to generalise the behaviour of the proposed cost functions.
In the previous chapter, several cost functions are compared to assess the best
performers between the model-based ones and the ones not using an MS model.
This chapter finds that the most efficient cost function in reducing the MSI is
the one presented here as model-based, while the acceleration one is still effective
despite being less efficient. This is coherent with the findings of the speed profile
optimisation on a 120 km highway. In the previous chapter has also been shown the
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consinstency of the cost functions performance when assessed with different MS
models. Due to this coherency, it can be inferred that the goodness of such cost
functions in optimising between time and MSI is general and not just related to the
application shown in these chapters.

5.5 Conclusion
This chapter proves that taking into account passenger comfort during motion
planning can be a significant step to reduce the discomfort in autonomous vehicles;
using optimal methods to reduce MS can potentially increase the user acceptance
of AD technology.

It is also shown how optimising the trajectory leads to better comfort than
alternative reduction methods.

These benefits grow as the length of the route increases; therefore, such techniques
are better suited for long travels. Using them in highway Advanced driver-Assistance
Systems (ADAS) can be a suitable scenario where these optimisation techniques
may be useful.

It is shown that using a model-based approach to the MS reduction problem
is the most effective and efficient choice; however, in simpler implementation, just
reducing the vehicle acceleration can be effective to limit the MS issue.



Chapter 6

Conclusion

In the present thesis the issue of MS has been analysed; to limit its impact in cars,
several countermeasures from the literature have been discussed.

It is shown how the main countermeasures to MS are behavioural methods, like
looking ahead and actively tilting the head, or the one related to the design of the
vehicle and its interiors; these techniques are generally applicable to human-driven
and autonomous cars, but they require a proactive approach from the passengers or
are applicable only when designing new cars.

To overcome these issues, this thesis explores the main technologies to monitor
MS in cars and how to control the vehicle to reduce the MSI.

Analysing the physiological signals related to MS, it emerges how to monitor
carsickness two approaches are possible:

• monitoring the HRV to detect the sympathetic response related to MS

• estimating MSI using MS numerical models

In Section 3.1, the feasibility of camera-based HRV monitoring is analysed;
using a photoplethysmograph, several techniques for HRV analysis are carried out,
and the results are compared with a 60Hz downsampling of the same data. The
downsampling affects the peak identification; however, the HRV analysis has similar
results, proving that a camera-based HRV analysis is possible.

In Section 3.2 the head inclination effect on MSI is discussed analysing how the
results of Chapter 5 vary depending on the head inclination. It is shown how the
head inclination has a significant effect; therefore, it is suggested how head pose
estimation using cameras may correct the perceived accelerations fed to numerical
models to take into account this effect.

To reduce MS in autonomous vehicles, in the last year, some work is starting
questioning how to control the vehicle to combine low travel time with low MSI. In
this thesis, Chapters 4 and 5 analyse how to optimise the vehicle motion to reduce
the MSI while minimising travel times using theoretical based MS numerical models
like the Bos and Bles-derived ones.

Chapter 4 covers the definition of the optimal speed profile on a given road
to have the best trade-off between minimum travel time and minimum MSI. This
method may address the issue of carsickness in autonomous cars being a reference
for lower-level control layers or in human-driven ones can be used as a suggestion
for the driver. The problem is formulated as a NMPC problem, and it has been
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simulated on a 120 km motorway comparing different strategies. The results show
that a model-based strategy taking into account the instantaneous disturbance and
the MSI is the best way to prevent MS. Reducing vehicle accelerations is a simpler
way to reduce the MSI; however, it is not as effective as the model-based strategy.

By narrowing the field to only autonomous vehicles, in Chapter 5 is analysed
how addressing the issue of MS at the trajectory planning level may exploit the
greater possibilities of autonomous cars to provide a less provocative experience
to the passengers. The best performing strategies of Chapter 4 are translated for
the trajectory optimisation problem and tested in a short and tortuous track; in
this very different scenario, the results are coherent with the previous chapter ones,
showing that the proposed strategies have general validity in reducing the MSI.

To summarising, the main contributions of this research activity are:

• proposing a novel methodology for the definition of an optimal speed profile
for MS reduction; applicable in human-driven cars and autonomous ones,

• demonstrating the potential of MS-aware motion planning for autonomous
vehicles, where the issue of MS is even more relevant,

• proposing and validating different strategies for MS reduction in different
scenarios,

• introducing a space-integrated variant of the UniPG model

• determining the most feasible methods for MS monitoring in cars

The presented contributions are key to improve the knowledge and the techniques
on reducing MS in cars. Since MS frequencies are typical of a car motion, it is
utopian to completely prevent MS in cars; however, this study presents new ways to
modify the car motion minimising its incidence on the passengers. These strategies
are formulated in a way to be readily available for implementing them in ADAS or
autonomous driving systems by introducing the MS-related strategies presented;
this brings interesting perspectives in the development of human-focused driving
automation systems.

The work presented in this thesis opens novel research topics to be developed in
the following years, analysing the possible implementations of similar systems in
real vehicles. Further analysis should be carried out analysing the effectiveness of
the monitoring systems proposed and their robustness in the wild. Another open
topic is the robustness of the camera-based cardiac pulse estimation to different
light conditions and its racial robustness because the estimation is done analysing
the skin colour.

The interaction between monitoring systems and reduction strategies is also an
important research topic. Once the head acceleration monitoring techniques are
implemented in vehicles, it is possible to modify the adaptive strategy proposed using
the MSI derived from the head acceleration estimated using cameras. Furthermore,
the balance between minimal time and minimal MSI can be modified when a shift in
sympathetic activity related to MS is captured by analysing the passengers’ HRV.
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