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Summary

The autonomous driving is one of the automotive research challenges of the last
years, and even if a lot of technologies steps forward have been taken, it remains an
open research issue.

So, the aim of this PhD thesis was to improve the current level of dynamic
control of an autonomous car using commercial hardware and sensor technologies
and respecting their functioning constraints.

The research focused on the development and implementation of different logic
layers inside the autonomous car framework.

The first step was to develop an algorithm to localize the vehicle and estimate
the car speeds. In this way, the signals required for the correct operation of the
control architecture are added to the input signals provided by the sensors. Two of
the most adopted technologies were tested. However, the estimation errors made
were too high to guarantee the desired level of operation of the control systems.
Therefore, based on the characteristics and issues given by the design of these
systems, we developed a vehicle speeds estimator consisting of a combination of
both. In this way, even in high non-linear dynamic conditions, the errors on the
estimation were reduced, improving the car localization and functioning of the
control algorithms.

Then, an on-line Path Planning was developed able to define the performances
that maximize the car speed in a known track. The focuses were: to ensure a
real-time trajectory calculation (updating it with the current vehicle dynamics
and environmental conditions); and allow computational cost compatible with the
correct functioning of the other systems involved. For this reason, it was chosen an
optimization algorithm that allows to maintain a linear cost function simplifying
the car model and limiting the computational times. However, in order to ensure
the most correct representation of vehicle dynamics a more accurate modelling of
the car GG-V has been implemented as constraint equations.

Once defined the trajectory, a high-level controller was developed to track the
dynamic performances provided by the Path Planning. So, was implemented an
algorithm that ensures a feed-back control of the Steering Wheel Angle (SWA),
accelerator and brake pedal by dividing the later dynamic model from the longit-
udinal one. In addition, was added a feed-forward control that tracks the lateral
and longitudinal acceleration calculated by the planner. Thus, the performances
tracking delay and the feed-back control modelling errors were reduced.

Finally, to enhance the lateral and longitudinal stability, an Electronic Stability
System (ESC) and Anti-lock Brake System (ABS) controls are developed with the
aim of improve the current commercial systems performances. About the lateral
stability control, a tracking controller was implemented to define the brake input
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vi Summary

corrections that must be added to the ones established by the Trajectory Tracking
to follow reference yaw rate and side slip angle. Instead, to ensure that the wheels
don’t lock, a discrete control allows the wheels to follow a target longitudinal speed.
In this way, it was found that comparing with the standard ABS the tuning process
takes less time and the brake performances are increased, in terms of reduction of
the brake distance; and increased stability during full braking manoeuvres.

The different layers ware developed independently achieving their own per-
formance improvement and then are integrated together with specific interfaces.
Furthermore, two mathematical modelling types were made starting from available
experimental data: a sensor characterization to ensure the input signals have their
delays, noise and sample time; and a transfer function model of the Brake-By-Wire
system developed by Meccanica 42 srl, to ensure actuation outputs delay and
constraints. Thus, the real exchange of signals between the architecture developed
and the vehicle model is ensured, and the correct operation of the controls once
implemented in the car is verified.

A real-time static simulator placed at Meccanica 42 srl is used to develop and
test the architecture and compare the performances obtained with the ones of a
driver. The results showed that: it was possible to obtain an optimisation and
tracking of the trajectory that update in real-time taking into account the current
dynamic conditions; some good improvements were achieved both with regard to
the estimation of the states and the stability of the vehicle; and it was possible to
integrate the various layers together guaranteeing satisfactory dynamic performance
even if worse than the individual one.



Preface

Nowadays, along with the pollution effects on our planet a central role is given to
those technologies that aim to improve people’s well-being and safety.

The automotive sector had been lagging behind in these aspects compared to
other industries, which is why in the last years there has been a growing impulse
towards a zero emission, zero road fatalities future. Thus, autonomous driving has
been undertaken opening up wide ways for research, not only in the industrial sector
but also in the urban and civil one.

Driven by the curiosity to learn more about the study and development of these
technologies within the automotive world and the development possibilities still
necessary to improve the current level of safety and automation available, I have
tried to make a little contribution to bring us closer to the scenario in which the
number of road accidents will be reduced and passengers will be able to travel safely.

This work has been made possible thanks to the support, cooperation and
guidance I have received from my tutors and the continuous exchange of ideas with
my fellow PhD students and thesis students. For this reason I would like to thank
all of them for the skills acquired and the results obtained.
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Chapter 1

Introduction

In the last years, the autonomous driving has become the declared goal of many
automotive and high-tech companies such as BMW, Toyota, Volvo, Tesla, Apple,
Google, Nvidia. In addition, local and state governments are setting incentives and
smart city areas to enable companies to test and improve the systems developed.

Fostering the birth and making the possibility of a fully autonomous car transport
scenario was the need to reduce the number of road fatalities that in the European
Union (EU) arrived to fifty road deaths per million inhabitants. In fact, in the 2019,
the EU has declared to incentive projects that allow to achieve the target of zero
road fatalities in the 2050 [1]. Being the most of the road accidents due to human
factors as drivers distractions or inabilities, a scenario in which vehicles are able to
control themselves with specific actions and communicate with each other, could
allow the elimination of the road fatalities percentage given by the human side.

By the design point of view, an autonomous car must be able to replace and
improve the performance of a human driver. Thus, it needs of different software
logic that can be divided in 4 main layers:

• Perception: surrounding environment perception;

• Localization: dynamic conditions estimation and vehicle localization in the
world map;

• Planning: definition of the trajectory and decisions that have to be make;

• Control: actuation input definition to follow the predefined choices and
ensure stability.

The technology boost that allowed the development of autonomous driving was
the increasing of the electrical and electronic components inside car. The possibility
given by By-Wire (BW) devices of using Controller Area Network(CAN) messages
to actuate braking and steering systems opens the view to a big programming
and control possibilities. In addition, the growth of Artificial Intelligence (AI) to
elaborate and understand images and video, as well as manage different signal types
has allowed to consider the car like a system able to read what surrounding it and
on this decided what to do.

Besides a benefit from the point of view of people safety, the autonomous
driving ensures a wide range of advantages, such as: a reduction in pollutant
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2 Introduction

emissions thanks to a better traffic congestion; the possibility for people with
physical limitations to move independently; and the possibility for people of saving
their time, dedicating themselves to work or pleasure activities, during the trip
without worrying about the road.

To better define the steps made in the autonomous driving research, in the 2014,
the Society of Automotive Engineers (SAE) has made a classification [2] (revised in
the 2021) in which the automation level of a car is defined by some characteristics:

• Level 0-No driving automation: The performance by the driver of the
entire Dynamic Driving Task (DDT), even when enhanced by active safety
systems;

• Level 1-Driver assistance: The sustained and Operational Design Domain
(ODD)-specific execution by a driving automation system of either the lateral
or the longitudinal vehicle motion control subtask of the DDT (but not both
simultaneously) with the expectation that the driver performs the remainder
of the DDT;

• Level 2-Partial driving automation: The sustained and ODD-specific
execution by a driving automation system of both the lateral and longitudinal
vehicle motion control subtasks of the DDT with the expectation that the
driver completes the Object and Event Detection and Response (OEDR)
subtask and supervises the driving automation system;

• Level 3-Conditional driving automation: The sustained and ODD-
specific performance by an automated driving system of the entire DDT with
the expectation that the DDT fall-back-ready user is receptive to automated
driving system-issued requests to intervene, as well as to DDT performance-
relevant system failures in other vehicle systems, and will respond appropri-
ately;

• Level 4-High driving automation: The sustained and ODD-specific per-
formance by an automated driving system of the entire DDT and DDT
fall-back without any expectation that a user will need to intervene;

• Level 5-Full driving automation: The sustained and unconditional (i.e.,
not ODD-specific) performance by an automated driving system of the entire
DDT and DDT fall-back without any expectation that a user will need to
intervene.

In Figure 1.1, the flow diagram for assigning the level of automation is shown.
Nowadays, there are legislative requirements to equip vehicle with some safety

control system with certain performances, and the most of the automotive companies
invest in the development of the Advanced Driver Assistance Systems (ADAS).
These systems control the brake and steering car devices in such situations avoiding
crash with the other road actors. Although some attempts have been made trying to
overcome the current level of automation, the chance of seeing a reliable car of level
3, 4, or 5 is still far away, because of technological, legislative and infrastructural
problems. Indeed, there are no ethical and objective rules to manage autonomous
and non autonomous car in the same scenario; and the streets and cities are not
provided with the appropriate road signs and technology to interact with vehicle
and reduce the faults of camera, radar and lidar sensors. Thus, the perception



Research question 3

Figure 1.1: Simplified logic flow diagram for assigning driving automation level to a
feature.

system is no reliable in a urban area scenario where the environment is dynamic
and changes unexpectedly.

In addition, even the control systems doesn’t ensure the same performances in
all driving conditions: the vehicle dynamics is high non-linear and unpredictable
having many unknowns and changes difficult to track and predict. So, both the
states estimation, on which the car control system performances depend, and control
systems are inefficient under certain dynamic conditions.

1.1 Research question

This PhD thesis was aimed at improving the actual state of the autonomous driving
focusing on the development of:

• a state estimator and car localization system;

• a planner and tracker of the performances;

• a controller of the car inputs to ensure stability and improve the dynamic
performance.

So, reducing the problem from an urban to a static racing scenario, the goal was to
drive the Calabogie race track, shown in Figure 1.2, autonomously in a sports car
equipped with Steer-By-Wire (SBW) system and a special Brake-By-Wire (BBW)
system developed by Meccanica 42 srl that ensures differentiated and independent
braking pressure on the 4 wheels.

Therefore, to achieve the goals, instead of implementing a unique controller
with off-line planning, as it is commonly done, it was thought to develop an on-line
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Figure 1.2: Calabogie motorsport race track.

hierarchical architecture opening to a possible future implementation on a collision
avoiding scenario thanks to the computing of a suitable reference manoeuvre.
Starting from common sensors input signals, the work has involved the development
of:

1. State Estimator, to improve the current estimation potentiality and ensure
the correct working of the other control systems;

2. Trajectory Tracking, composed of planning and tracking part, with the
focus of ensuring a real-time optimization of the trajectory, adapting the
performance to the actual states of the car to try to minimize the lap time;

3. Stability Control Systems, with longitudinal and lateral part, to achieve
an improvement of current performances by increasing passengers safety and
vehicle dynamics behaviour.

The entire architecture has been implemented in Matlab-Simulink with the
logic flow shown in Figure 1.3, where the Path Planning and Path Tracking layer
compose what can be defined as driver model, providing the steering, accelerating
and braking car input; while the Stability Control layer, composed by a lateral and
longitudinal controller, defines which are the braking corrections that must be given
to the predefined inputs to follow the dynamic behaviour of a reference dynamic
model.

The continuous and differentiating wheels braking is allowed by a particular
BBW system developed by Meccanica 42 srl, and whose braking unit per wheel is
shown in Figure 1.4.

In detail, the brake actuators are four electro-hydraulic units interposed between
the main pump and the calliper of the common brake system. A control logic and
an electric motor compose each unit and command the hydraulic line in order to



Research question 5

Figure 1.3: Mtlab-Simulink implementation and logical flow of the control architec-
ture.

Figure 1.4: Cornering Braking Actuation Unit by Meccanica 42 srl.

deliver the target braking pressure to the wheel’s calliper. They can be considered
as a CAN controlled device and can track a target pressure imposed by higher-level
control systems, simplifying the integration of the whole loop. They can produce a
maximum pressure of 100 bar in 0.10 s.

Each layer was developed and tested independently by off-line tests campaign
that involved co-simulation environment between Matlab-Simulink and Vi-Grade
CarRealTime (CRT), a multi body software that ensures to consider in the simula-
tions the dynamic response of a 14-Degrees of Freedom (DoF) vehicle model.

Then the entire architecture was integrated and tested in a real-time static
simulator set in Meccanica 42 srl and shown in Figure 1.5.

Using a Hardware in the Loop (HiL) test rig allows to understand which impact
these solutions introduce on vehicle behaviour. It is composed by three main parts:

• The Real-Time simulator: consisting in a concurrent-real-time machine,
which manages the simulation environment along with the vehicle model. For
non-disclosure reasons, the detailed specifications of the benchmark use case
cannot be described. However, it is assumed that vehicle rear wheel driving
powertrain is actuated to active differential transmission system;

• The EPSiL steering bench: reproducing the real behaviour of the steering
system, including Electric Power Steering (EPS) system and a steering wheel;

• Human Interface: steering wheel, brake pedal and throttle pedal as human-
interface devices.
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Figure 1.5: Real-time static Hardware-in-the-Loop simulator by Meccanica 42 srl.

In this way, the system integration capabilities were evaluated and the perform-
ances compared with the one obtained by a professional driver.

The off-line simulation windows lap top and simulator characteristics are shown
in Table 1.1.

Table 1.1: Hardware specifications of the tests campaign.

Tests Campaign Off-line Real-time
System Windows Linux
RAM 16 GB 32 GB
Core 1 @ 2.6-3.5 GHz 8 @ 3.2 GHz

1.2 Thesis outline

Chapter 2 - Autonomous Race-Car

In this Chapter each field faced in this research are introduced. Especially, their
framing with the state of the art by investigating the technologies currently used
and the solutions proposed in this study. In the last Section, the models used to
represent as faithfully as possible the architecture inputs and outputs are explained
and shown in order to realistically represent integration with the vehicle system.

Chapter 3 - Vehicle localization and dynamic states estimation

The estimation of the car global positions and local speeds is discussed in this
Chapter. In particular is shown the study done to reduce the absolute error and
improved the robustness in the speed estimation. In fact, to overcome the problems
encountered with the current technologies performances, a mix approach composed
of a state observer, in particular the Unscented Kalman Filter (UKF) one, and



Thesis outline 7

Artificial Neural Network (ANN) was developed and a statistical test was made
to validate the hypothesis done. The Chapter is composed of a first part in which
both the current technologies are explained and its independent results are shown;
then the mix approach used and the testing methodology are presented concluding
with the analysis of the results obtained. In the last Section, the application of the
State Estimator and Dynamic Localization System to the case of study is given.

Chapter 4 - Trajectory planning and tracking

In this Chapter, the solutions used to optimize the trajectory in real-time of the use
of case car model and establish the inputs to control the car to follow that trajectory
are shown. In the first Section, an in-depth presentation of the Path Planning
algorithm used with its pro and cons is done passing to the description of the Path
Tracking choices. Then, the combination of the two layer is validated comparing its
performances with the ones of an off-line motion planning optimization process and
with the human driver ones.

Chapter 5 - Stability System

Here, the algorithms developed to ensure a longitudinal and lateral stability to the
car are shown aiming at a passengers safety increase and car dynamics improvement.
All the solutions found were focused on exploiting the potential of the Cornering
Braking Actuation (CBA) system developed by Meccanica 42 srl.

The first Section involves the explanation and comparison of three longitudinal
control systems developed, showing the results obtained by off-line simulation tests
campaign and justifying the final choice done.

In the following Section, the lateral stability system developed is explained
showing all the validation and evaluation tests campaign made to prove the stability
capability given by tracking the yaw rate and side slip angle provided by reference
dynamic model instead of predefined threshold values.

The third Section allows to show the chosen low-level control to actuate the
stability systems commands. Two methodologies were explained and tested in a
standard manoeuvre used to evaluate the lateral stability control system. By the
results obtained the strategy developed by a Colleague PhD student, Tommaso
Favilli, seems to increase the potential of the car to perform the manoeuvre and
remain more consistent with driver input.

In the last Section, the performance improvement of the entire stability system
(longitudinal, lateral and torque allocation control) on the case study compared
to using Trajectory Tracking alone is shown. Especially are highlight the benefits
given by dynamics stability response to the driver model inputs.

Chapter 6 - Integration results

In this Chapter, the integration of all previous systems presented is shown. In the
first Section, the additional logics developed to ensure a better interface between the
layers are explained in more detailed underlined the advantages provided. Then the
performances achieved by the architecture in a flying lap of the Calabogie race track
are shown and compared with the ones obtained by the only Trajectory Tracking
implementation and by a professional driver.
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Chapter 7 - Conclusion

The conclusions drawn from the studies undertaken are reported, highlighting the
achievements and possible developments that can be made to improve the system
and verify its use in a real implementation.



Chapter 2

Autonomous Race-Car

The autonomous car field applied to a sportive one that drives in a race track
scenario, ensures to develop in a static and safer environment the needed softwares
that in a urban scenario should depend on the perception system, not robust enough
for the actual cities conditions, and sensor reliability, of which improvement was
not the focus of this thesis.

In this Chapter an introduction, a state of the art situation, and the proposed
solutions found of each layer developed are shown.

The thesis work was divided into the macro-areas introduced in the previous
Chapter and a publication was made for each of the achievements. For this reason,
this and the following Chapters will be set up according to the papers submitted.

2.1 State estimation and vehicle localization

The need to reduce situations that endanger people’s health and safeguard their
wellbeing encourage the automotive sector to develop control system that prevent
human faults. But to allow these control systems to improve their performance a
proper estimation system is needed to know as accurate as possible the actual states
of the vehicle, especially the current global positions and local speeds of the car.

In fact, about the trajectory planning and tracking, they need to have a loc-
alization in the world map of the car, and so its lateral and longitudinal global
position and speeds, making necessary to develop a system for locating the vehicle
within a known track. Instead, about the stability control systems, it needs to
know the current value of yaw rate and side slip angle, i.e. the arctangent of the
lateral divided by the longitudinal local vehicle speed, making necessary to develop
a vehicle speeds estimator.

Following the most used current technology based on the state observer algorithm
a non-linear one was developed. However, the errors made on the speed estimation
in some dynamic conditions result not appropriate. So, another newer technology
already frequently investigated for this field, the ANN, was trained to estimate
lateral and longitudinal car speeds. But, even in this case, the errors made in some
situations result to be too high.

For these reasons, a mixed approach was developed and a state estimation
comparison between a no-linear state observer with and without a measure of
the car speeds given by the ANN was made trying to reduce the side slip angle

9
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estimation errors in limit of adherence manoeuvres.
The methodologies and results obtained was submitted in an article and showed

in the AIAS2021 conference.

2.1.1 Literature review

The side slip angle estimation involved many research projects because of its
important in the vehicle dynamics stability controls developed in the last years [3,
4]; as well as its importance in the development of autonomous driving systems
[5]. The problem is that a direct measurement of the car’s speeds implies the use
of expensive sensors not usable in commercial car. So, in the state of the art, it is
possible to find different methodologies to overcome this problem and implement a
system that doesn’t involve the use of direct measurement [6, 7].

The most commonly strategies consist of: a model based approach with state
observers; and a black box approach using the AI capability of approximate any
functions. The first strategy cited has been widely investigated by researchers. Some
authors implemented a closed-loop state feedback observer [8], others a non-linear
observer based on Lypunov asymptotic stabilization function [9], and others a
sliding mode observers [10, 11]. However, with all these methods, the estimation
is strongly influenced by the uncertainties of the vehicle dynamics. To reduce the
errors made, adaptive methods are developed [12, 13], even if the most common
method to estimate side slip angle was the Kalman Filter (KF). It was used in
many different ways: linear KF [14], and non-linear such as Extended Kalman Filter
(EKF) [15–17] and UKF [18–20]. However, the UKF is preferred over the linear
KF because it reduces modelling error by representing non-linear dynamics, and
over the EKF because it is only reliable for systems which are almost linear within
the operating frequency range, and become unstable due to the need to calculate
the Jacobians at every time step. Anyway, modelling errors cannot be completely
eliminated with model-based observers.

A completely different approach is the one based on machine learning techniques
and, specifically, supervised learning. The main algorithm used in the literature is
ANN which have been demonstrated to be capable of approximating any function
[21]. For this methodology, too, different approaches were employed with regard to
both the architecture of the layers and the input quantities. Some authors preferred
to use only the inherit platform sensor measures, vehicle accelerations and yaw rate
[22]; and others that increase the number of input considering also the Steering
Wheel Angle(SWA) and the wheels speed improving the network capability to
extrapolate the vehicle model [23]. If these examples implement a deep feed-forward
neural network, better results are obtained with Recurrent Neural Network (RNN)
layer, being able to learn the temporal links of the various signals [24].

However, even this strategy have issues because it needs to have a big data train
to cover all the car’s working range.

2.1.2 Proposed solutions

To overcome the problems caused by a model based and a black box approach,
a mixed one was chosen [25]. It can ensure to have the advantages of both the
strategies: training the ANN to predict the car speeds on a set of manoeuvres with
different combinations of lateral and longitudinal vehicle dynamics, and using the



Trajectory Tracking 11

network output as additional input measures of the UKF, that can consider the
vehicle dynamic and correct the lack in generalization of the network.

To evaluate the beneficial that the ANN bring to the UKF developed to an
autonomous car as side slip angle estimator and car locator, an in-depth statistical
analysis was done through the Montecarlo analysis.

2.2 Trajectory Tracking

In recent years, research on the automotive field has focused on making cars more
and more able to make decisions autonomously due to the growth of electric and
electronic technologies on modern road cars and to the possibility of providing
increased safety and improved performance.

In the racing world, where the scenario is static and known, the perception
system has a simple implementation, and good results have already been achieved,
as shown, for example, in [26].

The main challenge is to improve performance through the use of models that
represent the dynamics of the vehicle as faithfully as possible while ensuring an
acceptable computational effort for real-time implementation.

The aim of this layer was to develop a Trajectory Planner able to update
the trajectory on-line with the car progress on the track, trying to replicate the
capabilities of a human driver. Then, the Path Planning was embedded with a Path
Tracking consisting of a Linear Quadratic Regulator (LQR) that provides the car’s
input signals: SWA, accelerator and brake pedals signals.

In this way, even if in a racing world scenario, real-time trajectory optimization
can ensure a possible future implementation in emergency situation where avoiding
collision could be faced.

The results obtained with the Trajectory Tracking developed was published in a
journal paper [27].

2.2.1 Literature review

To ensure a trajectory tracking able to reduce the lap time, the state of the art offers
different approaches both from the architecture and methodology point of view.
From the architecture point of view, the research is divided between the ones that
used a real-time single algorithm to plan and track the trajectory [28, 29], others
that preferred to separate the planner from the tracker by having the first off-line
and the second work in real-time [30], and others that divided trajectory planning
and tracking but implemented them both in real-time [31–33]. The first architecture
type, as said in [34], gives the advantage of incorporating tire force constraints
in a straight-forward way. However, the integration of trajectory planning and
tracking approaches can work for autonomous RC-cars but is difficult to scale to
complex scenarios due to the non-convex nature of the constraints imposed by
multiple vehicles. In addition, it implies a more complex tuning. Instead, there
are many studies about the off-line trajectory planner with good performances in
terms of lap time reduction and car set-up, allowing to implement a vehicle model
with more DoF [35], adding also a friction coefficient mapping [30] and involving
different methodologies. Some authors preferred to develop a geometrical solution
by minimizing the curvature [34] or generating a racing line using professional
driving techniques [36]. However, these techniques do not provide information about



12 Autonomous Race-Car

vehicle dynamics, despite the fact that the trajectory of least curvature ensures
lap time similar to the trajectory optimization techniques [34]. Therefore, other
researchers preferred to face the problem as a kinodynamic problem by finding the
optimal trajectory, minimizing the lap time and considering both the kinematic
constraints of the track and the dynamic constraints of the vehicle [30, 37]. Facing
the problem from the kinodynamic point of view considers that the non-convexity
of the trajectory does not allow a global solution [34, 36] but a local one [38–40]
using Sequential Convex Programming (SCP) methodology [33].

2.2.2 Path Planning-Proposed solutions

This study has involved the development of a Trajectory Planner that every 0.1 s
provides the speed and trajectory that the car has to follow to minimize the time lap.
The real-time implementation of the Trajectory Planning is advantageous in terms
of performance and safety. In fact, during the race, a professional driver is able to
feel the car conditions and choose the trajectory that ensures the best performance.
In the same way, a Trajectory Planner must provide the fastest trajectory for the
dynamic and scenario conditions in which the vehicle is located. In [33], it was
decided to use a point mass vehicle model and implement a Model Predictive Control
(MPC) with the SCP approach. To simplify the algorithm without incurring in
infeasibility and further reduce the computational time, it was chosen to solve the
Linear Programming (LP) problem instead of the Quadratic Programming (QP)
problem and to reduce the losses due to linearisation, it was chosen to represent
the car’s GG-V with conical constraint equations. Furthermore, the weights and
variables of optimization change with the track sequences, allowing the designer to
change the constraints with changes in scenario and vehicle dynamics.

2.2.3 Path Tracking-Proposed solutions

To ensure that the car follows the performance requested by the Path Planning it
was implemented a Path Tracking control. Defining the SWA, accelerator and brake
pedal input through the LQR optimization, it allows to control the car motion
every 0.001 s, achieving to represent the vehicle dynamic more accurately than the
planner where to limit computational time the vehicle model was simplified.

However, the input delays given by the feed-back control implemented didn’t
allow to have the proper integration between the planner and the tracker not
ensuring to the car to reach the Path Planning acceleration outputs. Thus, a
feed-forward control was developed allowing to track the longitudinal and lateral
acceleration performances defined by the planner optimization. Ensuring that the
vehicle follows the outputs required by the planner is important because allows the
car at the next step to achieve optimised performances.

2.3 Vehicle dynamics control

The heart of the following study was not only to develop a system that allows a
car equipped with BW actuation systems to drive a lap of a track while optimising
its speed, but also to ensure its stability and improved dynamics. For this reason,
much of the work involved the development of lateral and longitudinal dynamics
control systems, commonly known as the Electronic Stability System (ESC) and



Vehicle dynamics control 13

Anti-Lock Brake System (ABS). In order to allow all the control layers to operate
in real-time, the stability systems were decoupled from the trajectory optimiser and
added as separate layers. Them block diagram is shown in Figure 2.1 where the
flow logic and signals exchanged with the vehicle system are made explicit.

Figure 2.1: Block diagram of the Stability Systems Control.

By the Figure 2.1 it possible to see that the lateral stability control logic, named
Electronic Stability Program (ESP), or ESC, needs to have as inputs the current
vehicle longitudinal speed, steering road angle, yaw rate and side slip angle, and
it is composed by: a Reference Dynamic Model, that defines the target values of
yaw rate and side slip angle that the control has to track; a Tracking LQR that
reduces the error between the actual and target control states defining the total
yaw moment that must be provided to the car; and a Brake Pressure splitting
logic that allows to allocate the brake pressure that each wheel has to have to
ensure the total yaw moment requested by the control. Once defined the brake
pressures necessary on the wheels, to ensure that they would not face themselves
with its saturation limits and so lock themselves, an ABS is implemented after being
compared with other standard solution studied. This ABS is composed of a first part
where the maximum saturation limits of each wheel defined by: the actual lateral
acceleration engagement, Cornering Brake Control (CBC); the longitudinal brake
distribution, Electronic Brakeforce Distribution (EBD); and actuator constraint
limits. Then, after three different methodologies performance comparison, it was
chosen to implement a discrete Proportional-Integral-Derivative (PID) that allows
to the wheels to reduce the errors between the speeds and a target value defined as
the 90% of the actual longitudinal vehicle speed. In this way, a longitudinal slip of
the wheels of the 10% is ensured.

In the following Subsection the state of the art and the aims of the stability
controls developed are showed.

2.3.1 Longitudinal dynamic control-ABS

Car longitudinal braking control is a research topic that emerged during the last
century to avoid skidding-related accidents. During severe braking or braking on a
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slippery road surface, the wheels can lock, preventing steering and making the car
unstable.

For this reason, the need arose to develop a longitudinal dynamics control,
capable of preventing wheel locking and thus ensuring driver control of the vehicle.
Different strategies were tested and the results obtained are published in a journal
paper [41].

Literature review

In the 1980s, the adoption of the Bosch ABS system [42] led to the rise of lon-
gitudinal controllers in cars, improving braking distance and car handling during
intense or slippery braking events [43]. Furthermore, the growth of electric and
electronic components inside modern road vehicles offered more opportunities for
the enhancement of control systems, both longitudinal and lateral. In effect, Electro-
Hydraulic-Braking units allow researchers to diversify the target pressure of each
wheel, dividing their behaviour and making hydraulic implementation more reliable
and faster than mechanical brakes [44]. Moreover, in recent years, automotive
industries have been focusing on the development of Electric Vehicle (EV) with
In-Wheel Motor(IWM) that independently actuate wheels [45]. This has improved
research on longitudinal control systems and detailed the control architecture [46,
47].

In the last two years, some authors have developed ABS systems that try to use
these new technologies to improve performance. Researchers devised enhancements
by increasing the architecture’s complexity and applying a model-based approach.
Someone used a Fuzzy Logic to control the longitudinal slip ratio, emphasising
the benefit of not using an estimate of the longitudinal speed [48]. Instead, others
developed a Modified Optimal Sliding Mode Control trying to ensure that the
Sliding Mode Control (SMC) is optimal as well as robust [49]. In [50] was said that
the most promising ABS architecture is the one composed of Fuzzy Logic and SMC.
The SMC can adapt the ABS control to the vehicle model, and two levels of Fuzzy
Logic avoid SMC’s chattering problem. Instead, in [51] was used an MPC. This
control can consider the car’s dynamics model, including all the states and inputs
constraints, and predict the vehicle’s future behaviour. MPC will probably be the
future step in market cars’ control implementation, but for now, like all model-based
controls, it implies a deep knowledge of vehicle parameters and tire models that is
not available in standard vehicles, and is also computationally demanding.

A detailed review of the ABS algorithms used by researchers from simple
no-model-based controllers, such as Fuzzy Logic or PID, to sophisticated adaptive-
model-based controllers, such as Non-Linear Model Predictive Control(NMPC) is
provided in [52]. The authors highlighted that vehicles are highly non-linear systems,
and their controls, such as the ABS, must face highly non-linear control problems
due to the complicated relationship between their components and parameters.
However, they noticed that researchers who used the model-based approach have
not achieved satisfactory performance under the changes of various road conditions
and need an increase of computation time. For these reasons, in this study, it is
suggested to use methods that do not require a model-based approach.
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Proposed solutions

To find the better ABS solution, three architectures were developed as result of
evolution steps of longitudinal control. At the beginning it was tried to develop an
ABS algorithm similar to the one shown in [3]. The controller is no-model-based
and uses parameters estimated by standard automotive sensors: wheels’ speed.
Although it showed good performance by avoiding wheel locking and reducing
braking distance, it uses the derivative of the wheels’ speed as inputs. The wheels’
speeds are sensor quantities, so they have some noises that must be filtered to be
derived. The signal filtering can cause a delay and does not always ensure good
control actions. Furthermore, even with filtering, the chattering problems remain
the same, especially when asphalt is wet, because of the bang-bang logic in the
architecture control.

For this reason, it was decided to improve ABS performance by exploiting the
BBW system developed by Meccanica 42 srl. Johansen et al.[53] showed a linear
model-based controller that allows each wheel to follow a certain slip target, adapting
to the vehicle dynamics. It was tried to replicate the control structure thanks of the
BBW system, which allows wheels to have a different target of pressure. Because
of the impossibility of knowing the tires’ properties, the solution that Johansen
proposed could not be used. Thus, a discrete PID control was developed with the
task of minimising errors between the wheel’s actual and desired slip. However,
the control requires the expression of the desired longitudinal slip as a function of
longitudinal force, and a precise estimation of the vehicle’s speed to calculate the
actual slip value.

Then, a novel type of ABS was implemented, linking the advantages of both
algorithms. This longitudinal control is always a discrete PID control but with the
task of reducing the errors between the wheel’s actual and desired speed, where the
desired speed depends on the car’s deceleration requested by the driver. Therefore,
it was possible to smooth out the controlled pressure action by using the continuous
and differentiating BBWs’ work. At the same time, the control logic did not imply
the use of estimated quantities.

2.3.2 Lateral dynamic control-ESC

In the last fifty years with the increase of the electronic components on vehicles,
the automotive industries have invested in development of stability control systems
to ensure passenger safety. Consequently, all the commercial vehicles are equipped
by now well-known ABS stability systems which can prevent wheels lock during full
braking and preserve handling; since 2011, the EU decided that all new vehicles
have to be equipped with a functional ESP, too. The ESP has improved the active
safety system passing from a wheel behaviour control to a vehicle behaviour control;
in fact, it can keep the vehicle dynamic close to an expected nominal one, managing
the torques on wheels to produce a correction yaw moment on the car [3]. However,
the ESP acts only in emergency situations, while driving at limit of adhesion.

The developed and tested of this lateral stability control system led to several
validation studies with related presentation at conferences and published in journals
[54, 55], and one journal paper under submission.
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Literature review

Ensuring the lateral stability of road vehicles is a fundamental task, respect both to
passenger safety and driving comfort [56]. Also, the recent proliferation of BW and
mechatronics systems in the automotive sector [57, 58], as well as autonomous drive
applications [59, 60], are incentivating researchers and designers in the development
of innovative active safety controllers,e.g. EBD, ABS, Traction Control System
(TCS), ESP. Indeed, these systems exhibit an higher level of robustness respect
conventional mechanical ones, due to the reduced number of components and
required maintenance, as well as improved reliability and fault-tolerance [44].

Recently, academic and industrial interest in the field of Torque Vectoring (TV)
techniques is becoming more and more important in the automotive sector, since
allows to explore new opportunities concerning the lateral stability control strategies
[61]. Also, availability of IWM traction systems and BW technologies consent the
implementation of non-conventional control methodology [62, 63], which appear
extremely costly or even not feasible without the adoption of Electric/Electronic
devices.

In the state of the art different typologies of vehicle stability control can be
found. Because of the great non-linearity of dynamic vehicle many authors chose to
implement a NMPC, that is able to take into account the non-linearities, the mutual
interaction of each dynamic states and the possibility of using constraints for both
the states and the inputs [64–68]. The main problem of this type of control is the
computational cost that precludes real-time usage. For this reason, other papers
proposed to use ANN, capable of reproducing the vehicle dynamics and acts in real-
time reducing computational cost [69–71]. However, this type of control based on
an end-to-end approach, without any analytic correlation with the dynamics of the
system: this is critical for the safety assessment of the control system, not allowing
to ensure the robustness of control under any condition. Then, a LQR, lean and
easy to implement, was chosen. It permits an optimal control of the dynamic model
and a robust control thanks to a representation of the vehicle dynamics. Compared
to the few papers found in the state of the art [72–75] that acts leading the side-slip
angle and the yaw rate under a saturation limit, not having a continuous control
on their values, we implemented a reference model that continuously provides the
target values and therefore the errors to be nullified, exploiting the possibilities of
the brake actuators. In this way, the onset of instability is prevented and a control
delay between the upper controller and the pressure controllers is not leaded.

Proposed solutions

The goal of this study is to build an advanced control that is able to increase
the dynamics, ensuring stability and better continuous performance during vehicle
motion through the adoption of 4 single wheel braking actuators, each one with
its own low actuation logic. The use of this architecture allows to increase the
responsiveness of the system, its accuracy, due to the reduction of the inertia related
to each calliper and to the possibility of continuously tracking four different pressure
targets, and its reliability: being inherently redundant, if one actuator goes to
fault conditions, the others can ensure the safety of the brake plant. This has
allowed to develop a high-level control system ensuring stability and safety at any
time and condition. To achieve this aim, it has been built a reference model that
provides the values of the yaw rate and side slip angle that the vehicle has to have to
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ensure stability. To make the vehicle following the targets and remaining in safety
conditions in any driving scenario, an optimal controller is implemented to actuate
the single brake wheel actuators. Because of their capability to detect the vehicle
instability the yaw rate and side slip angle are chosen as states of control. The yaw
rate is the angular velocity with which the vehicle moves around yaw axis. Its value
is given by a standard Inertial Measurement Unit(IMU) sensor already available
in all commercial vehicles. The side slip angle, instead, is the angle between the
direction of the vehicle velocity and the longitudinal barycentric axis of the car. For
this application a new architecture was developed and explained in Chapter 3.

2.3.3 Control Command Actuation

Challenging well-known and widely diffused control algorithms is intent of this
Section, aiming at the development of effective low level control strategies which
can fully exploit the electronic actuation features. Since the electronic actuation
systems are object of reliability constrains, its integration with different control
structures need to consider its operational limits. Thus, the consequent increased
complexity in the system architectures requires the development of control strategies
which combines the contribution of all the involved stability controllers: ESC, EBD
and ABS [62, 63, 76].

So, two different torque allocation methodologies are compared, one developed
in this work that splits the ESC control output based on the estimated wheel
conditions; and another developed by the PhD student colleague Tommaso Favilli
that splits the ESC control torque by an optimization process. The results obtained
were published ad presented at the EEEIC2020 international conference [77].

On the basis of the results obtained from the comparison, it was decided to
implement for the case study the torque distribution logic that uses the More-Penrose
pseudoinverse developed by Tommaso Favilli.

Literature review

The availability of more and more sophisticated mechatronics and BW systems [44]
in modern road vehicles offers to designers a wide range of innovative opportunities
to improve stability performances [55, 78]. Also, vehicle electrification is a fast-
growing technology [79] which could lead to dynamical behaviour enhancement due
to their promising characteristics [80]. However, the availability of a Regenerative
Braking System (RBS) makes appear the EV an over-actuated system [81] which
require a synergetic integration between available braking actuators and stability
controllers [82]. In fact, coordinate RBS and disc brake effort applications, so called
Brake Blending, is fundamental to ensure minimum required braking performances
in every operative condition [83, 84]. Respect to previously proposed work in
literature, in this paper authors develop a newly ESC strategy using a More-Penrose
pseudoinverse based TV technique [78, 85], which aim at minimizing the difference
between the driving performances requested by the driver and the controllers,
ensuring enhanced stable behaviour by fully exploiting IWM traction and braking
characteristic.
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Proposed solutions

The output defined by the stability control is the total yaw moment that the car
has to have to follow the ideal behaviour. To ensure that the vehicle has this
yaw moment, a torque allocation strategy is necessary. As mentioned, two torque
allocation methodologies will be compared:

1. Brake Pressure splitting logic;

2. More-Penrose pseudoinverse.

At the beginning, the first logic splits the yaw moment between the two car side
depending on the moment sign. Then, according to the wheel adhesion condition, a
percentage of braking torque is delivered to the front or rear wheel of that side.

The Second strategy is based on Moore-Penrose Pseudoinverse innovative criteria,
to solve a multi-DoF problem for over-actuated systems. This allows to achieve
both vehicle stabilization and a driving path which is in accordance with the driver
intentions.

2.4 Inputs-Outputs characterization
To ensure developed layers as well as the entire architecture possible functioning, a
characterization that considers the inputs and outputs delays and noises is necessary.
In this way, the reliability and possible real interface between the control and vehicle
system is taken into account.

The control architecture needs to know some inputs signals to work in the proper
way; some of these inputs can be given by vehicle common sensors and others need
to be estimated. About the estimated one, they can be provided by the state
estimator developed and shown in Chapter 3, and are the longitudinal and lateral
vehicle speed; instead, about the inputs provided by the sensors these are:

• Longitudinal and lateral acceleration: provided by IMU sensor;

• Yaw rate: provided by IMU sensor;

• SWA: provided by steering sensor;

• Wheels speed: provided by phonic wheels;

• Callipers brake pressure: provided by pressure sensors;

• Longitudinal and lateral global position: provided by standard Global
Positioning System (GPS);

• Global yaw angle: measured by the yaw rate integral, reset to the camera
heading angle measurement and global orientation of the road lines every time
that the car is straight and the side slip angle is approximately zero

The sensors shown are the one that are commonly found in the current cars.
Thus, to ensure a characterization of these sensors signals an analysis of their

noises and sample time was done based on existing experimental data. Taking the
measures in steady state conditions for the signals, their mean values was considered
as the ground truths and thus, the deviations and the amplitudes out of them were
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considered as the signal noises. The results obtained are visualized in the summary
statistics of Figure 2.2, where the mean value is set to 1 and will be replaced during
simulation by the actual value given by the CRT vehicle model; the dispersion
measure is given by the box-plot in which: the bottom and top edges of the box
indicate the 25th and 75th percentiles, respectively; the whiskers are extend to
the most extreme data points not considering outliers; and the outliers are plotted
individually using the ’+’ marker symbol.

Figure 2.2: Summary Statistics of the sensors data used as control architecture
inputs.

These noise distributions are randomly initialized every simulation start.
About the control architecture outputs, and so the vehicle system inputs, they

are:

• SWA;

• Pedal accelerator;

• Callipers brake pressure.

If for the first two input itemized a modelling is already ensure by the CRT
vehicle model used, the pressure inputs are provided by the CBA system developed
by Meccanica 42 srl and explained in Chapter 1.

Thus, to represent the dynamic behaviour of this BBW actuators, thanks to
experimental data it was possible to implement a transfer function that gives the
time step response as shown in the Figure 2.3.

For confidentiality reasons the graph shown has been normalised to the maximum
values.
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Figure 2.3: Cornering Braking Actuation mathematical model.



Chapter 3

Vehicle localization and
dynamic states estimation

The development of autonomous drive is needed to make people life more comfortable
and safer, and one of the important skills to make possible the reliability of the
all control system is a good localization of the vehicle. For this reason, a no-
linear state observer was developed using the UKF algorithm, to estimate the
global position, global orientation, and local speeds of a car inside a known path.
A characterization of the sensors input measures was made and the measures of
longitudinal and lateral vehicle speed were added using an ANN trained in simulated
manoeuvres. In this way, it was possible to reduce the error that the observer
make on the estimation of the lateral vehicle speed, and so of the side slip angle,
making possible an improvement of the control activity. To assess this increase in
performance, a Montecarlo analysis was made comparing the architecture proposed,
ANN+UKF, with state observed, UKF, with no input measure of lateral speed.
The tests were done in co-simulation environment of Vi-Grade’s CRT software and
Matlab-Simulink.

3.1 State observer

The state observer developed is composed of an UKF [86] able to estimate the
actual global position and orientation, and local longitudinal and lateral speed
of a car inside a known path. The UKF is a non-linear state observer that uses
the unscented transform to propagate the so-called ’sigma points’, a group of
symmetrically distributed points around the previous estimated system states which
contain the information of the expected mean value and variance of the system.
Representing the non-linear system in discrete time form with noise as follow:

xk+1 = f(xk, uk, tk) + vk (3.1a)
yk = g(xk, tk) + wk (3.1b)

where xk ∈ Rn represents the state vector, uk ∈ Rm is the input vector, yk ∈ Rq the
measurement vector, and the process noise vk and measurement noise wk are zero
mean white Gaussian noises, and Rvk, R

w
k as process and measurement covariance

21
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matrices, the UKF algorithm can be presented considering the state vector xk with
mean value x̃k and covariance Qk, and the following steps:

1. initialise mean value and variance matrix:

x̃0 = E[x0] (3.2a)

Q0 = E[(x0 − x̃0)(x0 − x̃0)T ] (3.2b)

where x̃0 is the a posteriori estimation of the expected mean value for k = 0
and Q0 is the a posteriori estimation of the variance matrix for k = 0.

2. Calculate sigma points χk−1:

χk−1 = [x̃k−1 x̃k−1 +Ak−1 x̃k−1 −Ak−1] (3.3a)

Ak−1 =
√

(n+ λ)Qk−1 (3.3b)

λ = α2(n+ k)− n (3.3c)

where λ is a scaling parameter, the constant α determines the spread of the
sigma points around xk−1 and is usually set to a small positive value. The
constant k is a secondary scaling parameter. To calculate the square root
of covariance matrix Qk−1, the Cholesky factorization was used for which a
Hermitian positive-definite matrix B can be decomposed as B = LL+ with L
being a lower triangular matrix with real and positive diagonal terms.

3. Time update by transforming the sigma points with the non-linear functions:

χk|k−1 = f(χk−1, uk−1, tk) (3.4a)
Υk|k−1 = f(χk−1, tk) (3.4b)

and computing the a priori estimation of the expected mean value x̃k̄, variance
matrix Qk̄ and measurement estimation ỹk̄:

x̃k̄ =

2n∑
i=0

W
(m)
i χi,k|k−1 (3.5a)

Qk̄ =

2n∑
i=0

W
(c)
i [χi,k|k−1 − x̃k̄][χi,k|k−1 − x̃k̄]T +Rvk (3.5b)

ỹk̄ =
2n∑
i=0

W
(m)
i Υi,k|k−1 (3.5c)

where the Wi weights are:

W
(m)
0 = λ/(n+ λ) (3.6a)

W
(c)
0 = λ/(n+ λ) + (1− α2 + γ) (3.6b)

W
(m)
i = W

(c)
i = 1/{2(n+ λ)} (3.6c)

where γ is used to incorporate prior knowledge of the distribution of the state
vector (for Gaussian distributions,γ = 2 is optimal).
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4. Measurement update by computing the measurement estimation variance
Qykyk and covariance matrix Qxkyk between x̃k̄ and ỹk̄:

Qykyk =

2n∑
i=0

W
(c)
i [Υi,k|k−1 − ŷk̄][Υi,k|k−1 − ŷk̄]T +Rwk (3.7a)

Qxkyk =

2n∑
i=0

W
(c)
i [χi,k|k−1 − x̂k̄][Υi,k|k−1 − ŷk̄]T (3.7b)

and finally, calculating the Kalman gainKk, a posteriori estimation of expected
mean value x̃k and variance matrix Qk:

Kk = QxkykQ
−1
ykyk (3.8a)

x̃k = x̃k̄ +Kk(yk − ỹk̄) (3.8b)

Qk = Qk̄ −KkQykykK
T
k (3.8c)

3.1.1 Vehicle model

The model used by the state observer is a double-track vehicle model [87] shown in
Figure 3.1.

Figure 3.1: Double-Track vehicle model.

The state vector used is:

x = [X,Y, θ, vx, vy, r, αij ] (3.9)

where X,Y are global car position on the track; θ is orientation of the car, i.e. yaw
angle; vx, vy are local vehicle longitudinal and lateral speed; r is yaw rate; and
αij are lateral slips of the four wheels, where ij stands for front-left, front-right,
rear-left, rear-right. The evolution of these states from the previous step to the
actual one is described by the following time-discrete equations:
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X(k+1) = Xk + dt
(
vx(k) cos θ + vy(k) sin θ

)
(3.10a)

Y(k+1) = Yk + dt
(
vx(k) sin θ + vy(k) cos θ

)
(3.10b)

θ(k+1) = θ(k) + dt
(
r(k)

)
(3.10c)

vx(k+1) = vx(k) + dt

(
(Fxfl + Fxfr) cos δf + (Fxrl + Fxrr)− (Fyfl + Fyfr) sin δf

m

+ r(k)vy(k)

)
(3.10d)

vy(k+1) = vy(k) + dt

(
(Fxfl + Fxfr) sin δf + (Fyfl + Fyfr) cos δf − (Fyrl + Fyrr)

m

− r(k)vx(k)

)
(3.10e)

rk+1 = rk + dt

(
a ((Fyfl + Fyfr) cos δf + (Fxfl + Fxfr) sin δf )− b (Fyrl + Fyrr)

− t

2
((Fxfl − Fxfr) cos δf + (Fyfl − Fyfr) sin δf )− t

2
(Fxrl − Fxrr)

)
/Iz

(3.10f)

αij(k+1) = αij(k) + dt
(vy(k)

rel
−
vx(k)

rel
tanαij(k)

)
(3.10g)

where Fx/yfl, Fx/yfr, Fx/yrl, Fx/yrr are the longitudinal and lateral wheel forces, a, b
the front and rear semi-wheelbase, t the car track, rel the lateral wheels relaxation
length, δf the front wheel steering angle, and dt the sample time choosing to be
0.001 s.

Thanks to this model, the state observer is able to reduce the error made in
the estimation of the unknown variables combining the measured signals and their
noise dispersions with the model signals and their dispersions. The dispersion of the
model and of the measure is found by a tuning process in co-simulations between
CRT dynamic vehicle model and Matlab-Simulink implementation of the state
observer.

The measurement vector used by the state observer is:

y = [X,Y, θ, vx, vy, r, ax, ay] (3.11)

where X,Y are global position of the car inside the path measured by the GPS
sensor; θ is the orientation of the car relative to the global reference frame of the
circuit, measured by the yaw rate integral, reset to the difference between the global
orientation of the road lines and the camera heading angle measurement every time
that the car is straight and the side slip angle is approximately zero (described in
more detail in the Chapter 6); r, ax, ay are vehicle yaw rate, longitudinal and lateral
acceleration, measured by the IMU sensor; vx, vy are longitudinal and lateral local
vehicle speed, measured by two strategies that are compared in this paper, showed
in Figure 3.2.

The first one doesn’t have the lateral speed as measure signal but as a state of the
filter, and measures the longitudinal speed by the longitudinal acceleration integral,
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Figure 3.2: Block diagram of the two State Estimators tested.

reset on the mean wheels speed at a specfic time interval during acceleration or
uniform drive, as shown in the equation below:

V x =

{∫
axdt if StatusBrake = 1∫
axdt reset max(

ωfl+ωrr

2 ,
ωfr+ωrl

2 ) if StatusBrake = 0
(3.12)

The second strategy involved the use of an ANN able to estimate the actual value
of the longitudinal and lateral speed knowing the car acceleration ax, ay, the yaw
rate, r, the SWA, δ, and the wheel speeds, ωij . The ANN developed will be explain
in the next Section.

3.1.2 Unscented Kalman Filter Estimation Results
The side slip angle estimation performances obtained by the UKF with the first
input measures strategy in a 40 second co-simulated manoeuvres between Matlab-
Simulink and CRT are shown in Figure 3.3. The performed manoeuvres covered
the steady state and frequency dynamic behaviour of the car model at high and
low lateral dynamic engagement.

The estimation data obtained are the result of the dynamic model of the UKF
prediction steps where the parameters used are of two types. The first type includes
the geometric and inertial parameters of the vehicle such as mass, wheelbase, track
width etc. and are taken from the vehicle model given by CRT. Their values are
sufficiently accurate and do not have a great influence on the estimation process. On
the other hand, as regards the lateral cornering stiffness of the tires, these present a
greater uncertainty and have a great weight in the side slip angle estimation. In fact,
they represent the dynamic uncertainty that makes the state observer unreliable.
As a first step for the determination of these parameters, low lateral engagement
step manoeuvres were made in co-simulation environment between Simulink and
CRT in order to be in stationary and linear dynamics conditions. In this way, the
stiffness values were defined by matching the yaw rate and side slip angle values
given by the steady-state single-track vehicle model (defined in Equation 5.18) with
those given by the CRT model. Subsequently, these values were corrected by tuning
the UKF.



26 Vehicle localization and dynamic states estimation

(a) Target and estimated side slip angle
of the car.

(b) Absolute error made in the side slip
angle estimation.

Figure 3.3: Side slip angle of the car given by CarRealTime multi degree model
and by the Unscented Kalman Filter developed, together with the absolute error
made in the estimation process, in a set of different manoeuvres.

In the Sub-Figure 3.3b the absolute error made resulted in a mean value of 0.23
degree and in a maximum value of 1.7 degree. Considering that for stability the side
slip angle needs to have a maximum value of around 6 degrees, this maximum error
represents the 28% of relative error. By the Sub-Figure 3.3a where the actual and
estimated value of beta is shown, one can see that the higher errors are obtained in
conditions in which the lateral engagement is high and the tires are near to their
saturation limits. This highlight the disadvantage of this technology, that depending
on dynamic modelling, when the dynamics is not correctly modelled, makes too
high errors.

3.2 Artificial Neural Network to side-slip angle es-
timation

By the tests made a not acceptable error on the lateral speed estimation has been
seen in the filter working at limit of adhesion situations using the first strategy as
shown in the previous Section. For this reason, it was thought to develop and use
as signal measure inputs an ANN [24], that trained in a varied set the car dynamics
conditions can estimate the longitudinal and lateral vehicle speed reproducing the
non-linearities that a simplify mathematical car model can’t represent. The ANN
implemented is composed by 8 input, I, and 2 output, O, that are:

I = [ax, ay, r, δ, ωij ];

O = [vx, vy]; (3.13)

where ax, ay and r are the signal measured by the inertial platform, δ is the steering
angle at the front wheels, and ωij are the four wheels speed.

The structure of the ANN is shown on Figure 3.4, where:

• Sequence layer: is the Input-Layer and is responsible for feeding inputs into
the network in the form of a sequence;
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Figure 3.4: Developed Artificial Neural Network layout.

• GRU layer: is the first Hidden-Layer and is a RNN able to link signals in
time by remembering past instants;

• Fully Connected layer: is the second Hidden-Layer and can speed up
the training phase and make the network recognise similar sequences by
compacting the data;

• Regression layer: is the Output-Layer and for typical regression problems,
a regression layer must follow the final fully connected layer computing the
half-mean-squared-error loss.

Then, the ANN, structured as described, was trained using a set of manoeuvres
representative of steady-state and frequency vehicle dynamics, on low and high
friction condition, carried out using software simulations and simulations at a static
driving simulator. The Data-Set used to train (70% of the data), validate (15% of
the data) and test (15% of the data) the ANN is listed in the Table 3.1 and the
ANN parameters are shown in Table 3.2.

Table 3.1: Data-Set to train, validate and test the Neural Network.

Friction Type Amount time (s) Vx range (km/h) Ay range (g)

1

Race-Track 250 10:200 0:1
Sinus Steer 1200 5:150 0.2:0.8
Sine Sweep 190 30:80 0.4 @1to4Hz
Step Steer 1360 5:150 0.2:1

0.7 Step Steer 140 30:150 0.2:0.7
Sine Sweep 160 30:80 0.4 @1to4Hz

0.5 Step Steer 100 30:150 0.2:0.5
Sine Sweep 120 30:80 0.4 @1to4Hz
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Table 3.2: Artificial Neural Network parameters used.

Layer Neurons Activation function Loss function
sequence 8 - -

GRU 64 State: tanh
Gate: sigmoid -

FullyConnected 2 - -
Regression 2 - Mean Squared Error

3.2.1 Artificial Neural Network Estimation Results

The results obtained by testing the ANN in a Step Steer manoeuvre with high lateral
load, and in a Sine Sweep manoeuvre are shown in Figure 3.5, where acceptable
errors are achieved, summarized in Table 3.3.

Table 3.3: Root Mean Square Errors estimation obtained by the Artificial Neural
Network in a steady state and frequency vehicle response manoeuvres.

Step Steer Sweep Steer
RMSE Vx 0.092 km/h 0.137 km/h
RMSE Vy 0.082 km/h 0.133 km/h

Figure 3.5: Results in terms of longitudinal and lateral speed estimation obtained
by the Artificial Neural Network in Step Steer manoeuvre on the left and Sine
Sweep one on the right taken from the data-set.
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Figure 3.6: Results in terms of side slip angle estimation obtained by the Artificial
Neural Network in Step Steer manoeuvre poorly represented in the dataset.

However, these results were obtained by tested the ANN in manoeuvres rep-
resentative of the data-set used to train, validate and test the network, showing a
mean absolute error of the side slip angle of 0.02 deg and a maximum error of 0.29
deg.

Indeed, testing the ANN in simulated manoeuvre poorly represented in the
data-set the estimation errors increase, as shown in Figure 3.6. In this case the
maximum error resulted higher, about the three times, showing the disadvantages
of this technology. Although various ANN architectures have been tried always
using recurrent networks, according to the articles found, and tried to change the
number of neurons, it turned out that to obtain the same estimation error in the
various dynamic conditions, the solution was to increase the data-set or make it
more representative. In this way, the search time for the ’optimal’ solution increased
and the definition of the training data-set became more complicated. Then, was
tried to train the network on a simple but fairly representative data-set, based on
the acquired knowledge, and to couple the network with a state observer.

3.3 Results
In this Section, the testing methodology used to validate the robustness and accuracy
of the algorithm will be shown. The benefits of the proposed algorithm for both
the longitudinal velocity and side slip angle estimation will be described. The
simulation environment used was the off-line one described in Chapter 1.

In the results shown, the two strategies compared will be named as:

• UKF: localization algorithm composed by only the state observer without the
ANN;

• UKF-ANN: localization algorithm composed by the mix between the state
observer and the ANN.

3.3.1 Testing methodology
Since the main problem of the neural networks is to guarantee that the ANN
provides an acceptable estimation error also outside the testing manoeuvres used
during the training phase, and the problem of the UKF is to be able to describe the
dynamic uncertainties linked to the tyres, it was thought to join the two systems to
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compensate the respective lacks of precision. In order to validate and verify the
potential of this architecture under varying initial conditions and vehicle dynamics, a
statistical analysis was carried out using the Montecarlo method [88]. This analysis
is a statistical one and involves running the estimation system many times for
the same manoeuvre by initializing the noise of the input variables in a random
and always different way and maintaining the ANN and UKF parameters constant
during the test. During the state observer development phase, it was concluded
that side slip angle estimation was most affected by variations in longitudinal speed,
lateral acceleration and grip conditions. Therefore, it was decided to compare the
robustness and accuracy of the UKF-ANN architecture with the UKF by performing
a series of step manoeuvres where vehicle speed, steering angle and grip were varied.
The manoeuvres repeated 50 times, to reach the RMSE value settled, for the
Montacarlo analysis are shown in Table 3.4 and a description of the results is shown
in the next Subsection.

Table 3.4: List of the manoeuvres used to assess the influence of different dynamic
parameters in the estimators performance through the MonteCarlo analysis.

Influence parameters Step Steer Manoeuvres
SWA (deg) Vx (km/h) Ay (g) Friction

Speed

40 50 0.25 1
40 80 0.4 1
40 100 0.6 1
80 50 0.5 1
80 80 0.9 1
80 100 0.95 1

Friction
40 80 0.4 1
40 80 0.45 0.7
40 80 0.45 0.5

Lateral acceleration
40 80 0.4 1
60 80 0.7 1
80 80 0.9 1

3.3.2 Estimation results

For each type of manoeuvre repeated by randomly initialising the noise present in
the input signals, the Root Mean Squared Error (RMSE) performed in the 50 tests
was calculated, thus ensuring the reliability of the estimate. The RMSE obtained
from the two configurations was then compared as the influence parameters varied
(Figure 3.7). About longitudinal speed estimation, as shown in Figure 3.7a, the use
of the neural network as input to the UKF reduces the error especially in conditions
of high lateral engagement (lateral acceleration at 0.9g) and low adhesion conditions
(friction coefficient at 0.5) reducing the RMSE by about 0.05 km/h. Only in one case
a worsening of the estimate is noted (SWA at 80deg and vehicle speed at 100km/h),
but one can see that the difference is only 0.001km/h. Instead, about the side
slip angle estimation, the advantages of this mix architecture are more visible. In
fact, as shown in Figure 3.7b, the UKF-ANN combination ensures in all the tests
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(a) Longitudinal speed.

(b) Side slip angle.

Figure 3.7: Comparison of Root Mean Square Errors made in the longitudinal
speed multiplied by 0.1 and side slip angle estimation by the two State Estimator
configurations with the change of influence parameters.

performed a RMSE reduction of almost 0.33 deg, achieving benefit especially in
high lateral engagement and in high longitudinal vehicle speed. Moreover, from
the results shown, it possible to see that the RMSE remains almost the same value
changing the influence parameters, confirming the greater robustness achieved by
UKF-ANN compared to UKF, which instead presents RMSE values varying with
the dynamic conditions tested.

A confirmation of these results is shown in Figures 3.8 and 3.9, where the results
obtained in the longitudinal speed and side slip angle estimations by changing
the steering angle between 40 deg, Figure 3.8a, 60 deg, Figure 3.8b, and 80 deg
Figure 3.8c, and by changing the friction coefficient between 1, Figure 3.9a and 0.7
Figure 3.9b are presented. In these figures, it possible to see how the absolute error
made by the UKF configuration grows with the time and with increasing steering
angle and thus, keeping the longitudinal speed constant, with increasing lateral
acceleration. Instead, the absolute error made by the UKF-ANN configuration is
almost the same in the three dynamic layout. In addition, when changing the road
path conditions both the configuration increases a bit the absolute error but the
UKF-ANN configuration maintains a lower one than the UKF configuration.
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(a) 40 deg.

(b) 60 deg.

(c) 80 deg.

Figure 3.8: Side slip angle and longitudinal speed estimation results obtained by
the two State Estimator configurations in step manoeuvres with different steering
angle and a longitudinal speed of 80 km/h.
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(a) nominal friction.

(b) 0.7 friction.

Figure 3.9: Side slip angle and longitudinal speed estimation results obtained by the
two State Estimator configurations in step manoeuvres with a steering angle of 40
deg and a longitudinal speed of 80 km/h with nominal and 0.7 friction coefficient.

3.4 Conclusions
In conclusion, the current study was carried out with the intention of reduce the
errors made by the state of art systems in the side slip angle estimation. Therefore,
a mixed approach was investigated combining the potential of the AI to approximate
all the function without knowing a dynamic model, and the state observer capabilities
of combining measure signal and dynamic model to reduce the estimation errors.

To test and validate the proposed architecture, a Montecarlo analysis was done
by exploring the influence that some dynamic parameters have on the estimation
process, such as longitudinal speed, lateral acceleration and friction coefficient.

The results obtained show how the use of a ANN, trained in a data-set of
limited and specific manoeuvres, as sensor measure of the vehicle longitudinal and
lateral velocities allows a reduction of the estimation errors in all the simulated
manoeuvres, ensuring more robust estimation to vehicle dynamic changes allowing
better performance of Trajectory planning and Tracking systems, as well as increased
reliability of Stability Systems.
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3.5 Case study application
The two states estimator configurations developed were tested also to the case
of study application: the Localizator and Estimator algorithm provides to the
Trajectory Tracking, explained in Chapter 4, the input of global positions and
speed. The results in terms of local longitudinal speed and side slip angle estimation
during a lap are shown in Figure 3.10. The Mean Absolute Errors (MAE) of both
longitudinal and side slip angle is reduced with the combined approach of ANN and
UKF. In addition, by the plot one can see that the mix approach is able to converge
more quickly to the target values then the solely UKF. However, the side slip angle
estimation resulted affected by noise leading to excessively high peak error values in
the curves. This most affects the functioning of subsequent layers, as will be seen
in the Integration Chapter 6.

Figure 3.10: Vehicle speed and side slip angle estimation results obtained in the
application to the case of study of the two State Estimator configurations developed.



Chapter 4

Trajectory planning and
tracking

The aim of the study shown in this Chapter was to develop Trajectory Planning
that would allow an autonomous racing car to be driven as close as possible to what
a driver would do, defining the most appropriate inputs for the current scenario.
The search for the optimal trajectory in terms of lap time reduction involves the
modelling of all the non-linearities of the vehicle dynamics with the disadvantage
of being a time-consuming problem and not being able to be implemented in real-
time. However, to improve the vehicle performances, the trajectory needs to be
optimized on-line with the knowledge of the actual vehicle dynamics and path
conditions. Therefore, this study involved the development of an architecture that
allows an autonomous racing car to have an optimal on-line Trajectory Planning and
Path Tracking ensuring professional driver performances. The real-time trajectory
optimization can also ensure a possible future implementation in emergency situation
where avoiding collision scenarios could be faced. It was chosen to implement a
local Trajectory Planning based on the MPC logic and solved as LP by SCP. The
idea was to achieve a computational cost, 0.1 s, using a point mass vehicle model
constrained by experimental definition and approximation of the car’s GG-V, and
developing an optimum model-based Path Tracking to define the driver model that
allows a car to follow the trajectory defined by the planner ensuring a signal input
every 0.001 s.

To validate the algorithm, two types of tests were carried out: a Matlab-
Simulink, Vi-Grade co-simulation test, comparing the proposed algorithm with
the performance of an off-line motion planning, and a real-time simulator test,
comparing the proposed algorithm with the performance of a professional driver. The
results obtained showed that the computational cost of the optimization algorithm
developed is below the limit of 0.1 s, and the architecture showed a reduction of the
lap time of about 1 s compared to the off-line optimizer by updating the trajectory
in real-time with vehicle conditions, instead of optimising the car performance on
a fixed path of minimum curvature. In addition, it showed reproducibility of the
performance obtained by the driver.

35
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4.1 Trajectory Tracking architecture

In Figure 4.1, the architecture developed is shown. The idea is to divide the Traject-
ory Planning from the Path Tracking instead of implemented a single MPC with a
complex and detailed vehicle and tire model by ensuring a real-time implementation
of the algorithm that the current technologies do not allow otherwise. Thus, an
LP optimizer is implemented as Trajectory Planning, giving the reference position
and speed to minimize the lap time every 0.1 s, and an optimum controller is
implemented to allow the car to follow reference state values by defining the input
SWA, throttle pedal and braking pedal every 0.001 s. These sample time values
were necessary because an increase compared to the time of 0.1 s in providing
the position and speeds that the vehicle must have is excessive compared to the
speed of the vehicle resulting in a delay with respect to its position; from the tests
undertaken, an increase in the time of 0.001 s of the controller was found to worsen
the performance of the control.

Figure 4.1: Block diagram of the Trajectory Tracking layer.

The Trajectory Planning and Path Tracking use the states of the car in the race
track as feed-back. These states are estimated by the Localization Layer described
in the above Chapter 3.

All the layers shown in Figure 4.1 were implemented in Matlab-Simulink software
and then compiled in C to be used in the real-time car simulator of Vi-Grade.
The different control algorithms were integrated into the same Simulink model
considering the rate transition between subsystem with different sample time. Since
the difference in time step implies that the optimization layer provides the same value
for 100 steps of the controller, an integration algorithm between the path planning
and trajectory controller is developed (showed in more detailed in Chapter 6). This
algorithm ensures that the positions and velocities provided by the optimizer to the
controller increase with the constant acceleration optimized, and after 100 steps,
the vehicle achieves the position and velocity values expected by the optimizer. In
the event that the vehicle fails to be in the expected condition, the change of values
given by the change of optimizer steps needs to be compatible with the vehicle’s
possible acceleration limits based on the state the vehicle is in. The logic is shown
in Equation (4.1):

Vx =

{
Vx0 − (Vx0 − Vx)0.1 if abs(Vx0 − Vx) > 0.5,&∆to 6= 0

Vx0 + ∆tcax if abs(Vx0 − Vx) ≤ 0.5,&∆to = 0

Vy =

{
Vy0 − (Vy0 − Vy)0.1 if abs(Vy0 − Vy) > 0.5,&∆to 6= 0

Vy0 + ∆tcay if abs(Vy0 − Vy) ≤ 0.5,&∆to = 0
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X =

{
X0 −∆tcVx if abs(Vx0 − Vx) > 0.5,&∆to 6= 0

X0 −∆tcVx if abs(Vx0 − Vx) ≤ 0.5,&∆toto = 0

Y =

{
Y0 −∆tcVy if abs(Vy0 − Vy) > 0.5,&∆to 6= 0

Y0 −∆tcVy if abs(Vy0 − Vy) ≤ 0.5,&∆to = 0
(4.1)

where Vx, Vy, X, Y are the speeds and positions that the car has to follow in the
current time; Vx0, Vy0, X0, Y0 are the speeds and positions that the car had at the
previous time step of the controller; ∆tc,∆to are, respectively, the controller sample
time of 0.001 s, and the difference between the actual and previous time of the
optimizer in the sample time of the controller; 0.1 is a tuning value that reduced
the speed step between the actual and the future value if it is higher than 0.5 m/s.

4.2 Trajectory Planning
To set-up the MPC optimization problems, the Gurobi solver is used, a commercial
solver with parallel algorithms for large-scale linear programs, quadratic programs,
and mixed integer programs. From the Gurobi optimization reference manual [89],
the problem was implemented in the following form:

minimize
z

− tTj(p̃(Hn))p
(Hn) +

Hn∑
i=1

(
W(j(p̃(i)))η

(i) +RχF (j(p̃(i)))δ
(i) + · · · (4.2)

· · ·+RχR(j(p̃(i)))λ
(i) +Rγ(j(p̃(i)))ρ

(i)
)

x(i) = Ax(i−1) +Bu(i−1) ∀i = 1, · · · , Hn (4.3)

Nj(p̃(i))p
(i) − η(i) = diag(NT

j(p̃(i)))T(j(p̃(i)) ∀i = 1, · · · , Hn (4.4a)

Aacc(ṽ
(i),θ(k)) · u(i) ≤ bacc(ṽ(i))c2(j(p̃(i)) ∀i = 1, · · · , Hn (4.4b)

∀k = 1, · · · , tn

[
˜Rrot(i−1,i)

] [u(i−1)

u(i)

]
−


δ(i)

λ(i)

ρ(i)

ρ(i)

 = 0 ∀i = 1, · · · , Hn (4.4c)

p̃(i)
x − vtmax∆t ≤ p(i)

x ≤ p̃(i)
x + vtmax∆t ∀i = 1, · · · , Hn (4.5a)

p̃(i)
y − vtmax∆t ≤ p(i)

y ≤ p̃(i)
y + vtmax∆t ∀i = 1, · · · , Hn (4.5b)

−vtmax ≤ v(i)
x ≤ vtmax ∀i = 1, · · · , Hn (4.5c)

−vtmax ≤ v(i)
y ≤ vtmax ∀i = 1, · · · , Hn (4.5d)

−AMax(ṽt) ≤ a(i)
x ≤ AMax(ṽt) ∀i = 1, · · · , Hn (4.5e)

−AMax(ṽt) ≤ a(i)
y ≤ AMax(ṽt) ∀i = 1, · · · , Hn (4.5f)

η(i), δ(i), λ(i), ρ(i) ≥ 0 ∀i = 1, · · · , Hn (4.5g)
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where the Objective Function (4.2), the Vehicle Model (4.3), the constraints used to
represent the vehicle dynamic and track limitation (4.4), and the Bound Constraints
(4.5) are shown and will be explained in the following Subsections.

The problem is faced as an LP optimization, and its solutions are found by
iterating the optimization every time step: the positions, p̃(i), velocities, ṽ(i), and
accelerations, ũ(i), are the state values optimized at the previous step; so the current
iteration defines the optimum state, x = [px, py, vx, vy], and input, u = [ax, ay] for
all the prediction horizon lengths. The variables weights of the Objective Function,
W(j(p̃(i)))-RχF (j(p̃(i)))-RχR(j(p̃(i)))-Rγ(j(p̃(i))), are defined by a tuning process, and
the prediction horizon was chosen to be composed of 120 ∗ 0.1 time steps to ensure
that the optimizer should be able to see the following curve when the longest
straight begins, as tests have shown that the performance was satisfactory. Having
a velocity dependent event horizon length ensures to have the planner to see far
away when it needs allowing the event horizon to be stable at the nodes closest to
the car state. In fact, if the optimiser could not see the next curve, it would not be
able to establish the best trajectory in the straight by oscillating at each iteration
step. From the Figure 4.2 it is possible to see the trajectory predicted along the
event horizon in ten successive iteration steps. As one can see, the trajectory has
variations at nodes on the end of the event horizon but remains fairly constant at
nodes close to the car, not compromising efficiency.

Figure 4.2: Prediction event horizon in ten successive optimisation steps to handle
three curves of the race-track.

4.2.1 Models
To ensure a computational cost of 0.1 s, the vehicle was modeled as a point mass
model, with the following assumption:

• The vehicle’s side-slip and tires’ slip angles are negligible. This means that
the velocity vector is always tangent to the trajectory and it allows to ignore
behavior such as drifting, spinning, or sliding;

• The tires’ slippage is negligible;

• The longitudinal and lateral weight transfers are neglected in the vehicle
model but will be considered in the constraint formulations;

• The racetrack is flat.
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Therefore, referring to the coordinate system shown in Figure 4.3: x,y are the
global coordinate system when stationary with respect to the racetrack; χ,γ are the
vehicle coordinate system; and ψ is the vehicle yaw angle that indicates the tangent
to the trajectory. The dynamic model was implemented in the discrete state space
Equation (4.6) and detailed by Equation (4.7).

x(i) = Ax(i−1) +Bu(i−1) (4.6)


p

(i)
x

p
(i)
y

v
(i)
x

v
(i)
y

 =


1 0 ∆t 0
0 1 0 ∆t
0 0 1 0
0 0 0 1



p

(i−1)
x

p
(i−1)
y

v
(i−1)
x

v
(i−1)
y

+


∆t2

2
0

0
∆t2

2
∆t 0
0 ∆t


[
a

(i−1)
x

a
(i−1)
y

]
(4.7)

where, in this case, i indicates the time-step index; x(i) ∈ R4 is the state vector
composed by the vehicle position and velocity vector in the global coordinate system,
p = [px, py] and v = [vx, vy]; u(i) ∈ R2 is the input vector composed by the vehicle
acceleration vector in global coordinate system, [ax, ay]; A ∈ R4x4 is the system
matrix and B ∈ R4x2 is the input matrix made explicit in Equation (4.7). From
these equations, it is possible to deduce that to have a linear system, the time-step,
∆t, must chose constant. Thus, the prediction horizon is discretized with constant
time intervals, and the discrete model, shown in Equation (4.3), is then iterated
forward in time from a time-step to the subsequent one.

Figure 4.3: Global and vehicle coordinate systems.

At the first iteration step, the points of the event horizon are considered to be
known by starting from a known x and y position on the track and null velocities
and finding the next 119 nodes of the horizon using the equations of uniformly
accelerated motion. Subsequently, the optimiser receives as input the vehicle states
at the previous step and the entire predicted event horizon at the previous step
minus the first node. From these it calculates the new optimised horizon. In
off-line Path Planning where the trajectory is optimized for the entire race-track
also the final nodes are constrained. However in this case, no final conditions were
set. Actually, these constraints would presuppose that the planner knows in which
position and speed conditions the vehicle is in the race-track at the end of the event
horizon. But, the planner was designed to work on-line and adapt to the dynamic
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conditions of the car as it travels, allowing the last nodes the ability to vary from
lap to lap with the states of the vehicle.

4.2.2 Objective Function
TheObjective Function proposed in this work is purely linear, as shown in Equation (4.2).
This is a benefit because it reduces the optimization time and allows one to not
worry about defining a positive objective matrix to ensure a feasible solution. It is
composed of two strategies:

• Minimizing time strategy;

• Slack variables.

The first strategy aims to minimize the lap time, and the second one allows
softening the hard limit of the constraints.

Minimizing Time Strategy

Since a constant discretization time ∆t of the prediction horizon is chosen to make
Equation (4.7) linear, maximizing the distance traveled in the direction of the
tangent vector of the mid-line could be a strategy to cover the largest number of
racetrack sectors. This strategy was expressed within the objective function as
follows:

minimize
z

− tTj(p̃(Hn))

[
p

(Hn)
x

p
(Hn)
y

]
= −tTj(p̃(Hn))p

(Hn) (4.8)

where it maximized the longitudinal and lateral distance between the current, p(Hn)
x,y ,

and previous, p̃(Hn), position points projected in the tangent direction, tj(p̃(Hn)), for
all the points of the prediction horizon Hn.

Slack Variables

To avoid the infeasible problem, the slack variable strategy is used [90]. This
methodology ensures avoiding that the constraints equations are not strictly equal
to a constant limit but to an enlarged or reduced one by adding to the constraint
a positive variable, weighted in the objective function. In this way, the designer
can strengthen or relax the constraints by increasing or decreasing the associated
weights.

minimize
z

Hn∑
i=1

(
W(j(p̃(i)))η

(i) +RχF (j(p̃(i)))δ
(i) + · · ·

· · ·+RχR(j(p̃(i)))λ
(i) +Rγ(j(p̃(i)))ρ

(i)
)

(4.9)

In Equation (4.9), η(i), δ(i), λ(i) and ρ(i) are the slack variables and W(j(p̃(i))),
RχF (j(p̃(i))), RχR(j(p̃(i))), Rγ(j(p̃(i))) are the weights, respectively. In this work, by
associating the weights to the nodes of the mid-line, (j(p̃(i))), it is possible to
impose to the solver not only the ability to vary the constraints but also to decide
whether one point of the racetrack is more important than another in terms of limit
variations available, as a human driver can do.



Trajectory Planning 41

4.2.3 Linear and Quadratic Constraints
To ensure optimized solutions compatible with vehicle dynamics and track limits,
the vehicle accelerations and positions are limited by constraint Equations (4.4),
which can be divided into three categories:

• Racetrack limitations, (4.4a);

• g-g limitations, (4.4b);

• jerk limitations, (4.4c).

Racetrack Limitations

In order to constrain the optimizer to provide output car positions within the path
area, the optimization was solved by using the SCP approach as [91] suggested. Thus,
the constraint is not the entire racetrack area, which involves a non-convex problem,
but smaller racetrack sections where the problem is convex and so solvable. Using
the curvilinear abscissa to express the position of the material point would probably
have allowed for a convex constraint. But at the same time would have made the
dynamic system non-linear. In addition, optimising over the entire trajectory at the
same time would have increased the calculation time, so a path discretization would
have been done anyway. This coupled with the fact that the s-domain formulation
cannot be used if the vehicle has to stop or revert the direction of travel on the track
has made the curvilinear abscissa not usable for our case. Actually, we want to
make the optimisation as general as possible to be applied also in scenarios outside
of the race-track one.

Therefore, it was decided to sample the middle line with points 1 m apart,
TMid(j), and to make these correspond to those intercepted on the inner and outer
edge by the normal vector to the middle line and named, respectively, with TIN(j)

and TOUT (j) in Figure 4.4. Then, it was possible to constrain the output states of
the solver, p(i), within the path area, using the following equations:

(
p(i) − TOut(j(p̃(i))

)T (
−nj(p̃(i))

)
− η(i) = 0 ∀i ∈ {1, · · · , Hn}(

p(i) − T In(j(p̃(i))

)T (
nj(p̃(i))

)
− η(i) = 0 ∀i ∈ {1, · · · , Hn}

η(i) ≥ 0 ∀i ∈ {1, · · · , Hn}

(4.10)

where p(i) is the position state vector found by the optimization in the current
optimization step; TOut(j(p̃(i)) and TIn(j(p̃(i)) are the limits given by the outer and
inner edge referred to the solution found in the previous iteration step, p̃(i); nj(p̃(i))
is the normal direction to the mid-line, which allows the distance between the two
points to be projected in the normal direction; and η(i) is the slack variable, which,
being constrained in the Bound Constraints Equation (4.5g) as positive, forces the
position of the vehicle to be less than zero making the racetrack constraints more
or less rigid depending on the weight assigned to it in the Objective Function (4.2).
Therefore, it is possible to vary the weight of the slack variable in a differentiated
way according to the position of the car in the track, being able, for example, to
soften it in the presence of a curb by allowing the car to go out of the limits of the
track where possible to improve performance.
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Figure 4.4: Representation of the racetrack linear approximation.

GG Limitations

In order to represent the exchange of forces occurring at the point of contact between
wheel and road, it was decided to not implement a tire model but to bound the
car’s acceleration inside the GG diagram, measured at the center of gravity under
steady-state conditions, such as [33, 87, 92].

The papers [93–95] show that the acceleration constraints area has the shape of
two semi-ellipses: one stands for the forward acceleration, shown by the blue line in
Figure 4.5a, and the other stands for backward acceleration, shown by the red line
in Figure 4.5a.

(a) Approximation method for the
g-g diagram: two half ellipses for tire
limits and a line for engine limit.

(b) Autonomous driving car GG-V
diagram, evaluated through simula-
tion tests.

Figure 4.5: Single GG constrain diagram of the vehicle model and its change as
function of the vehicle speed.

Empirically defining the maximum acceleration values, AγMax(vt), AχbackwardMax(vt)

and AχforwardMax(vt), the semi-axes of the ellipses are defined and so, the tire,
aerodynamic and vehicle system limits are taken into account. Therefore, if the blue
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and red lines in Figure 4.5a show the limits just mentioned, the horizontal orange
line shows the maximum performance that the car’s engine can achieve in forward
acceleration. In addition, these limits change with the vehicle speed because of the
drag and engine influence [96, 97]; thus, in Figure 4.5b, different GG diagrams were
implemented in the function of the car speed obtaining the car GG-V diagram.

However, to better represent the vehicle dynamic and improve the performance,
the idea was to implement the GG-V as quadratic constrains and not linearize its
curves as is usually done, while maintaining the sample time under the specification
of 0.1 s. However, due to the ability of the LP to handle only one convex quadratic
constraint for each variable, a mixed approach was implemented: a conical constraint
to reproduce the bigger, lower region associated with the vehicle braking capabilities
exactly, and linear constraints to approximate the upper region, which is associated
with the vehicle forward acceleration capabilities, being tested empirically, resulting
in this region being well-described by the three orange dotted lines shown in Figure
4.5a. Therefore, the lower GG constraints are implemented as a negative semi-ellipse
with the semi-axes values equal to the car’s maximum deceleration. This inequality
constraint is shown in the vehicle coordinate system by Equation (4.11) and in the
global coordinate system by Equation (4.12).

(
Aχbackward

AχbackwardMax(vt)
)2 + (

Aγ
AγMax(vt)

)2 − c2 ≤ 0 (4.11)

a2
x(
v2
x

v2
t

A2
γMax +

v2
y

v2
t

A2
χbackwardMax) + a2

y(
v2
y

v2
t

A2
γMax +

v2
x

v2
t

A2
χbackwardMax)+

+axay(
vxvy
v2
t

(A2
γMax −A2

χbackwardMax))−A2
χbackwardMaxA

2
γMaxc

2 ≤ 0 (4.12)

Instead, the upper GG constraints are represented as a set of lines tangent at the
positive semi-ellipse. These lines are calculated by finding the tangents at the
ellipse in points described by different angles, θ, thanks to Equation (4.13) in the
coordinate vehicle system and Equation (4.14) in the global coordinates system.

(
Aχforward

AχforwardMax(vt)
)cosθ + (

Aγ
AγMax(vt)

)sinθ − c ≤ 0 (4.13)

ax(
vx
vt
AγMaxcosθ −

vy
vt
AχforwardMaxsinθ) + ay(

vy
vt
AγMaxcosθ+

+
vx
vt
AχforwardMaxsinθ)−AχforwardMaxAγMaxc ≤ 0 (4.14)

In all the equations shown, the ratio between the longitudinal speed component, vx,
and speed vector, vt =

√
v2
x + v2

y, is the cosine of the yaw angle ψ; and the ratio

between the lateral speed component, vy, and speed vector, vt =
√
v2
x + v2

y, is the
sine of the yaw angle ψ. Both of these ratios are used to rotate the input vector
u = [ax, ay] in the global coordinate system and group the constraints in Equation
(4.4b).

The variable c is a scalar coefficient that can expand or narrow the boundary of
the GG diagram and change the tire performances representing degraded contact
conditions due, for example, to rain or tire wear. c could be scaled in a global
manner for all of the track or could be varied online in local sections being related
to the position of the vehicle on the racetrack.
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Jerk Limitations

Since the vehicle is modeled as a point mass, sudden variations in acceleration,
u = [ax, ay], can lead to the generation of an angular trajectory that does not
represent a real trajectory of a racing car, which actually tends to be smooth.
Usually, to avoid this problem, the quadratic variation of the accelerations is
implemented as a term of the Objective Function to minimize it. In this study, to
maintain the Objective Function as linear, the Jerk Limitations are implemented as
constraint equations that require the jerks to be equal to positive slack variables.
Therefore, the slack variables are inserted in the cost function as a linear term and
a certain weight is assigned to them according to the point on the track where the
car is located. In this way, the optimizer is able to determine the accelerations
variation necessary to increase performance and maintain a smooth trajectory,
and the designer can choose which direction of acceleration to favor in relation to
where the car is located on the track, e.g., in a straight line the lateral acceleration
can be forced to vary more slowly, favoring a faster variation of the longitudinal
accelerations.

In Equation (4.4c), the strategy is shown, where
[
δ(i), λ(i), ρ(i), ρ(i)

]
, are the

slack variables used to soften the zero hard limit given to the input vector variation,[
u(i−1),u(i)

]
, rotated in the global coordinate system by

[
˜Rrot(i−1,i)

]
. In addition,

it was chosen to implement different slack variables for different acceleration vectors
diversifying the jerk of the various dynamic system: δ for forward longitudinal
acceleration, λ for backward longitudinal acceleration, and ρ for lateral acceleration.

4.2.4 Bound Constraints
As usual, the optimization variables must be limited to effectively guide the solver
in the optimization phases. This allows a faster search for the correct solution and
reduces the possibility of facing the infeasible problem that results in a reduction in
the optimization time. For this reason, the following trust regions were added to
the solver: Equations (4.5a) and (4.5b), which limit the positions; Equations (4.5c)
and (4.5d), which limit the speeds; Equations (4.5e) and (4.5f), which limit the
accelerations; and Equation (4.5g), which imposes a slack variable that is greater
than zero.

4.3 Path Tracking
Regarding the Path Tracking, an optimum control was chosen to be implemented
by decoupling the longitudinal and lateral vehicle dynamics and ensuring a low
computational cost. The developed LQR has a sample time of 0.001 s to define
the car input with a certain continuity as a driver will do. In this way, the Path
Planning is embedded with a Path Tracking to compose the trajectory Tracking
with a dynamic vehicle model and a reduced time step.

4.3.1 Vehicle Model
To ensure a linear model to the LQR, the longitudinal and lateral vehicle dynamic
are decoupled and modeled separately, obtaining a model where the longitudinal
part defines the inputs pedals throttle and brake percentage, and the lateral part
defines the SWA signal input.
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Longitudinal Model

About the longitudinal model, it is supposed to have the single track vehicle model,
shown in Figure 4.6, in which the longitudinal acceleration of the vehicle is set equal
to the sum of the longitudinal tire forces:

ax =

4∑
i=1

Fxi (4.15)

Figure 4.6: Single track vehicle model.

Considering the total longitudinal force that the car has to have as a percentage
of the maximum tracking force that the engine and braking system can express, the
longitudinal vehicle model could be implemented as:

ẍ =
CFmax
m

(4.16)

where ẍ is the vehicle longitudinal acceleration; C is the throttle or brake pedal
percentage in the range [0–100](%); Fmax is the maximum force that the engine
and brake system can give; and m is the vehicle mass.

Lateral Model

Regarding the lateral model, the single track vehicle model shown in Figure 4.6 was
used, considering the lateral and yaw dynamic balance given by [87], as follows:

v̇ = − (Cyf + Cyr)

mu
v + (−u+

Cyfa− Cyrb
mu

)r +
Cyf
m

δf (4.17)

ṙ = − (Cyfa− Cyrb)
Ju

v +
(Cyfa

2 + Cyrb
2)

Ju
r +

Cyfa

J
δf (4.18)

where v and r are, respectively, the lateral speed component and yaw rate; Cyf
and Cyr are the cornering stiffness tire parameters; u is the longitudinal speed
component; a and b are, respectively, the front and rear wheelbase of the vehicle;
m,J and R are the mass, vertical moment of inertia and wheel radius of the car.
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4.3.2 Optimum Control of the Inputs
Considering the longitudinal and lateral vehicle dynamics shown in the previous
Subsection, a LQR can be implemented by tracking the longitudinal and lateral
vehicle speed and position found by the Trajectory Planning. In fact, the optimized
longitudinal vehicle speed can be considered as the target speed that the vehicle
has to have and subtracted from the actual longitudinal vehicle speed obtaining:

ėx = ẋ− ẋt =
dex
dt

(4.19)

ëx = ẍ− ẍt =
(C − Ct)Fmax

m
(4.20)

where Fmax andm are constant variable and (C−Ct) is the throttle pedal percentage
if the speed error, ėx, is positive and the brake pedal percentage if it is negative,
saturated from 0 to 100%.

Instead, to follow the lateral dynamics suggested by the Path Planning, the yaw
and lateral vehicle position and speed are tracked, considering the errors between the
actual vehicle values and the reference values exiting the Trajectory Planning. Thus,
replacing the Equations (4.17) and (4.18) in (4.21) and considering the longitudinal
vehicle speed, u, as a constant variable, the following was obtained:

ėy = ẏ − ẏt = v + uψ − vt − uψt ëy = (v̇ − v̇t) + u(r − rt) (4.21)

ëy = − (Cyf + Cyr)

mu
ėy+

(Cyf + Cyr)

m
eψ+

(Cyfa− Cyrb)
mu

˙eψ+
Cyf
m

(δf−δft) (4.22)

˙eψ = ψ̇ − ψ̇t = r − rt (4.23)

ëψ = − (Cyfa− Cyrb)
Ju

ėy+
(Cyfa− Cyrb)

J
eψ+

(Cyfa
2 + Cyrb

2)

Ju
˙eψ+

Cyfa

J
(δf−δft)

(4.24)

therefore, the dynamic state space has the following representation:

ėx
ëx
ėy
ëy
˙eψ
ëψ


= A



ex
ėx
ey
ėy
eψ
˙eψ


+B

[
(C − Ct)
(δf − δf t)

]
(4.25)

where the errors of longitudinal, lateral and yaw position and rate are the LQR
states, X = [ex; ėx; ey; ėy; eψ; ėψ], which must be minimized by defining the car
input U = [(C − Ct); (δf − δft)] as follows:

U = −KX (4.26)

here, K is the gains matrix calculated by solving the following off-line optimization:

minimize
∑

XTQX + UTRU (4.27)

where the state and the input vectors are appropriately weighted by the matrices Q
and R.
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However, the state space formulation shown in Equation (4.25) does not ensure
that the tracking errors converge to zero, even though the matrix (Ax − BK) is
asymptotically stable [98]. This is due to the omission of the term steady state:

B2ψ̇ss (4.28)

to ensure zero steady state errors, a feed-forward term is added to the state feed-
back assuming that the steering controller is obtained by state feed-back plus a
feed-forward term:

δ = −Kx+ δff (4.29)

where δff is:

δff =
mu2

RL
[
b

Cyf
− a

Cyr
+

a

Cyr
k3] +

L

R
− b

R
k3 (4.30)

where m,L, a, b are, respectively, the mass, the total wheelbase, the front and rear
wheelbase of the car; R,Cyf , Cyr are the radius, the front and rear stiffness of the
wheel; and k3 is the third component of the matrix gain K calculated with Equation
(4.27).

In addition, to compensate for the delay that the feed-back control produces
in the actuation of the longitudinal input, a feed-forward term is added to the
longitudinal feed-back state defining the acceleration and brake pedal control as:

C = −Kx+KffAxt (4.31)

where Kff is the feed-forward gain found by a tuning process, and Axt is the
longitudinal acceleration target output from the path planning layer.

4.4 Experimental Results and Discussion
Two sessions of tests were carried out to validate the architecture proposed:

• Comparison with an off-line motion planning;

• Comparison with a driver.

The first test session involved the comparison of the developed autonomous
control architecture with an off-line optimization algorithm developed by VI-Grade
CRT. The intention of this comparison was to validate the optimization algorithm
developed with a state of the art algorithm and to show that the on-line optimization
of the trajectory improves the performances. The test is composed of two phases:
the first one involved co-simulation between the Trajectory Tracking developed
in Matlab-Simulink and the car model of the dynamic simulation software CRT;
and the second one involved the minimum curvature optimization of Calabogie
racetrack, shown in Figure 1.2, and the execution of the max-performance event
explained in more detail in the next Subsection.

The simulations were carried out using a laptop PC with the characteristics
given in Table 1.1 by setting the optimization as in Table 4.1.

The second test session had the intent of showing the real-time functionality of the
entire structure by exploiting the static simulator shown in Figure 1.5a and located
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at Meccanica 42 s.r.l. In this way, the model developed in the Matlab-Simulink
environment needed to be compiled in C in the simulator’s hardware provided
by VI-Grade, and a test model has to be built where the systems communication
is simulated as would be in the car. The results obtained are then compared
with the performance of a driver obtained at the same simulator to verify that
the model-simplified but constraint enhancing representation of dynamics achieves
performance comparable to that of a professional driver.

The hardware characteristics and computational performance of the simulator
are shown in Table 1.1 under the real-time test campaign reference.

In Table 4.2, one can see that the Path Planning computational time that
resulted for both the hardware implementations is below the required specification
of 0.1 s.

Table 4.1: Optimization algorithm settings.

Parameter Value Units

Prediction horizon length 120 step
n◦ optimization per step 1
mid-line discretisation 1 m

Table 4.2: Path Planning computational performances in the two campaign config-
urations tested.

Off-line test Simulator test

Max computational time 0.07 s 0.06 s
Mean computational time 0.05 s 0.05 s

4.4.1 Comparison with Off-line Motion Planning

These tests have involved the comparison of the architecture proposed with the
max-performance event simulation of CRT suite. The max-performance simulation
is used to define the dynamic speed limit profile on a given racetrack [99]. This
off-line simulation uses an iterative process where a specific static solver computes
a velocity profile and then a dynamic solver verifies if the computed speed profile is
feasible. Basically, the vehicle model used for static prediction has no suspensions
and inherits all properties from the full CRT model. The effect of aero forces is
considered and the effect of suspension jounce is taken into account by the presence
of ride height maps, which link the dependency of ride heights to the vehicle velocity.
The trajectory chosen to perform the max-performance event is that of minimum
curvature of the Calabogie racetrack shown in Figure 1.2. In the literature, this
trajectory is often used as a reference, and it has been found that it is a trajectory
that allows getting very close to the minimum lap time on a racetrack. For these
tests, the simulation road is considered flat, neglecting the dynamics effects that
the racetrack slopes and banks have on the performance.

In Figure 4.7, the car’s longitudinal and lateral accelerations as a function of
speed, GG-V, achieved by the car model controlled by the algorithm proposed and
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(a) Algorithm GG-V. (b) Max-performance GG-V.

Figure 4.7: GG-V performances obtained by the Trajectory Tracking and the
CarRealTime Max-Performance event.

by the max-performance event are shown. In the same figures, the GG-V constraints
implemented in the Path Planning are shown. By Figure 4.7b, it is possible to
see that the constraints assumed in the Trajectory Tracking are representative of
the car, and by Figure 4.7a, it is possible to see that the car controlled by the
algorithm developed is able to keep the car inside the constraints imposed, even if
with respect to the max-performance results, it goes through the transients more
instead of staying within the limits of grip. This may be due to the inputs given to
the vehicle being noisier than those of the off-line control, as shown in Figure 4.9.

Figure 4.8: Longitudinal and later acceleration and yaw rate planned by the Path
Planning compared with the one made by the car.

Looking at Figure 4.8 the estimated longitudinal end lateral acceleration together
with the car yaw-rate are shown. This quantities could justify part of the inputs
noise shown. This is most visible between the end of a curve and the beginning of the
straight and during a curve with high lateral acceleration engagement. Some of this
noise was reduced by tuning the jerk in the cost function in different way depends
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Figure 4.9: Car input commands and longitudinal speed achieved by the Trajectory
Tracking proposed and CarRealTime Max-Performance event.

on the track sectors. Having used a steady state model, the acceleration rates, i.e.
the jerks, are independent of each other without considering the contribution of the
yaw rate. Even if the results obtained despite this simplification are comparable
with those of the driver and those of the off-line optimiser with a more complex
model, being able to link the acceleration jerks with a linear function could make it
possible to reduce the noise where the dynamics are combined. Anyway, an in-depth
study in the choice of the jerk weights must be done to reduce this input noises.

The accelerations and yaw rate estimated by the planner are not the only reason
why the input values are so noisy. Another cause is due to the trajectory tracking
tuning process. In fact, to ensure the right longitudinal acceleration input to the
car the weight on the longitudinal speed must have a fairly high value. However,
this value leads to noise braking input that is more efficiency. Probably, a weights
differentiation between longitudinal acceleration and deceleration could be reduced
this input noise, but at a first attempt this seams to be less efficiency.

Anyway, the engine torque, the chamber brake pressures and the SWA shown
in Figure 4.9 are almost similar in quantities with differences due to the different
trajectory made, even if there is a visible difference in the amplitude and timing
between the two configurations, i.e., the algorithm performed higher and delayed
brake pressures with respect to the max-performance event. This is reflected in
the speeds achieved by the car, which are almost similar, but the algorithm’s one
brakes later, maintaining the high speed for more time than the max-performance
speed, resulting in a reduction of lap time, as shown in Table 4.3.
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4.4.2 Comparison with Driver
This second session of tests involved the comparison of the performance achieved
by a professional driver and the Trajectory Tracking proposed.

Looking at Figure 4.10, where the GGs obtained by the vehicle driven by the
driver and by the algorithm are shown, one can see that the algorithm is able
to respect the acceleration constraints imposed, by guaranteeing the limits of the
engine and the tires and replicating the results obtained by the driver.

In terms of performance, the results show that the algorithm developed is able
to match the ones of the professional driver, although simplifications have been
made to the vehicle model to keep the computational cost down, in fact, speed and
input curves have the same trend and peak values, as shown in Figure 4.11. The lap
times shown in Table 4.3 confirm that the Trajectory Tracking developed is able
to replace the results of a human driver, and that the system integration performs
well.

(a) Algorithm GG-V. (b) Driver GG-V.

Figure 4.10: GG-V performances obtained by the Trajectory Tracking and driver.

Table 4.3: Lap time achieved by the Trajectory Tracking proposed and CarRealTime
Max-Performance event.

Lap time (s)

Algorithm 151.0
Test 1 Max-Performance 151.9

Algorithm 150.7
Test 2 Driver 150.5

The different lap time made by the algorithm in the two test sessions are due to
the different conditions of the track, flat in the first case and with the actual slopes
in the second. For this reason, during the layers integration work phase a bank
angles compensation logic was added to the planner as explained in Chapter 6.

In Figure 4.12 the trajectory made by the algorithm with and without bank
angles compensation logic are shown together with the 3D map of the Calabogie
race-track. As one can see the trajectories are almost the same, but there are
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some discrepancies in the sections marked by numbers that correspond to the road
sections where there are slopes, as shown in the 3D map. In the section enumerates
as 1, the two trajectories differ throughout all the section and it can be seen that
the trajectory that considers the slopes of the road at the section exit kept a closer
trajectory with a shorter distance to travel than the other; in section 2 the two
trajectories differ at the exit of the curve and the trajectory where the slopes are
considered manages to be more internal; the same is true in the following sections
3, 4, 5; in section 6 the two trajectories differ at the section entrance and exit, and
the trajectory with the compensation of the slopes also in this case ensures a more
internal trajectory.

Figure 4.11: Car input commands and longitudinal speed achieved by the Trajectory
Tracking proposed and driver.
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Figure 4.12: Trajectory made by the Trajectory Tracking proposed in the case of
flat road and road with bank angles.

4.4.3 Trajectory Comparison

In Figure 4.13, the trajectories made by the algorithm developed, max-performance
event and driver are compared, highlighting the curves where the different strategies
are more visible and impact the performance. In zoom 1, it is possible to see that
the trajectory of least curvature achieved by the off-line optimization exits the curve
keeping the car on the outer side of the track, whereas the proposed Path Planning
drives the car to the inner side of the track to anticipate and prepare the car for
the following curve, as the driver does, too. In this track section, the max normal
distance between the trajectory made by the algorithm with respect to the one made
by the max-performance event is 5.86 m; whereas, the one made by the driver can
be considered equal to the algorithm one. In zoom 2, the different approaches are
more visible and impact more on the performance: the trajectory of least curvature
maintains the inner side, whereas the algorithm developed goes to the outer side,
achieving a max normal distance of 8.00 m; this behaviour was proved by driver
tests, which improves the performance of the car and reduces the lap time, even if
the driver made a trajectory 3.20 m closer than the algorithm. However, in zoom 3,
if at the beginning of the curves, the max-performance optimization maintains the
car on the outer side, and the driver and on-line algorithm choose the narrowest
trajectory, achieving a max normal distance of 5.60 m, and at the end of the curves,
the algorithm follows the max-performance, enlarging the trajectory later of almost
6.00 m with respect to the driver losing longitudinal speed.

In Table 4.3 the lap time differences are shown.
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Figure 4.13: Trajectory made by the Trajectory Tracking proposed, CarRealTime
Max-Performance event and driver.
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4.5 Conclusions
In this Chapter, the development of an autonomous racing car trajectory tracker
that was able to update the optimized trajectory on-line to reduce the time lap as
well as control the car is shown. It is validated by comparing it with the performance
of off-line Path Planning and a human driver.

The intention of the study was to ensure the on-line functionality of an autonom-
ous controller to match the decisions of a human driver instead of optimizing the
trajectory off-line considering a possible development for collision avoiding thanks
to the computing of a suitable reference manoeuvre.

This aim was achieved by dividing the Path Planning algorithm from the
Trajectory control one and building a hierarchical control architecture, where the
vehicle model complexity increased and the sample time decreased, i.e., the Path
Planning uses a point mass vehicle model with a sample time of 0.1 s, and the
Path Tracking uses a single-track vehicle model with a sample time of 0.001 s.
To ensure a correct communication between the two systems and the car, the
computational time of the trajectory optimization was chosen to be below 0.1 s:
the division between the Path Planning and Path Tracking and the implementation
of LP instead of QP ensured the respect of these constraints, as shown in Table 4.2.
Furthermore, to increase the Path Planning representation of the vehicle dynamic,
the GG-V constraints were implemented as a quadratic ellipse, and the weights
and the constraints of the optimization could be changed as a function of the
track sections, adapting the car to the characteristics and conditions of the track.
The comparisons made with a state of the art off-line path planner validated the
optimizer developed . Indeed, better performance was achieved in terms of lap time,
reducing it by almost a second.

The comparison made with a professional driver can prove that even if the
autonomous architecture developed uses a simplified vehicle model to reduce the
computational cost, the car is able to replicate its performance, matching the lap
time.





Chapter 5

Stability Systems

Usually, in the autonomous driving control logic, the longitudinal and lateral vehicle
dynamics are implemented in the NMPC as a non-linear vehicle model, adding
constrain equations that limiting some dynamic variables to ensure a certain level
of stability performances. Instead, in this study, it was chosen to implement the
Stability Control layer independently of the Trajectory Tracking. In this way,
the motion planning optimization algorithm can considered a simple point mass
vehicle model, without increasing the computational cost and ensuing an on-line
implementation; and the stability systems works as in the common car representing
a low level control layer. Thus, it was possible to track the stability while the car is
running and not in an off-line optimization process, ensuring that dynamic stability
is controlled during changes in conditions that may arise and threaten safety.

In this Chapter the solutions found for lateral and longitudinal stability control
algorithm are presented and them performances once applied to the case of study
application are shown.

5.1 Longitudinal Stability Control

This study made on the longitudinal control system concerned the development
and testing of three types of ABS: a standard on-off wheel’s acceleration control;
a wheel’s longitudinal slip controller based on a discrete PID control; and a novel
type of ABS that involves controlling the wheel’s speed through a discrete PID.
The aim of this was to find a more efficient way to ensure longitudinal dynamic
stability to the car by exploiting the BBW device seen in Chapter 1 and using
the current vehicle sensors and communication protocols. Furthermore, it must be
easily integrated with other controls and electronic components in terms of sampling
time and values.

The standard ABS seems more appropriate than the others two because it uses
only parameters defined by sensors and it has a simple architecture that does not
have the problem of computational time. However, in recent years, cars have been
equipped with Electro Hydraulic Braking units that improve the performance of
the system controls. In fact, it is possible to use a control that allows actuators to
follow a continuous target and smooth out pressure actions. Even if the longitudinal
Slip Controller has a simple architecture and uses a PID control, it is limited to
using quantities estimated instead of measured: the tires’ friction coefficient, the
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tires’ longitudinal stiffness, and the car’s speed. Therefore, the use of a Wheel Speed
Controller is the right compromise to link the advantages of both controllers by
following the braking pressure continuously and not needing to know the condition
and properties of the tires. The results of tests carried out in a HiL system are
showed and involved a complex vehicle model implemented in real-time.

5.1.1 Vehicle Model

Figure 5.1: Longitudinal stability control system block diagram.

Three types of ABS with different control system was developed and tested
implementing them indifferently as one of the parts of the overall vehicle control
architecture. A longitudinal control scheme was defined and composed of different
sub-models, as shown in Figure 5.1, that considering the measured previous step
calliper brake pressures provide to the vehicle the current calliper pressures that
ensure stable braking. These sub-models are:

• Electronic Brake-force Distribution(EBD): Longitudinal braking force
distribution on the two pairs of wheels to prevent the wheels from locking due
to longitudinal weight transfer. For the car model used it was decided that
the braking force distribution should be the same on front and rear wheel
pairs, leaving the ABS to modulate braking on the individual wheels;

• Cornering Braking Control(CBC): a logic that, as a function of lateral
acceleration, defines the maximum value of the pressure that each brake
actuator can supply to the wheel to prevent it from reaching the limit of
adhesion, which has changed due to lateral weight transfer;

• ABS: longitudinal control that aims to avoid wheels locking, reducing braking
distance, and ensuring that the car is steerable;

• CBA: a BBW system developed by Meccanica 42 srl and described in the
Chapter 1;

The car model is a multi-degree vehicle model developed in ADAMS environment
and implemented in Vi-Grade CRT to be co-simulated with Matlab-Simulink. The
design specification involves to implement the ABS algorithm developed with the
following input sensor measures:
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• IMU: inertial platform that measures the car model’s three translation
accelerations and three rotation accelerations;

• Wheel Speed Sensor: sensor that measures the angular speed of the wheel;

• Pressure Sensor: sensor that measures the value of pressure that the CBA
provides to the calliper.

To consider the real interface that is created between the ABS, the sensors
and the braking system, the sensor characterisation and CBA model described in
Chapter 2.4 have been added to define input and output quantities.

5.1.2 Cornering Braking Control logic
As said, this logic was implemented to prevent that the wheels reach its saturation
limit during cornering braking manoeuvres due to lateral weight transfer. The
logic allows to saturate the maximum brake pressure that the braking actuator
must provided to the wheel as a function of the lateral acceleration of the car. An
example of the function applied to the left wheel is shown on Figure 5.2 where the
maximum possible pressure change with the lateral engagement.

Figure 5.2: Cornering Braking Control logic implemented on left wheels.

The maximum pressure values are established with trial and error procedure and
the function is implemented as Look-up table. So, during a right corner, where the
lateral acceleration is negative, the left wheels have an increased load and therefore
more braking possibilities, with a higher limit. Instead, during a left corner, the
left wheels are decreased of the weight and so a reduced saturation limit.

5.1.3 Anti-lock Brake System Controllers
The ABSs are itemized below, and will be explained in detail in the following
Subsections:

• Standard ABS;

• Slip Controller;

• Wheel Speed Controller.
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The three types of ABS share the same aim and interact with the entire
architecture in the same way; the ABS has as inputs the braking pressure required
by the driver via the brake pedal, and the braking pressure required by the lateral
stability control system, through the wheels longitudinal forces that allow the car
to achieve the yaw moment that stabilizes dynamics. Instead, the ABS outputs are
the four wheel pressures that CBA units must provide to the callipers to improve
performance by ensuring input requirements. Therefore, the ABS input target
pressure is defined by: the percentage-to-pressure coefficient that converts driver
pedal input, Pedal, to requested pressure, Pt (Pa), matching the 100% with the
maximum pressure that the actuators can reach, Pmax, as shown in Equation 5.1;
and the force-to-pressure coefficient, cp, that as a function of the braking piston’s
area and braking piston’s friction, converts longitudinal forces requested by the
ESC, Fd, into pressure, Pd (Pa), as shown in Equation 5.2.

Pt = Pmax ∗ Pedal (5.1)

Pd = Fd

cp
; cp = Ap ∗ µ (5.2)

All three ABS logics work with a sample time of 0.001 s, and disable their control
when the car speed is under 2 m/s. This switch-off is necessary to improve braking
performance without threatening stability. In effect, when vehicle speed is low, the
brake actuator can provide its maximum potential without risks.

Since the study involves sensitive data all the tuning parameters and gains
used can’t be shown and only the formulations and functions implemented will be
presented.

Standard ABS

By using the name, ’standard’, it is highlighted that the longitudinal control includes
logic that is already available in all commercial vehicles. This logic works as a bang-
bang control, where the braking pressure of the callipers is increased, decreased, or
held depending on the wheel acceleration value.

So, a Standard ABS was developed trying to obtain the same results as the
system developed by Bosch [100]. It is composed of an algorithm that raises,
maintains, or reduces pressure (w.r.t. driver pressure demand) as a function of
two states: wheel acceleration, ω̇, and measured vehicle longitudinal speed, u. The
measured vehicle speed is the vehicle longitudinal speed estimated by integrating
the car’s longitudinal acceleration. To avoid the drift in estimation due to a little
bias of the acceleration, the integration is reset to the mean value of the four wheel
speeds thanks of the pulse function g(t) of 0.1 s width and 1 amplitude value, as
shown in Equation 5.3.

ui = ai ∗ dt+ c(g(t)) =

 c(g(t)) = ui−1 if g(t) = 0 ∀i = 1, 2, ...T
c(g(t)) = mean(ωijRj) if g(t) = 1 ∀i = 1, 2, ...T ;

∀j = 1, 2, 3, 4
(5.3)

So, two threshold bands are defined, which depend not only on the wheels’ acceler-
ation, as usual, but also on the wheels’ speed. These thresholds smooth out the
controller action, improving the ABS performance respect the one that controls
only the wheels acceleration.
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Figure 5.3: Standard Anti-lock Brake System thresholds logic definition.

Figure 5.3 shows the logic used. Nine sectors divide the ABS work, and each
sector depicts: a reducing of pressure with the green arrows; a raising of pressure
with the red arrows; and a holding of pressure with the equals sign.

The band threshold defined by u1 and u2 ensures that the different between
the vehicle speed and the wheel speed, i.e. the slip velocity, does not exceed the
percentage distance, u2 = k2 ∗ u, from the saturated value of the tire by reducing
pressure. At the same time, the acceleration performances are improved by holding
and increasing the pressure if the slip velocity is inside u2 = k2 ∗ u and u1 = k1 ∗ u
or above u1 = k1 ∗ u. Instead, the threshold band defined by ω̇p and ω̇n avoids the
risk that longitudinal wheel speed declines quickly to zero controlling that the slip
does not reach the saturation limit.

Table 5.1: Anti-lock Brake System thresholds definition.

Variable Value

u1 k1 ∗ u
u2 k2 ∗ u
ω̇n

1−σt

R ∗ axm
ω̇p

1−σt

R ∗ axp

The tuning process has involved the definition of the threshold parameters,
k1, k2, axm and axp by physical observation and formulation, shown in Table 5.1,
and nine pressure slops by trial and error approach. The speed thresholds were
defined trying to maximize the brake pressure capabilities and avoid to lock the
wheel. So, it was supposed that if the 90% of the slip velocity ensures a near to
maximum longitudinal wheel force, a difference of the wheel speed from the vehicle
speed bigger than a 80% could cause a saturation of the tire. Regarding wheel
acceleration thresholds, they were established by the physical formulation shown in
Equation (5.4) where the slip ratio function is derived by considering a fixed target
slip, σt and the wheel radius, R. The minimum deceleration value of the wheel was
estimated using ax = axm, that is the maximum absolute longitudinal deceleration
that the vehicle can express. Instead, the positive upper acceleration threshold was
estimated using ax = axp, that is a tuning parameter.

σt = u−ω∗R
u ; ω = 1−σt

R ∗ u; ω̇ = 1−σt

R ∗ ax (5.4)
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The brake pressure slopes were defined by a trial and error process at the
simulator with the aim to obtain a robust and repeatable behaviour in term of
avoiding wheel locking and maximizing the performances by smoothing out the
signals. In fact, a maximization of the performance in high friction condition did
not ensure a safety and effective braking in low friction condition, where the signal
oscillations prevented to increase the pressure slop. However, depending on the
designer’s requests, it is possible to adjust the upward and downward pressure rates
to obtain higher performance under certain conditions, not ensuring a continuity of
performance in all the dynamic or contact condition. The tuning process work is
shown in Figure 5.4

Figure 5.4: Standard Anti-lock Brake System thresholds logic visualization.

It is important to point out that the slopes of decreasing and increasing pressure
change depending on the speed of the vehicle: when it is travelling faster than
50km/h, the slopes have one value; when it is slower than 50km/h, they have
a different value. This schedule was necessary because during the tuning phase
on several manoeuvres, the use of unique gradients did not guarantee the correct
operation of the vehicle at low speeds.

Slip Controller

However, the Standard ABS is a bang-bang control, so it has a noisy behaviour
that is not comfortable for passengers and results in lower efficiency, also involving
a long tuning process. So, an ABS was developed that could track the longitudinal
slip of the tire, as in [53], ensuring a continuous control of the braking pressure. The
Slip Controller aims to minimize the error between the wheels’ actual and target
longitudinal slip, and its working structure is shown on Figure 5.5. In this Figure,
the Target Braking Pressure block provides: the target pressure, Pt, requested
by the driver and calculated by Equation 5.1; and the target longitudinal slip, σt
calculated as function of the target braking pressure as follows:

Fxt = −cp ∗ Pt (5.5)

σt = f(Fxt) (5.6)
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where cp is the force-to-pressure coefficient defined in Equation 5.2, and f(Fxt) is
the longitudinal tire characteristic found with the tire testing event of CRT at a
normal load of 3000 N. To ensure that the controller works only when the wheel is
braking, and not when it is in traction, the σt is saturated between 0 and -0.1. This
range ensures that the wheel slip is such as to have the greatest longitudinal force,
and therefore braking pressure, without reaching the wheel lock, i.e. maintaining a
certain margin from the 100% of slip.

About the actual value of the car longitudinal slip, σ, it is estimated by the
following formulation:

σ = −vxij − ωij ∗Rij
vxij

(5.7)

where i stands for front or rear and j left or right values; the vxij is the longitudinal
wheel speed as function of the longitudinal, lateral and rotational vehicle speed;
and ωij and Rij are respectively the angular wheels speed and the wheels radius.

So, as shown in Figure 5.5 the error between the target, σt, and actual, σ,
longitudinal slip represents the input of the discrete PID which thanks of the
tuning three gains, Ki,p,d, and working at a sample time of 0.001 s, minimize the
proportional, derivative and integral errors of the residual of the states, defining
the pressure P to be subtracted from the target one Pt.

Figure 5.5: Longitudinal slip controller block diagram.

The main problem of this control is the slip estimation. In fact, if for the Standard
ABS is sufficient a measure of the speed, to have a satisfactory longitudinal slip
estimation and so a good performance of the Slip Controller, a precise longitudinal
vehicle speed relative to the wheel it is necessary. As shown in Figure 5.6, because
of the small values that the slip has, a small error on speed estimation, in the
order of cm/s, leads to a large error on slip estimation. This error has the same
order of magnitude of the quantities in question. If in high friction condition the
errors are not relevant, in low friction condition they influence the Slip Controller
functionality reducing the performance of the braking. For the same reason, i.e.
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because it is a small size compared to the longitudinal speed, the noise in the wheel
sensors has a significant influence on the slip estimation and therefore also on the
operation of the Slip Controller.

Figure 5.6: Influence on Slip Control of the error on speed estimation during full
brake manoeuvre in high and low friction conditions.

As for the Standard ABS, to ensure the correct operation of the controller at low
speed, the discrete PID was scheduled with the longitudinal speed of the vehicle(e.g.
when u is less than 36km/h, the gain values are significantly reduced).

Wheel Speed Controller

If the Slip Controller ensure a smoother behaviour than Standard ABS, maintaining
a certain level of performance in nominal contact path, involves estimating the
longitudinal slip and therefore the longitudinal and lateral speed of the vehicle
as accurately as possible to ensure the same performance at degraded contact
path. But, with the current sensors and technologies a certain error is achieved in
combined slip if the tire is near to the saturation, and when the contact condition
are not the nominal one (reduced friction condition). For these reasons, a novel
type of ABS was developed linking together the two longitudinal controls showed.
So, to guarantee a tracking of the braking pressure, a discrete PID controller with
a sample time of 0.001 s was chosen; and to not need of estimated values, the wheel
speed was chosen as the state to be controlled by measuring its value with sensors
and not with an estimation model.

The architecture of the controller is the same of the Slip Controller shown in
Figure 5.5, but instead of a target longitudinal slip, the discrete PID controller has
to minimize the error between the wheel speed and a reference value, u2, defined as
a percentage of the measured vehicle speed, u, as for the Standard ABS :

u2 = k2 ∗ u (5.8)

the u is calculated by Equation 5.3 and k2 is a tuning parameter that defines
the target speed value that the wheel must have to avoid locking and ensure the
deceleration required by the driver, as shown on Figure 5.7. In this Figure, the
measured speed, u, does not stop at zero m/s due to the car body movements at
its stop detected as positive acceleration. However, the algorithm works with a
saturated u that must be greater than or equal to zero.



Longitudinal Stability Control 65

Figure 5.7: Wheel Speed control threshold logic visualization.

The continuous-time PID formulation is the one shown in Equation 5.9 with
its Laplace transform shown in Equation 5.10. However, to consider the signals
transmitted inside the car the discrete PID formulation, obtained with the backward
Euler methods for both the integral and derivative terms and shown in Equation
5.11, was used and implemented.

u(t) = Kpe(t) +Ki

∫ t

0

e(τ)dτ +Kd
d

dt
e(t) (5.9)

C(s) = Kp +
Ki

s
+

NKd

1 +N/s
(5.10)

C(z) = Kp +
KiTz

z − 1
+

NKd(z − 1)

(1 +NT )z − 1
(5.11)

So, (z) is the discrete time variable in the Z-Domain and the input of the discrete
PID, I(z), is the error e described in Equation 5.12. Its value will be reduced by
tuned PID parameters, Kp, Ki and Kd that through the formulations shown in
Equations 5.13 define the discrete PID output, U(z): the braking pressure, Pt to
be subtracted to the pressure requested by the driver ensuring that the wheel does
not lock.

e = (u2 − ω ∗R) (5.12)

C(z) =
U(z)

I(z)
=
B0 +B1z

−1 +B2z
−2

A0 +A1z−1 +A2z−2

B0 = Kp ∗ (1 +N ∗ T ) +Ki ∗ T ∗ (1 +N ∗ T ) +Kd ∗N
B1 = −(Kp ∗ (2 +N ∗ T ) +Ki ∗ T + 2 ∗Kd ∗N)

B2 = Kp +Kd ∗N (5.13)
A0 = 1 +N ∗ T
A1 = −(2 +N ∗ T )

A2 = 1

Pt = −A1

A0
∗ P1 −

A2

A0
∗ P2 +

B0

A0
∗ e+

B1

A0
∗ e1 +

B2

A0
∗ e2
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In Equations (5.13), the discrete dynamic control system is shown and in addition
to the parameters already defined are present: T that represents the sample time of
0.001 s; N is the low-pass filter parameter, to make derivative term less noisy, and
usually has the value of 100; B0, B1 and B2 are the numerator coefficients of the
discrete transfer function, U(z)

I(z) ; A0, A1 and A2 are the denominator coefficients of
the same transfer function; P1 and P2 are the output values at the time (t− 1) and
(t− 2) considering that t is the current time step; and e1 and e2 are the input values
at the time (t − 1) and (t − 2). Compared to the other longitudinal controllers
presented this one has not been needed of a scheduling with the longitudinal vehicle
speed. Thus, its tuning process was quicker and more simple due to the definition
of only three parameters, Kp, Ki and Kd.

5.1.4 Tests and Results
As said in Chapter 1, the longitudinal control logic was implemented in Matlab-
Simulink and tested in co-simulation environment with Vi-Grade CRT software and
the real-time static simulator shown in Figure 1.5.

Two types of manoeuvres under different asphalt surface conditions were carried
out to evaluate the ABS response. They are:

• Longitudinal braking;

• Combined braking.

Table 5.2 summarizes their specific characteristics.

Table 5.2: Characteristics of the manoeuvres tested

Longitudinal braking Combined braking
Friction level 1.0 0.7 1.0 0.7
Longitudinal speed 130-80 (km/h) 130-80 (km/h) 80 (km/h) 80 (km/h)
Lateral acceleration 0 (g) 0 (g) 0.9-0.5 (g) 0.5 (g)

From the tests, the results highlighted the capability of all three ABS to avoid
wheel locking, reduce braking distance, maintain a stable trajectory, and improve
deceleration level.

The results below show sensitive data. For this reason, they are normalized
with respect to the values of the model without controls and are shown, for the
sake of brevity, only the graphs of longitudinal braking manoeuvres at 130 km/h
with friction levels of 1.0 and 0.7, and combined braking manoeuvres at 0.9 g with
a friction level of 1.0. However, Tables 5.3 and 5.4 show the results of all the
manoeuvres.

Longitudinal Braking

The ISO standard [101] states that the longitudinal braking manoeuvre used to
test the ABS control must establish if it is able to prevent the wheels from locking
and give more stability to the car. The manoeuvre consists of starting from
a certain longitudinal speed and braking sharply until the vehicle comes to a
complete standstill. The driver’s braking has a pressure increase slope of 1000 bar/s.
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The authors tested the same manoeuvres with a friction level of 0.7 to assess its
performance in slippery conditions.

(a) Dry surface of friction level equal to 1.

(b) Wet surface of friction level equal to 0.7.

Figure 5.8: Wheel angular speed in longitudinal braking from 130 to 0 km/h with
and without Anti-lock Brake System.

Figure 5.8 shows the wheels’ speeds from the starting speed to when the vehicle
is completely stationary in nominal (a) and reduced (b) friction condition. It shows
that the absence of the ABS leads to the locking of the front wheels, or all wheels
when friction is 0.7. On the other hand, the presence of any of the three types of
ABS makes possible to avoid locking. However, the Standard ABS compared with
the Slip Controller and the Wheel Speed Controller has a chattering behaviour,
especially in reduce friction condition, reducing the performance and adding noise
to the all system.

These results are confirmed in Figure 5.9, that shows in (a.2) and (b.2) the car’s
trajectory until the vehicle is stationary and in (a.1) and (b.1) the longitudinal
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(b.1) (b.2)

Figure 5.9: Longitudinal vehicle acceleration and car trajectory in a longitudinal
braking from 130 to 0 km/h with and without Anti-lock Brake System. (a) Dry
surface of friction level equal to 1. (b) Wet surface of friction level equal to 0.7. X
and Y stand for longitudinal and lateral vehicle displacement and figures (a) have
the same horizontal axis, time, as well as figures (b), X.

deceleration of the car in nominal, (a), and reduced, (b), friction condition. The
values shown are normalized with respect to the maximum longitudinal distance,
and longitudinal deceleration achieved by the car without controls. The numbers
inside the red rectangles represent the percentage of reduction in braking distance
compared to the vehicle without controls and underlined that the Wheel Speed
Controller is able to achieve a shorter braking distance of the others reaching almost
double the reduction of the other controls under nominal friction conditions. It is
also interesting to note that if in nominal friction condition the Slip Controller has
better performance than the Standard ABS, thanks of its smoother behaviour, in
reduced friction condition its performance go worse in terms of braking distance
because of the multiple estimated values involved (longitudinal speed, longitudinal
force and longitudinal slip). So, the Wheel Speed Controller has less braking distance
than other controllers, even if it shows a small right side-shift in the case of the
slippery surface. However, this shift still allows the car to stay inside the roadway
without risk of danger. Furthermore, about the car’s longitudinal acceleration the
three longitudinal controllers tested allow the car to reach higher decelerations than
the case without ABS and in both contact conditions, the smoother behaviour of
the Wheel Speed Controller ensures to maintain higher longitudinal deceleration and
for this reason the braking distance is reduced. This behaviour is useful especially
when the friction is 0.7, whereas Standard ABS and Slip Controller act in a very
noisy way because of quick on-off switches, and a poor estimate of the tire contact
conditions respectively.

Combined Braking

This manoeuvre underlines the ability of the ABS to ensure that the vehicle follows
the driver’s inputs as neutrally as possible, avoiding a loss of control from over-



Longitudinal Stability Control 69

steering or under-steering and the wheels locking. It starts with a steering ramp up
to the desired lateral acceleration and then a sharp braking from the start speed to
when the vehicle is completely standstill.

Figure 5.10: Wheel angular speed in combined braking from 80 to 0 km/h at lateral
acceleration of 0.9 g with and without Anti-lock Brake System.

Figure 5.10 shows that the wheels do not lock only with the action of three
ABS controls. Moreover, all three longitudinal controls can provide linear lateral
deceleration in front of an increase in longitudinal acceleration, instead, the absence
of ABS leads to a sudden loss of lateral acceleration with the following loss of
stability as is shown in Figure 5.11.

In Figure 5.12, the trajectory of the car during the manoeuvre,(a), and its zoom
from when braking starts until the end of the manoeuvre, (b), are shown comparing
the radial distance achieved by the three controllers from reference trajectory. The
reference trajectory represents the constant radius path, which allows the car to
maintain the target lateral acceleration at the target speed, and for this manoeuvre
is [22,2(m/s)]2

9(m/s2) . The graph shows this trajectory as a series of consecutive points.
So, it shows that the Standard ABS achieves better performance than the others
because it ensures the shortest radial distance, even if the performance of the three
ABSs are very close and satisfactory allowing the vehicle to maintain the trajectory
sets. In fact, the vehicle without control loses its stability by spinning out.

Complete Results

In Tables 5.3 and 5.4 can be determined which type of ABS ensures the best
performance in a wider range of manoeuvres.

In the columns, the characteristics of the manoeuvres are defined as: the type,
longitudinal or combined; the friction level, 1 or 0.7; the car’s speed, 130 km/h or
80 km/h; and the car’s lateral acceleration, 0.9 g or 0.5 g. As a friction level of 0.7
limits vehicle dynamics, only combined braking manoeuvres with a car’s lateral
acceleration less than 0.5 g was done.

Instead, in the rows, are indicate the type of ABS algorithm that equips the car
(Standard ABS, Slip controller, and Wheel Speed controller) and the performance
considered (longitudinal braking distance = L and radial distance = D).
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(a) Car longitudinal acceleration. (b) Car lateral acceleration.

Figure 5.11: Vehicle accelerations in combined braking from 80 to 0 km/h at lateral
acceleration of 0.9 g with and without Anti-lock Brake System.

Table 5.3: Test results about braking distance performance

Longitudinal braking Combined braking

Friction Friction

1 0.7 1 0.7

Speed (km/h) Lateral acceleration (g)

130 80 130 80 0.9 0.5 0.5

Standard ABS L -0.75% 2.25% -7.76% -2.03% 0% 0% 0%

Slip control L -3.66% -0.41% -5.76% 1.78% 0.3% -0.9% 0.01%

Wheel control L -6.54% -3.90% -8.27% -3.9% -0.4% -1.5% -0.7%

The negative values shown in the table are the percentage reductions of the
braking distance and radial distance respect the vehicle without longitudinal control,
instead the positive ones are the percentage increases. The red values specify when
the car had the lowest braking distance in longitudinal braking, and the lowest
radial distance from the constant radius reference trajectory in combined braking.
Thus, as it possible to see in Table 5.3, the results obtained by the controllers
in the longitudinal braking manoeuvres show that in high friction conditions the
Standard ABS has a little percentage improvement at 130 (km/h) and even an
increase in braking distance at a speed of 80 (km/h) due to an increase in the
oscillating behaviour of the controller, instead in low friction conditions the brake
distance is ensured in both 130 and 80 (km/h); regarding Slip Control ABS, it
allows a greater reduction in braking distance compared to the Standard ABS in
high friction conditions. Instead, in low friction conditions its performance gets
worse because of the estimation errors seen in Section 5.1.3. At the speed of 80
(km/h), these estimation errors increase the braking distance compared to the
vehicle without controller; the performances of the Wheel Speed Control are the
most effective in terms of reducing the braking distance, ensuring continuity of
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(a) Entire trajectory. (b) Zoom of the trajectory.

Figure 5.12: Vehicle Trajectory in combined braking from 80 to 0 km/h at lateral
acceleration of 0.9 g with and without Anti-lock Brake System; X and Y stand for
longitudinal and lateral vehicle displacement.

Table 5.4: Test results about radial distance performance

Longitudinal braking Combined braking

Friction Friction

1 0.7 1 0.7

Speed (km/h) Lateral acceleration (g)

130 80 130 80 0.9 0.5 0.5

Standard ABS D 90% 9.2% 9% 50% -99.3% -70.2% -69.2%

Slip control D 58% 8.6% 0.7% 80% -96.3% -69.8% -73%

Wheel control D 99% 3.2% 5.5% 85% -91.7% -60.3% -62%

behaviour when subjected to different speeds and different road contact conditions.
In Table 5.4, the radial distance of the longitudinal braking manoeuvres repres-

ents the lateral deviation of the vehicle at the time of stopping. The three controls
show a high percentage value of increase in lateral distance compared to the vehicle
not equipped with ABS. This is because, since all the actuators have the same
pressure target, the car without longitudinal control reaches lateral displacements
of the order of a millimetre in high friction or centimetre in low friction, so even
if in the other controls the car moves sideways by a few centimetres or tens of
centimetres the percentage increase is very large. However, all three controls in
the different types of manoeuvres have a lateral displacement due to a different
pressure distribution on the right and left wheels of less than 20 cm.

Whereas, the results obtained by the longitudinal controllers and presented in
Table 5.4 for the combined braking manoeuvres show a decisive percentage reduction
in the radial distance from the reference trajectory. It happened because during
braking the car without controls saturates the wheels and turns. In this case, the
ABS developed ensure that the vehicle maintains the set trajectory by increasing
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the stability of the vehicle both on dry and wet surface.
The braking distance performance in combined braking manoeuvres, shown

in Table 5.3, is calculated as reduction or improvement percentage respect the
Standard ABS, because the car without control spins out and so its trajectory is not
a good comparison metric. In this case, the difference between the three controllers
is in the order of a few centimetres.

5.1.5 Conclusion

In this work, the different behaviour of three types of a car’s longitudinal stability
control are developed in order to choose which should allow best performance for
the control architecture implemented and improved the current braking perform-
ance. The tests done have been involved the use of a co-simulation environment
between CRT and Matlab-Simulink, where the three types of controllers have been
incorporated with: an EBD, a CBC, and a CBA model. The aim of the activities
carried out was to ensure safety, improve the performances of the braking system
during full braking manoeuvres by ensuring the driver a vehicle response as close as
possible to his requirements with an integration that allows all the systems involved
to work at their best and with a sampling time of 0.001 s.

The figures shown and Tables 5.3-5.4 allow to say that all the types of longitudinal
controller developed avoid wheel locking and ensure less braking distance compared
to the car operating without ABS. In addition, the combined braking tests show
that the vehicle remains stable and steerable in wheel saturation limit conditions
thanks to the longitudinal control actions.

However, the Wheel Speed controller is preferred for the following reasons: it
exhibits a continuity of performance in all conditions under which it has been tested;
compared to the Standard ABS it allows CBA to track the braking pressure in
continuous and have a smoother behaviour both in dry and wet surface, ensuring a
less disturbing intervention and, therefore, more comfort for passengers; compared
to the Slip Control it does not have necessary of estimated tire longitudinal slip that
are functions of the tire conditions and run into errors in low friction conditions
that compromise the ABS operation; and having only three parameters, Kp Ki Kd,
that define its functionality it allows a simpler and faster tuning process compared
to both the other controllers providing easy integration and implementation of the
system in current cars. Probably, if longitudinal slip were known, the Slip Control
should have a feasible equilibrium set point under any friction condition. But due
to its values between 0 and 1, errors in speed estimation, even if low, lead to a
high error in longitudinal slip estimation, resulting in loss of ABS performance,
especially in low friction conditions. Therefore, the Wheel Speed controller ensures
better ABS performance in all road conditions, while still allowing the desired slip
to be followed, even if in friction changes the speed estimation has errors and the
slip followed is not the optimal one.

5.2 Lateral Stability Control

This Section presents the development of a vehicle stability control system that
is able to operate in real-time, ensuring to enhance vehicle dynamics and safety.
The commercial cars have an ESC that acts actuating the brakes autonomously
to correct the vehicle dynamics at limit of adhesion conditions. In this study it
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will be shown how the stability control system proposed can operate autonomously
and constantly during vehicle motion, thanks to a controller based on a simplified
vehicle model and a brake unit that operates in continuous.

The control system consists of an advanced lateral stability automotive controller
and four BBW actuators. The control is an LQR that ensures to stabilize the yaw
rate and the side slip angle minimizing the errors between the actual car values and
the values given by a steady state dynamic reference model. To reach this aim the
LQR gives the values of total yaw moment that the vehicle has to achieve. This
value is split in the wheel braking pressure by the torque allocator logic shown in
Section 5.3, Control Command Actuation, and sent to the CBA models that with
their own logic and proximity to the wheels ensure a vary fast actuation, stabilizing
the vehicle and providing safety.

The control system has been design to be used as a stability system on commercial
cars, requiring of common vehicle sensors, ensuring better performances and stability
even in driving at limit of adhesion conditions, but also to be installed in an
autonomous vehicle being able to act independently from the driver.

To calibrate and develop the control system different manoeuvres were performed
in off-line co-simulation between Matlab-Simulink and CRT. Instead, to validate
the control system a set of test campaigns were carried out:

• Subjective evaluation: professional driver evaluation on the real-time dy-
namic simulator placed at Danisi Engineering srl comparing its performance
with a standard torque vectoring algorithm;

• Performance evaluation: a comparative investigation with the lateral
stability automotive controllers developed by the colleague PhD student
Tommaso Favilli, and a commercial solution, on the real-time static simulator
placed at Meccanica 42 srl.

These comparisons has the aim of improving the stability performances achieved
by a combined tracking of yaw rate and side-slip angle through the application of
optimal efforts.

About the Tommaso Favilli’s SMC solution, it relies on the same approach
developed by me for the control objectives definition, but differ from the action
perspective. In fact, if the solution developed in this thesis involves the adoption
of differential braking actuation technique to deliver a desired yaw moment to the
car body to track controlled states, the sliding controller can also track torques of
hub-motor configurations as well as steering corrections, achieving vehicle stability
and a driving response in accordance with the pilot intentions. Results show that
both solutions ensure higher handling performances, if compared to Non-controlled
or Commercial-controlled vehicle scenarios.

5.2.1 Lateral Controller Structure
The considered BBW architecture is able to continuously track four different
target pressures, to be assigned to each wheel. This allows the development of
a tracking control system which ensures stability and safety, using an optimum
control approach by implementing an LQR. To achieve this, the controller aims at
the direct regulations of actual yaw rate and side-slip angle of the vehicle expressed
by the single-track dynamic vehicle model, while the reference states rely on ideal
kinematic model. Therefore, the outputs of the optimal control are the errors
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between the actual and reference states, which are minimized by delivering to the
vehicle body a desired yaw moment. This is applied through a continuous and
independent braking actuation actions on the wheels.

Figure 5.13: Lateral stability control system block diagram.

The controller architecture, shown in Figure 5.13, is composed by a reference
model and LQR tracking controller. According to the real-time conditions, the
control quantities have been discretized with a sample time of 0.001 seconds. The
reference model has the task of providing the desired values of the side-slip angle
and yaw rate. It receives, as inputs, the same driver demand steering and the
same longitudinal velocity of the car and thanks to the formulations shown in the
following model explanation Subsection, it reproduces the vehicle behaviour and
allows side slip angle and yaw rate to remain under low values and ensures stability.
The LQR controller works in real-time, providing, at each time step, the correction
gains to compensate the errors of the vehicle compared to the reference model.

The solution of the control problem is the total barycentric yaw moment that
the vehicle must follow to reach the dynamic of the reference model.

Reference Dynamic Model

The core aim of this study is to ensure that our vehicle follows at any time an ideal
behaviour and achieves stability and optimal performances. During a manoeuvre,
lateral and yawing dynamics of the vehicle change over time according to initial
condition, SWA and longitudinal velocity imposed by the driver. To extrapolate the
inner characteristics of the vehicle and be able to act the brakes to compensate the
understeering, or the oversteering behaviour of the vehicle, the steady state values
of the yaw rate and side-slip angle are calculated. The understeering gradient, ∆,
is the difference between actual and kinematic steering. Taken difference between
front and rear slip angles, αi, it’s the gradient to lateral acceleration that represents
∆. In this way, the yaw rate of the vehicle can be expressed as a function of the
vehicle parameters (front and rear wheelbase, a1, a2, and mass, m), of the cornering
stiffness, Cyf/r, and of the driver’s inputs, steering, δ, and speed, u, (5.14, 5.15 and
5.16).

The steady-sate values of the side-slip angle can be estimated by the understeering
gradient too, using the linearized congruence equations (5.17).

αf =
m

L

a2

Cyf
ru;αr =

m

L

a1
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ru (5.14)
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αr = −β +
(ra2)

u
(5.17)

rdes =
u

(L+ u2∆)
δ;βdes =

(a2 − (ma1u
2)

(LCyr) )

(L+ u2∆)
δ (5.18)

These values of the yaw rate and of the side-slip angle (5.18) are the values
that the vehicle has to follow in order to ensure a linear steady-state behaviour
having assumed constant understeering gradient and steady-state load transfer,∑
Fyf = mayf = mrua2L . This behaviour is the one that allows to maintain low

values of side-slip angle and so ensuring stability.
On the other hand, these expressions do not ensure to consider the limit of

adhesion of the wheels. Considering a safety factor of 0.85, target yaw rate can be
bounded by (5.19), as described in (5.20).

|rbound| ≤ 0.85
µg

u
(5.19)

{
rtar = rdes if |rdes| ≤ rbound
rtar = rbound · sign(rdes) if |rdes| > rbound

(5.20)

Limiting the target side-slip angle is also very important, because higher values of
β lead the tires lose their linear behaviour, approaching the limit of adhesion. Thus,
is upper bounded by the empirical relation (5.21), as visible in (5.22).

|βbound| ≤ rtar
(
b

Vx
− m · a · Vx
Cyr · (a+ b)

)
(5.21)

{
βtar = βdes if |βdes| ≤ βbound
βtar = βbound · sign(βdes) if |βdes| > βbound

(5.22)

In this way, our reference model is implemented to provide the yaw rate and the
side-slip angle knowing the steering angle and the longitudinal velocity, ensuring
that the vehicle remains in conditions of grip and handling.

Since these reference values change while the vehicle is in motion, to be able to
implement them in the control, we have to represent them in a state-space form.
We can do this defining the gradients of rtar and βtar in the Laplace transform
derivative, where s is the Laplace variable and τi = 0.1 is the time constant:

β̇tar =
sβtar

(1 + τβs)
; ṙtar =

srtar
(1 + τrs)

(5.23)

so, the state-space of these transfer functions is composed by side-slip angle and
yaw rate as states. This represent the reference that the vehicle must follow.

Vehicle Optimal Control Mode

Because we decide to use an optimal controller we must defined a vehicle dynamic
model where the correlation between sates and inputs are linearized at each time
step (5.24-5.25).

Ẋ = AX +Bu (5.24)
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Figure 5.14: Single Track Vehicle Model.

Y = CX +Du (5.25)

To ensure this aim, a single-track model of vehicle with 2 degree of freedom, lateral
and yaw, was implemented (Figure 5.14). The dynamic is expressed by the equations
shown in (5.26-5.27), where the brake forces, that has to control the vehicle, are
defined as a total yaw moment added in the yaw moment balance equation.

m(βu̇+ ru) = Fyf + Fyr + Fxf (5.26)

Iṙ = (Fyf + Fxf )a1 − Fyra2 +M (5.27)

Every time step the following hypothesis are assumed:

• constant longitudinal velocities;

• lateral forces are in linear proportional relation with the lateral slips

so, taken congruence equations, it is possible to define the lateral forces as dependent
to side-slip angle and yaw rate. Tanks to this, a State-Space of the vehicle was
implemented, where the states (5.28) are the side-slip angle and the yaw rate, and
the input (5.29) is the total yaw moment given by the brake forces on the wheels
that the actuators can ensure.

X = [β, r] (5.28)

u = [Mtot] (5.29)

Ar = −

[
(

(2Cyf+2Cyr)
mu 1 +

(2Cyfa1−2Cyra2)
(mu2)

(2Cyfa1+2Cyra2)
I

(2Cyfa
2
1+2Cyra

2
2)

Iu

]
(5.30)

Br = −
[

0
−1
I

]
(5.31)
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Linear Quadratic Regulator Controller Design

Our problem is composed by a given system ẋ = f(x, u) and a feasible target
(xtar), and we wish to design a compensator of the form u = α(x, xtar) such that
lim t → inf((x − xtar) = 0). This is known as Tracking Problem. To design a
controller capable of solving this type of problem, the vehicle model State-Space
was concatenated with the reference model State-Space achieving a new dynamic
model (5.32, 5.33, 5.34 and 5.35). In this way, it was possible to define the outputs
as the errors between the actual and the target values of the states. So, the goal of
the control becomes find the right input to minimize these errors.

X = [β, r, βtar, rtar] (5.32)

Y = [β − βtar, r − rtar] = [eβ , er] (5.33)

A =

[
Ar 0
0 Atar

]
;B =

[
Br
Btar

]
; (5.34)

C =

[
1 0 −1 0
0 1 0 −1

]
;D =

[
0
0

]
; (5.35)

Once specified the dynamic model, the control is ensured by the LQR that is an
optimal linear control. This type of control uses the minimization of a quadratic
cost function (5.36) producing the necessary gains to each state to define the value
of the input (5.37).

J =

∫ ∞
0

(yTQy + uTRu)dt (5.36)

u = −Krx−Ktarxtar (5.37)

In these equations x and xtar represents respectively the model states and the
reference states; u is the input, namely a total brake yaw moment; Q and R are the
weight matrixes respectively for the outputs and the inputs and K = [Kr,Ktar]

T

is the gain matrix given by the minimization of the cost function, J, solving the
Riccati equations:

Pk = Q+A′P(k+1)A−A′P(k+1)B(R+B′P(k+1)B)( − 1)B′P(k+1)A (5.38)

K = (R+B′PB)−1B′PA (5.39)

The LQR control is, as already mentioned, an optimal control, i.e. it is optimal
compared to an appropriate performance index. This performance index is the cost
function, defined in (5.36), whose minimization allows to solve the problem, in this
case of reference model tracking, finding the law of control in state feedback (5.37).

At this point the control is applied in real time.
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5.2.2 Test and Results

Different test campaigns are done to calibrate, evaluate and validate the lateral
stability control developed. These tests are itemized below and its description and
results are shown in the following Subsections.

• Off-line simulation tests: the calibration and validation of the lateral
stability performance was done carrying out a series of manoeuvres through
co-simulation environment of Matlab-Simulink and Vi-Grade CRT. Here the
comparison with the uncontrolled vehicle allows to verify the dynamic stability
improvement achieved with the controller;

• Subjective tests: the evaluation of the tracking control logic implemented
was done comparing the performances obtained having an on-line definition
of the target states by a model based approach, with the ones obtained by a
standard torque vectoring where the target control states are given by look-up
table saturation limits. The tests were performed in a real-time dynamic
simulator by a professional test driver with open-loop manoeuvres;

• On-line performance evaluation: the evaluation of the performances
obtained by two advance lateral stability control systems (tracking LQR and
SMC) compared with a non-controlled and a commercial controlled vehicle is
done in a real-time static simulator with Human in the Loop interface.

Off-line simulation tests

To calibrate and test the control, a series of manoeuvres were carried out through
the co-simulation environment of Matlab-Simulink and Vi-Grade CRT. These
manoeuvres were made to bring the vehicle at limit of handling and in steady-state
conditions:

• Steering pad;

• Sine with Dwell (SWD), given by the ESC test procedure of the ECE-R 13-H
European normative [102].

These are close-loop manoeuvres with a sample time of 0,001 second. The
characteristics of every manoeuvre are shown in the Table 5.5:

Table 5.5: Manoeuvres definition used in the off-line simulation tests.

MANEUVERS Longitudinal velocity Steering amplitude Steering frequency

SWD 80 (km/h) 270 (deg) 0.7 (Hz)
Steering Pad 100-150 (km/h) 200 (deg) 1 (deg/s)

Thanks of this tests, a tuning of the control and of the reference dynamic
model were possible, changing respectively the controller weights and the target
understeering parameters. In addition, a validation of the improve of dynamic
stability respect the uncontrolled vehicle was proved.
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Steering Pad This test is intended to assess the maximum lateral acceleration
under quasi-stationary conditions that the vehicle can maintain. It involves bringing
the vehicle to a certain longitudinal speed and then applying a steering rotation
with constant angular velocities. In the graphs below, the manoeuvres done with
different velocities, 100 km/h and 150 km/h, are shown

Figure 5.15: Side slip angle and yaw rate achieved by the no-controlled vehicle,
controlled vehicle and reference model during a Steering Pad manoeuvre at 100
km/h.

Figure 5.16: Side slip angle and yaw rate achieved by the no-controlled vehicle,
controlled vehicle and reference model during a Steering Pad manoeuvre at 150
km/h.

Figures 5.15, 5.16 show the trends of side-slip angle and yaw rate over time at
various speed, in case of uncontrolled vehicle, controlled vehicle and reference model.
It’s possible to see that the reference model, that represent a quasi-stationary state,
has a linear trend, in which the vehicle responds to the driver’s inputs in a smooth
manner, ensuring good handling and stability. The controlled vehicle follows the
trend of the reference model ensuring better performance than an uncontrolled
vehicle.
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Being the vehicle is in understeering condition, the controller actuates the inner
rear wheel ensuring a closer trajectory than the vehicle without the controller
(Figure 5.17). As the speed increases, the brake pressure also increases to counteract
the additional lateral force generated.

Figure 5.17: Trajectory made by the no-controlled vehicle, controlled vehicle and
reference model during a Steering Pad manoeuvre at 100 km/h.

(a) 100 km/h.

(b) 150 km/h.

Figure 5.18: SWA as function of lateral acceleration made by the no-controlled
vehicle and controlled vehicle during a Steering Pad manoeuvres.
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(a) 100 km/h.

(b) 150 km/h.

Figure 5.19: SWA as function of yaw rate made by the no-controlled vehicle and
controlled vehicle during a Steering Pad manoeuvres.

Figures 5.18a, 5.18b, 5.19a and 5.19b, instead, shows the improvement of the
vehicle performances. The trend of the understeering curve (Figures 5.18a, 5.18b),
where the steering is given as function of lateral acceleration, illustrates that
the vehicle equipped with the control in both situations can reach higher lateral
acceleration and the slope of the curve is lower. This means an improvement of the
performances, because the vehicle is able to maintain stability at higher accelerations
and an improvement of vehicle handling, because it replies at the driver steer in
more neutral way. In the end, in Figures 5.19a and 5.19b it’s shown the trend of
the steering as function of the yaw rate. We can see that the steer remains linear
for higher values of the yaw rate. This is another index of the better levels of the
car and results in the achievement of closer trajectory (Figure 5.17).

Steering With Dwell This manoeuvre allows to verify the stability of the vehicle
as it is very demanding and brings the vehicle to the limit of handling. The type of
test, required by the normative, involves identifying the steering angle, δ0,at which
the car achieves lateral acceleration of 0.3 g with a longitudinal speed of 80 Km/h.
Then, another series of tests involve the SWD steering input with an increasing
amplitude of δ = kδ0, from k=1.5 to k=6,5. In this study the maximum value of
the steering amplitude is 270 deg, and only the results achieved with this steering
angle are shown below, as they represent the most critical driving condition.
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Figure 5.20: Side slip angle and yaw rate achieved by the no-controlled vehicle,
controlled vehicle and reference model during a Sine With Dwell manoeuvre.

Figure 5.21: Trajectory made by the no-controlled vehicle, controlled vehicle and
reference model during a Sine With Dwell manoeuvre.

The plots show how the vehicle without the controller loses its stability and
starts to spin. In the Figures 5.20 the reference, the controlled and the no-controlled
model are shown. It is clearly visible that the controlled vehicle is able to follow the
side-slip angle and yaw rate values given by the reference and is able to maintain
stability. The wheels braked are the outer front ones. In fact, the uncontrolled
vehicle shows an oversteering behaviour that ends with its spin. Figure 5.21 shows
the trajectory of the vehicle with the controller and without the controller. It is
possible to see how the uncontrolled vehicle can’t finish the manoeuvre and loses
its stability. Instead, the controller ensures stability and control also at limit of
handling condition.

Subjective tests

To validate the stability control system developed a comparison with a standard
torque vectoring was done, testing both on a real-time dynamic simulator and
collecting the subjective impressions had by a professional test driver. The results
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are shown in Table 5.6, and the evaluation was done in different driving manoeuvres
on a Proving Ground (PG) scenario at high and low friction conditions, in addition
to obstacle avoidance and longitudinal braking where right and left wheels side have
different friction conditions (Mu-split).

Table 5.6: Subjective evaluation of lateral stability systems

Proposed ESC Standard Torque Vectoring

High-mu PG
-Efficacious control
-Faster in interventions
-Overall higher performances

-Efficacious control
-Slower in intervantions
-Less performances

Low-mu PG

-Efficacious control
-Stability is not guaranteed in
Cornering Braking
-Overall higher performances

-Efficacious control
-Stability is not always guaranteed
-Less effective

Obstacle avoidance
-Efficacious control
-More SWA needed
-Max speed: 110 km/h

-Efficacious control
-Max speed: 120 km/h

Mu-split

-Efficacious control
-Less SWA correction
-Easy to control
-Better performance

-Efficacious control
-Presence of steering torque
in high mu direction
-Less effective

By the results shown, can be said that the proposed lateral stability system,
which can rely on a continuous definition of the targets given by a dynamic model,
respect to the standard torque vectoring ensures an overall higher performances in
almost all the scenario tested with faster and less invasive interventions. However,
during obstacle avoidance tests, even if both the controller are resulted efficacious,
the standard torque vectoring ensures to perform the test with higher longitudinal
speed resulting more effective.

On-line performance evaluation

Then, the performances were evaluated through the comparison with another
advance lateral stability system and a commercial one installed on the real-time
static simulator shown in Figure 1.5 both of which are described below.

Sliding Mode Lateral Stability Control This lateral stability solution is based
on Sliding Mode methodology and was developed by the PhD student Tommaso
Favilli [77]. The objective is the direct control of vehicle side-slip angle β and yaw
rate r by the application of corrective steering and TV efforts. The SMC-based ESP
algorithm, whose simplified block diagram is visible in Figure 5.22, is developed on
three different layers, depending on the task the sub-controller must accomplish:

• High-level layer: which defines the control objective according to driver
intention and vehicle states, e.g. longitudinal speed, side-slip angle, yaw rate;

• Intermediate-level layer: consisting in a first order SMC;

• Low-level layer: devoted to the generation of the control references for the
actuators, i.e. SBW, BBW and traction motors.
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Figure 5.22: Block diagram of the Sliding Mode Control developed by Tommaso
Favilli.

Figure 5.23: Static simulator setup.

Braking Unit A commercially available BBW system, known as MKC1 pro-
duced by Continental GmbH, has been implemented on the simulation rig by the
PhD student Federico Alfatti [103]. The installation layout is described in Figure
5.23. The stock brake plant is mounted on the simulator. It includes the brake
tubes (with the correct diameter and length), which are connected to the electro-
mechanical units of 4 independent stock brake callipers, acting on the original brake
discs. The brake pedal is directly integrated on the unit, and it constitute the main
braking unit driver-machine interface device.

The brake unit communicates through the communication lines using a CAN
protocol, receiving all the signals that are usually exchanged on real vehicles (e.g.
from IMU), simulated by the model on the real-time computer. In addiction, this
unit needs the intelligent wheel speed signals via a direct communication line. For
this reason, virtual wheel speed sensors has been implemented, which converts the
the wheel speeds (received via CAN from the real-time machine) to the typical
signal type provided by intelligent wheel speed sensors [104].

Finally, 4 pressure sensors have been installed on the callipers, and their signals
are sent back to the vehicle model via an EtherCAT measurement line, closing the
loop, controlling the vehicle deceleration after a brake demand from the driver.

The unit functionalities have been tested in [103], comparing the responses and
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behaviours on the static simulator respect to a real vehicle, proving its effectiveness
on a previously validated vehicle model.

Test Campaigns In this phase, a driver replicates some reference cornering test
with the real-time driving simulator through the Human in the Loop interface
system. To assure reliable comparative metrics, reference closed-loop manoeuvres
are repeated supposing four scenarios, in which the vehicle model is alternatively
implemented with different controlling techniques:

• Non-Controlled Scenario: in this case the vehicle is driven without the
assistance of any kind of lateral stability controller. Thus, it was possible to
establish inner vehicle manoeuvrability and test the driver capabilities. Many
free driving tests are conducted in order to identify the limit of controllability;

• Commercial-Controlled Scenario: tests are conducted with the Contin-
ental GmbH proprietary ESP controller. The strategy, from our side, is
completely unknown. However, we can make some assumptions, supposing
the control technique is advanced and represent the state of the art of the
industrial ESP solutions, which is actually implemented on different vehicles
in the market.

• LQR-Controlled Scenario: the LQR Tracking Control is tested, thanks to
the real-time co-simulation capabilities of the virtual environment, between
MATLAB Simulink and VI-Grade;

• SMC-Controlled Scenario: here the SMC is investigated, exploiting the
same control rig of the previous scenario (ESP in MATLAB Simulink and
vehicle model in the VI-Grade).

The investigated reference manoeuvres are repeated many times, selecting
as results the ones which appear more comparable. Indeed, to ensure reliable
comparative metrics its fundamental to reproduce the close-loop test as similar as
possible. Selected cornering tests are summarized in Table 5.7.

Table 5.7: Investigated reference manoeuvres.

Name Standard

Step Steer ISO 7401:2003
Sine Steer ISO 7401:2003

Lane-Change ISO 3888-1:2018

However, boundary conditions specified by the related standards are modified to
guarantee more severe conditions, in terms of stability performances. This is useful
to highlight the results [105]. Indeed, due to the excellent handling capabilities
of the vehicle model, using the reference operative scenario produce no unstable
behaviour, making difficult to assess the improvements related to the investigated
controllers. Main contributions of ESP systems concern the stabilization of vehicle
trajectory and desired driving path, when unstable non-linear behaviour onset.

To ensure easy understanding of the results, output plots are presented for LQR
and SMC, compared with Non-controlled and Commercial-controlled scenarios.
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Step Steer Inspired by the ISO 7401:2003 standard, a Step Input test is
performed in both directions: left and right turning. Respect to the reference
manoeuvres, this one is carried out in closed-loop conditions with initial longitudinal
speed of 150km/h and wheel steering angle of 90deg. It worth nothing to say that
this lateral test actually exhibits a ramp steering command. Indeed, human driver
can’t apply an instantaneous angle to the steering wheel [106]. However, the steering
rate is high enough to produce a rapid cornering manoeuvre, letting us to investigate
vehicle fast transient behaviour.

Results of Figure 5.24 clearly show that both controllers succeed in tracking yaw
rate and side-slip angle, if compared to Non-controlled and Commercial-controlled
scenario. Controlled states errors are reduced for LQR and SMC solutions thanks
to the application of optimal control efforts, visible in Figure 5.25 and Figure 5.26.

It is inserting to highlight that both proposed controllers apply different torque
vectoring efforts respect to the benchmark ESC. In the first stage (at about 1.5s)
all the stability systems perform quite similar, despite the fact that SMC and LQR
solutions show higher control actions. In the steady-state phase of the manoeuvre,
indeed, controllers actuate the wheels on the opposite side respect to Commercial-
controlled scenario. This is due to the fact that the developed solutions aim at
the control of side-slip angle, in addition to yaw rate, which typically is the solely
control objective of wide diffused ESC in the market.

Figure 5.24: Evaluation of the states tracking performances in case of Non-controlled
(Passive), Commercial-controlled (Active), LQR, and SMC-controlled scenarios, in
a Step Steer manoeuvre at 150 km/h and with 90 deg steering wheel angle.
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Figure 5.25: Evaluation of the four brake caliper pressures in case of Commercial-
controlled and LQR-controlled scenarios, in a Step Steer manoeuvre at 150 km/h
and with 90 deg steering wheel angle.

Figure 5.26: Evaluation of the four wheel moments in case of Commercial-controlled
and SMC-controlled scenarios, in a Step Steer manoeuvre at 150 km/h and with 90
deg steering wheel angle.

Sine Steer A sine path wave of 90 deg on steering wheel is realized by the driver
while travelling at 150 km/h, to evaluate responsiveness of the controlling techniques
during this test. This manoeuvres allow us to investigate on the correctness of
implemented dead-zone on the states errors, since both yaw rate and side-slip
consecutively cross 0 values. In the top plot of Figure 5.27 the steer angle imposed
by the driver is visible for the different scenarios. For the SMC-Controlled solutions
the impact of the steering correction control technique is shown.

Even in this case, the proposed controllers performs quite well respect to the
task of tracking the controlled states. In Non-controlled solutions vehicle is unstable,
while for LQR and SMC scenarios both vehicle yaw rate and side-slip angle are
controlled by active torque distributions effort of Figure 5.28 and Figure 5.29,
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exhibiting improved stability performances even respect to Commercial-controlled
scenario.

As for Step Steer test, LQR and SMC control actions show higher control
effort values respect to reference ESP controller. This leads to improved tracking
performances of the controlled states, especially for the side slip angle, achieving
higher safety margin.

Figure 5.27: Evaluation of the states tracking performances in case of Non-controlled
vehicle (Passive), Commercial-controlled vehicle (Active), LQR, and SMC controlled
scenarios, in a Sine Steer manoeuvre at 150 km/h and a 90 deg of steering wheel
angle amplitude.
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Figure 5.28: Evaluation of the four brake caliper pressures in case of Commercial-
controlled vehicle and LQR controlled, in a Sine Steer manoeuvre of 150 km/h and
90 deg of steering wheel angle.

Figure 5.29: Evaluation of the four wheel moments in case of Commercial-controlled
vehicle and SMC controlled, in a Sine Steer manoeuvre of 150 km/h and 90 deg of
steering wheel angle.

Lane change A single Lane-Change manoeuvre test is conducted to subject-
ively determine vehicle stability aspects. Respect to previous tests, this is the only
one which is specified closed-loop by the reference standard (ISO 3888). The vehicle
is driven at 150km/h and a steering path is imposed by the pilot to obtain a lateral
displacement of about 3 m. Subsequently, another steer command is applied to
re-orient the car in the longitudinal direction. Figure 5.30 shows the driving path
performed by the vehicle during the manoeuvre and the vehicle longitudinal speed.

It is interesting to note that LQR scenario trajectory exhibits a slight overshoot
in the lateral displacement respect to center-line, with a reduced speed respect to
other scenarios. SMC, indeed, tracks desired trajectory with a smoother behaviour.
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Figure 5.30: Evaluation of the trajectory and longitudinal speed in case of Non-
controlled vehicle (Passive), Commercial-controlled vehicle (Active), SMC, and LQR
controlled, in a Lane Change manoeuvre of 150 km/h and a lateral displacement of
about 3 m.

This is due to the fact that sliding control adopts an accelerometric criteria with
fixed dead-zones, reducing the control effort when approaching target states. For
what concern the speed, the sliding mode solution allows to perform the reference
manoeuvre in accordance with the driver intention, maintaining the entrance
longitudinal speed by the exploitation of the traction forces of the powertrain.

5.2.3 Conclusion

In this Section a stability vehicle controller based on a tracking LQR was presented
aiming at the direct regulation of vehicle’s yaw rate and side-slip angle to achieve
stability improvements respect to the conventional solution, based on solely yaw
rate tracking. The LQR controller is able to apply a yaw moment to the car body
with a differential braking technique to stabilize the trajectory. Comparing to
standard torque vectoring functionality the target control states are provided in
continuous depending on the driver input request of SWA and speed following a
reference dynamic model that can be tuned changing the understeering gradient
parameters.

This solution ensures the achievement of very good performances thanks to the
possibility of use four actuators able to continuously work and optimally manage
the individual pressures at the wheels.

As designed, LQR control gain are calculated assuming a constant longitudinal
speed value of 80 km/h. Initially, an adaptive approach was tested where various
gains corresponding to various vehicle speeds were calculated and then, on-line via
look-up tables, the tracking gains were changed according to the longitudinal speed
of the car. However, the results obtained showed a deterioration in performance,
probably due to a lack of adequate linkage between one condition and the next,
resulting in excessive jumps between the various gains. The good results given
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by the optimiser shown led to the decision to use only the gain optimized with
one longitudinal speed. As future step could be necessary the development of an
adaptive control optimised not only with speeds changes but also with cornering
stiffness changes.

The simulation campaign consists of a preliminary off-line test phase, in which
controllers are tuned and validated. Steering Pad and Sine With Dwell ware
fundamental for the definition of the efforts constrains and reference parameters
tuning. Tests show that this control results robust in different type of conditions, in
steady-state manoeuvres and at limit of handling, for different longitudinal velocities
and steering angles. Compared to the uncontrolled vehicle, the lateral stability
system allows to achieve more linear response to the driver inputs, ensuring more
stable trajectory in all the tests made.

Then, to validate the developed ESC, it underwent a subjective evaluation by a
professional test driver, comparing its performances with the ones obtained by a
standard torque vectoring system. The results obtained and reported in Table 5.6
showed that a control system with continuous tracking of a dynamic reference model
allows higher performance to be achieved with faster and less invasive intervention.

In addition, the tracking and stability capabilities of LQR and SMC strategies
are investigated. The controllers share the same algorithm for the control objectives
definitions, so the outputs comparability is ensured by the same reference modelling
approach. However, the proposed solutions differs from the optimal control effort
calculations aspect. In its most common configuration, LQR controller is able
to apply a yaw moment to the car body with a differential braking technique to
stabilize the trajectory. SMC controller is developed respecting important features to
ensure flexibility and portability of the strategy respect to quite different powertrain
architectures thanks to the torque allocator used.

In addition, the 2-dimension sliding surface formulation enable the option to
apply even steer angle corrections.

The assessment is done in a co-simulation environment exploiting a real-time
driving simulator hardware systems, which allows a driver to perform different
reference manoeuvres, piloting the vehicle trough steer and pedals interface devices.
The manoeuvres are inspired by standard cornering tests, to assess achievement in
terms of lateral stability, using a Human in the Loop approach.

Executed cornering manoeuvres could show some gaps between each others,
in terms of steering amplitude and rate as well as speed tracking. This is due to
the inability of any human driver to assure the perfect repeatability of the tests.
However, to mitigate this aspect multiple tests are conducted, comparing the most
similar ones.

The on-line test phase refer to standard cornering manoeuvre in HiL config-
uration. Results highlight as both proposed control strategies enable improved
performances respect to Non-controlled and Commercial-controlled vehicle scenarios.
Indeed, actual yaw rates and side slip angles exhibit lower errors respect to target
values using LQR and SMC stability programs solutions.

In particular, in the Step Steer manoeuvre (Figure 5.24) is evident how the
tracking efforts exhibits different control actions between developed ESP solutions
and the Commercial one, achieving better stability and dynamic performance of
the car. This is also shown in the Sine Steer test of Figure 5.27. Furthermore,
the need for stability control is essential: the driver with Non-Controlled vehicle
is unable to perform the manoeuvre without losing the control of the car; instead,
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the configuration with a ESP ensures to maintain stability and manoeuvrability.
One can see the differences between proposed optimal control solution in the Lane
Change test. In addition to improve the tracking performances of both yaw rate and
side-slip angle, this manoeuvre shows also achievements allowed by the exploitation
of traction moments. In Figure 5.30, both SMC and LQR assist the driver, enhancing
vehicle handling aspects respect to Commercial-controller. However, the sliding
approach allows a smoother response of the car to the driver intentions, letting to
maintain the target longitudinal vehicle entrance speed and producing desired yaw
moment by the usage of traction command and steering, in addition to conventional
differential braking technique.

5.3 Control Command Actuation
Improved lateral stability performances of modern vehicles equipped with In-Wheel
BW actuators could be achieved by a proper design of the adopted control strategy.
The possibility to independently regulates braking efforts delivered at each wheel
can lead to increased handling properties during cornering manoeuvres, especially
if performed in degraded adherence operative conditions.

In this Section, the low level control command actuation is investigated through
the comparison of two different torque allocation methodologies and implemented
together with the lateral and longitudinal stability systems presented in the previous
Sections.

The assessment of the performances is done through co-simulation activities,
imposing to the vehicle specified reference trajectories according to related standards,
in order to evaluate the achieved stability improvements.

5.3.1 Torque allocation models

The two allocation logics tested are:

• Brake pressure splitting logic: an algorithm developed by me where the
target ESC yaw moment is provided to the car by splitting it on the four
wheels considering the moment sign and the current force engagement of the
wheels;

• Moore-Penrose pseudo-inverse: an optimal allocation strategy developed
by the PhD student Tommaso Favilli, where the target ESC yaw moment is
split on four wheels braking pressures as an optimization between the driver
request of acceleration and braking, and the constraint limits of the actuator
systems.

Brake pressure splitting logic

The aim of this logic is to ensure that the total moment required is reached: firstly
selecting if the right, or left wheel side need to be actuated in accordance to the
sign of the input moment; and then defining how much each wheel has to be braked
facing the problem of braking pressure saturation limit.

To identify the wheel to be actuated, a selector based on the understeering
and oversteering behaviour is adopted: when the vehicle is understeering, it goes
to a greater trajectory than that set by the driver. To compensate the error on
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the trajectory and linearise the vehicle behaviour to the pilot’s input, a braking
force must be applied on the inner rear wheel. On the other hand, when the
vehicle is oversteering, to compensate the development of the vehicle on a lower
trajectory the outer front wheel must be braked (5.40), (5.41), (5.42) and (5.43).
In these equations, the Mbij symbols represent the brake moment, where index
i ∈ {f, r} indicates front or rear wheel, while j ∈ {l, r} indicates left or right wheel,
respectively.

Mbfl =

{
0, right turn and understeering

|Myaw|Rwf
tf
2 cos δ

, right turn and oversteering (5.40)

Mbrr =

{
|Myaw|Rwr

tr
2

, right turn and understeering

0, right turn and oversteering
(5.41)

Mbfr =

{ |Myaw|Rwf
tf
2 cos δ

, left turn and oversteering

0, left turn and understeering
(5.42)

Mbrl =

{
0, left turn and oversteering

|Myaw|Rwf
tr
2

, left turn and understeering
(5.43)

Thus, it is possible to reduce the lateral slip by adding a longitudinal slip component.
From the torques found, through the rotational balance (5.45) the braking

pressure delivered to each wheel Pbij are defined (5.44).

Pbij =
Mbij

(AcµRwi)
(5.44)

Iωijω̇ij = −Mbij − FxijRwi (5.45)

The BBW system saturates the brake calliper pressures to a maximum of 100bar.
This constraint could limit the braking force of the wheel not ensuring to achieve

the moment requested. For this reason, a logic that redistributes the pressure on
the wheels is developed, consisting of the following steps:

1. Checking if the wheel reaches the saturation limit;

2. Definition of the pressure quantity by which the saturation limit is exceeded;

3. Subtraction of this quantity from the wheel of the other side, ensuring the
allocation of the control yaw moment.

Moore-Penrose pseudo-inverse

The optimal allocation strategy proposed here is based on the Moore-Penrose
pseudo-inverse [85]. We would like to accomplish two different tasks: (1) ensure a
desired stable lateral behaviour of the vehicle and (2) produce a minimum correction
moment, which must be also in accordance with the driver intent and the actuators
constraints.

This low-level controller is parametrized in order to be easily applied on different
traction architectures. This ensures portability and flexibility of the whole proposed
strategy, allowing the application of advanced TV techniques, regardless of vehicle
layout.
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The followed approach appear efficient, since minimize the norm 2 of the
functional cost (5.46), which attempt to stabilize the vehicle lateral behaviour, while
minimizing the correction efforts.

||T cmd-k − T cmd-k ∗ ||2 = (

n=4∑
k=1

(T cmd-k − T cmd-k
*)2)1/2 (5.46)

where k ∈ {fl, fr, rl, rr} indicate the wheel (front left, front right, rear left, rear
right), yk is the half-track of the corresponding wheel, Rw the tire radius, Tcmd-k
and Tcmd-k

* are the torques requested by the driver and by the ESC controller,
respectively.

The reference wheel torques is given by (5.47).

[−yfl
Rw

yfr
Rw

−yrl
Rw

yrr
Rw

1 1 1 1

]
T cmd-fl − T cmd-fl∗
T cmd-fr − T cmd-fr∗
T cmd-rl − T cmd-rl∗
T cmd-rr − T cmd-rr∗

 =

[
Myaw

0

]
(5.47)

As one can see, the first row correspond to the task (1), while the second row reflect
the task (2). The resolution of (5.47) occur in four sequential steps. In each k-th
step the value of Tcmd-k

* is checked respect to its upper and lower constrain limits.
If it exceeds them, is subsequently saturated at this value. At the (k+1)-th steps
(5.47) is recalculated, excluding from the system the row related to the k-th torque
reference, assumed equal to its own limitations.

The algorithm is parameterized respect to the wheels torque constrains, in order
to ensure maximum flexibility and portability of the code respect to different vehicle
architectures. This ensure that the requested torques are in accordance with the
actuators limitations, allowing, in addition, the implementability of advanced torque
vectoring techniques. Is the case of the benchmark vehicle investigated in this paper,
in which positive and negative efforts could be delivered independently on each
wheel, even of the same axis.

5.3.2 Test and results

To evaluate the stability performances allowed by the allocation torque controllers,
the uncontrolled vehicle was made perform specific reference manoeuvres and the
results obtained were compared with the ones of the vehicle equipped with the ESC,
ABS, and Brake pressure splitting logic, and with ESC, ABS and Moor-Penrose
pseudo-inverse. Simulation tests on the proposed vehicle model, implemented in the
co-simulation environment of MATLAB Simulink and VI Grade, could be defined
as Lateral Stability tests, executed to understand the impact of the ESC system on
the vehicle lateral behaviour.

Lateral Stability Test

These simulations campaign are executed in order to asses the effect of the proposed
ESC algorithm on lateral stability performances. The test executed is the Double
Lane Change manoeuvre [107].

For this manoeuvre, tests are repeated increasing the reference speed, until
the vehicle is able to correctly perform the trajectory, supposing availability and
unavailability of the proposed controlling method. The improvement are evaluated
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observing the maximum speed at which the vehicle executes the imposed steering
manoeuvres without leaving the admitted zone and hitting the corners as shown in
SubFigure 5.31a.

(a) Car trajectory. (b) Car longitudinal speed.

Figure 5.31: Vehicle trajectory and longitudinal speed in a Double Lane Change
manoeuvre, with a longitudinal speed of 60 km/h and a friction of 1, supposing
availability and unavailability of the Electronic Stability Control systems.

This Figure shows how the vehicle equipped by the control combined with the
pseudo-inverse allocation torque is able to perform the manoeuvre at 60 km/h.
Instead, vehicle with ESC and the splitting logic as torque allocator is unable to
fulfill test requirements at the same speed. In addition, in SubFigure 5.31b the
comparison of the speed during the manoeuvre for the investigated use of cases,
shows a lesser vehicle speed reduction in the second phase of the trajectory and
a faster return to target speed, due to a better distribution of the vehicle torque
values, visible in Figure 5.32. The braking pressure, shown in SubFigure 5.32a,
are lower in some cases and the traction torques, shown in SubFigure 5.32b, are
distributed on the four wheels.

The assumption to alternatively suppose availability and unavailability of the
stability controller is done in order to comparatively asses the simulation outputs
of the performed tests. In particular, the results of the tests in which the controller
systems are disabled are assumed as a reference baseline for the metrical evaluation
of the obtained improvements.
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(a) Brake Pressures.

(b) Driving Moments.

Figure 5.32: Braking and driving torque vehicle inputs comparing Standard and
Proposed architecture control performances.

5.3.3 Conclusion

Most interesting output of the performed tests campaign concern the dynamical
vehicle behaviour improvements allowed by the proposed controllers, both respect
to longitudinal and lateral stability.

For the lateral stability, we investigate the performance improvements by ob-
serving the result of Double Lane Change. Concerning the Double Lane Change, it
can be stated that, looking at the outputs of Figure 5.31a and Table 5.8, the ESC
with Moore-Penrose pseudo-inverse strategy can ensure a stable lateral behaviour
of the vehicle, by increasing the speed at which the reference trajectory could be
executed.
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Table 5.8: Maximum vehicle speed during Double Lane Change tests for different
adherence conditions

Double-Lane Change
Adherence Configurations Max-speed (km/h)

1
Splitting 50
MPp 60

Passive 40

0.7
Splitting 40
MPp 45

Passive 30

0.5
Splitting 30
MPp 35

Passive 30

Figure 5.31b and Figure 5.32 show how the Moon-Penrose pseudoinverse torque
allocation strategy is able of ensuring desired yaw moment, calculated from the
LQR controller implemented in the ESC, integrated with the pedal and steer driver
demands. In this way, it’s possible to provide stability, safety and passengers
comfort.

Summarizing, we can conclude by saying that, in this work, the proposed
longitudinal stability controllers are correctly integrated with the lateral stability
controller based on tracking LQR and Moore-Penrose torque allocation strategy,
in order to accomplish enhanced stability behaviours of the IWM driven vehicle,if
compared with conventional activate safety controllers.

In addition, can be said that the proposed lateral stability controller with yaw
rate and side slip angle tracking, is correctly integrate with the Moore-Penrose
torque allocation strategy, in order to accomplish enhanced stability behaviours of
the in wheel actuated vehicle, if compared with a splitting logic activation safety
controller.

5.4 Case study application
In this Section, the longitudinal, lateral and torque allocation control algorithms
previously shown are integrated together and implemented with the Trajectory
Tracking layer to evaluate their beneficial to the case of study autonomous race-car
application.

The tests done are off-line simulations, made using the co-simulation environment
of Matlab-Simulink and Vi-Grade CRT. The results in terms of lap time shown in
Table 5.9 underline a reduction of 0.2 s obtained by the self-driven car with the
stability control systems compared with the one without it.

Table 5.9: Case of study results in lap time with and without stability control layer

Lap Time
Without Stability control layer 151.0 (s)
With Stability control layer 150.8 (s)

This performance improvement is confirmed by Figure 5.33 where one can see
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how in some cases the speed and the accelerations of the vehicle with the longitudinal
and lateral stability systems can reach higher values compared with the the vehicle
not equipped with this additional controls.

Figure 5.33: Race track comparison between stability controlled and no-controlled
vehicle: car speed and accelerations performances.

In particular, in the highlighted sections, 1 and 2, the benefits given by the
stability system are greater. In the Figure 5.34, the longitudinal and lateral
acceleration of the passive and stability controlled vehicle as function of the path
made in section one, together with the braking intensity requested by the longitudinal
stability control system are shown, and one can see that by avoiding the wheel
locking the ABS improves the stability and allows to start accelerating earlier
achieving lower lateral acceleration.

Figure 5.34: Race track comparison between stability controlled and not vehicle:
longitudinal stability performances evaluation.

Instead, in the track section 2, the lateral stability control contribution can be
evaluated. In the upper part of Figure 5.35, the side slip angle and yaw rate as
function of the path are shown in the passive and controlled configurations; and
one can see that the side slip angle of the controlled vehicle achieved lower values
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than the one of the vehicle without lateral stability system, and the yaw rate shows
a smoother behaviour. These characteristics allow to linearise the car responses to
the Trajectory Tracking inputs, as it shown in the lower part of Figure 5.35 where
lateral acceleration and yaw rate as function of the SWA in the path selected are
given. In particular, at the end of the path travelled the car doesn’t response to
the Trajectory Tracking steering input loosing time and reducing safety.

Figure 5.35: Race track comparison between stability controlled and not vehicle:
lateral stability performances evaluation.





Chapter 6

Layers integration

In this Chapter, the last work phase is analysed showing the results obtained in
terms of performances comparing it with the one obtained by a professional driver.
It has involved the integration of the entire architecture developed evaluating the
integrations pro and cons. In fact, during the integration step an in depth study and
algorithm development was necessary to maintain the same performance that each
layer reach independently. Especially, was important to evaluate how the errors
made by the single layer have an influence on the good functionality of the entire
system.

The real-time test campaign was done to the Meccanica 42 srl static simulator
shown in Figure 1.5, with the same setting used by the human driver.

In this case, the Calabogie race track used was no longer flat, as in the off-line
test campaign, but its inclination angles are considered, being modelled as in Figure
6.1. Here, positive and negative vertical coordinates along the path are highlighted
in meters.

Figure 6.1: Calabogie race-track 3D-model used in simulator test campaign.
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6.1 Interface between layers

As said, to ensure a correct integration between the different layers, was being
necessary to develop algorithms that permits a correct interface between the control
layer, so as to get as close as possible to the performance achieved by the individual
logics and to their optimum operation.

6.1.1 Integrals reset

Starting with the State Estimator, how measurements are provided through integ-
ration of sensor data signals needs to be explained in more detail.

The State Estimator and Localization developed and shown in Chapter 3,
composed by the combination of RNN and UKF, has as inputs measure the signal
of the car yaw angle. This signal is obtained by integrated the yaw rate provided by
the IMU sensor. As it known, a noisy signal integration as time progresses implies
a drift in the estimated value. So, a reset of the integral must be made, taking
another signal as reference.

For this intent, the camera measure of its inclination respect the line and the
knowledge of the track line position in the world coordinates system are used. In
fact, simply subtracting the angle given by the camera to the mid-line tangent of
the track for each path segmentation (identified thanks to the position of the vehicle
step by step) allows to have a measure of the yaw angle of the car, as show in the
Equation 6.1 and Figure 6.2.

θ = ρ− γ (6.1)

Figure 6.2: Estimation of the car yaw angle by camera sensor measure.

Where with θ, ρ and γ are indicated respectively the yaw angle of the car, the
mid-line inclination respect the global coordinate system, and the inclination of the
camera respect to the track line.

In addition, to ensure the correctness of the reset value, the integral is only reset
when the car is driving on a straight line, i.e. the steering angle is zero, and when
the side slip angle is approximately zero, so that the direction of the vehicle speed
is directed according to its mean line.
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6.1.2 Planned performance maintenance

In this Section, the algorithm developed to allow an efficient interface between the
Path Planning and Path Tracking was explained in more details.

Because of the different sample time and independent logic that these two
systems have, some consideration need to be made:

• The Path Planning gives as outputs the longitudinal and lateral positions,
speeds and accelerations of the car for the following 120 time steps with a
sample time of 0.1 s, achieving as inputs the current car positions and speeds
respect to the global frame;

• The Path Tracking receives as inputs the next step positions, speeds and
accelerations with a sample time of 0.001 s; so, the input values arrived from
the Path Planning are the same for the one hundred steps immediately after.

Thus, it was needed something that ensures that the Path Tracking receives
the vehicle dynamics behaviour for the steps in which the Path Planning provides
constant value due to its sample time. So, considering the car as a point mass
vehicle model the speeds and the positions of the car are estimated as follows:

Vx = Vx0 +Dt ∗Axopt;
Vy = Vy0 +Dt ∗Ayopt;

X = X0 +Dt ∗ Vx;

Y = Y0 +Dt ∗ Vy; (6.2)

where Vx, Vy, X, and Y are the longitudinal and lateral car speeds and positions
that are provided to the Path Tracking to define the car input commands; Vx0, Vy0,
X0, and Y0 are the previous time step target speeds and positions; Dt is the sample
time of 0.001 s; and Axopt, and Ayopt are the longitudinal and lateral accelerations
given by the Path Planning and maintained constant for 0.1 s.

However, it is not sure that this logic gives the correct positions and speeds
when the optimization provides its new step values, with the possibility of achieving
speeds value too low or too high for the conditions in which the car is. For this
reason, a check that the difference of the values calculated by this logic and by the
planner is maintained under 0.5 m/s is made at each step. This threshold value was
defined by a tuning process and was used as limit above which the next speeds are
calculated as the 10% reduction of the difference between the speed given by the
planner and the one calculated by the integration algorithm as shown in Equations
6.3.

Vx = Vx0 − (Vx0 − Vxopt0) ∗ 0.1;

Vy = Vy0 − (Vy0 − Vyopt0) ∗ 0.1;

X = X0 +Dt ∗ Vx;

Y = Y0 +Dt ∗ Vy; (6.3)

This additional algorithm, where Vxopt0, and Vyopt0 are the longitudinal and lateral
speeds optimized by the planner, allowed to reduce the control noise that the
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different sampling times between the two systems were created at the control action
(steer, accelerator and brake signals), making possible to improve the operation of
both logics and increase vehicle performance. In Figure 6.3, the longitudinal and
lateral global speeds optimized by the Path Planning and the ones calculated by
this integration logic to be given as inputs to the Path Tracking are shown together
with their absolute difference. One can see how the differences between the two
speeds remain under the threshold value of 5 m/s, and by the zoom that the this
logic ensures to have a continuous speeds signal respect the Path Planning outputs.

Figure 6.3: Longitudinal and lateral global speeds output from the Path Planner
layer and input to the Path Tracking after being modified by the integration
algorithm.

6.1.3 Bank angle compensation

If in the off-line tests campaign, the race track is considered flat, in the real-time
tests performed to the static simulator, the 3-D model of the Calabogie map, with a
mesh grid of 1m x 1m, is used to evaluated the real car performance (other details
related to the road data cannot be disclosed for confidentiality reasons).

Due to the selected race layout, the track longitudinal inclination have a great
influence on the vehicle dynamics, compromising the optimum performance cal-
culation. In addition, the longitudinal and lateral weight transfers due to the car
accelerations have an influence on the vehicle dynamics that can’t be neglected.

For these two reasons, a logic that estimate and constraints the car GG-V as
function of the pitch and roll of the car is implemented. This was made possible
thanks to the way of how the Path Planning work: in fact the constraints equation
are link to the track segmentation, making possible to change constraints values
depending on where the car is on the path. So, once estimated the pitch and roll of
the car as shown in Equation 6.4, where Fzij are the normal tyre force calculated
as in Equation 6.5, Cp and Cr are tuning scaling coefficients, their values can be
considered in the trajectory optimization process.
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pitch =
mean(Fzrl + Fzrr)−mean(Fzfl + Fzfr)

Cp

roll =
mean(Fzrl + Fzfl)−mean(Fzrr + Fzfr)

Cr
(6.4)

Fzij =
mgai
2L

± aymhcogar
Lti

± axmhcog
L

− vx
2ρcxS

4
(6.5)

Instead to consider the contribution of the race track inclination on the vehicle
dynamics, the car pitch and roll every step are calculated using the known 3-D map
of the track and providing their values linked to the position of the car in the path.

These values are given to the optimization layer, where are integrated consider
that they reduced, or increase the admitted acceleration by the logic shown in
Figure 6.4 and Equations 6.6.

AXg = Gsinφ

AY g = −Gsinθ (6.6)

(a) Pitch acceleration component. (b) Roll acceleration component.

Figure 6.4: Additional longitudinal and lateral acceleration components given by
the pith and roll angle of the car.

In this way, the performance of the car are improved reducing the time lap.

6.2 Comparison with driver
Thus, considering the additional logic explained in the previous Sections, the entire
architecture was integrated together and an evaluation of its performances was
made. This is done comparing its results in a flying Calabogie lap and the one
obtained by the solely Trajectory Tracking and by a professional driver with the
same vehicle and map models.

In Table 6.1 the lap time achieved by the three configurations tested are shown.
As said in Chapter 4 the Trajectory Tracking is able to replicate the same perform-
ances of the driver. But, the integration of the other layers leads to a worsening of
performance, reducing the lap time of about 7 s.

Demonstrating in Chapter 5 that the Stability Control Systems benefit dynamic
performance by increasing stability, most of the responsibility for performance
reductions lies with the State Estimator.
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Table 6.1: Lap time achieved by the full architecture, Trajectory Tracking and
driver.

Lap Time
Driver 150.5 (s)
Trajectory Tracking 150.7 (s)
Trajectory Tracking +
State Estimator +
Stability Control

157.6 (s)

Figure 6.5: Trajectory output from the Path Planner layer and the actual car one.

Furthermore, shown in Figure 6.5 is the consistency between the trajectory
optimized by the Trajectory Planner in the first prediction step, and the actual
trajectory taken by the car. As one can see, the absolute difference between the
normal distances of the corresponding points is very low in the straight sections
and increases in the curves, remaining below the value of 0.3 m. Also these errors
suggests that the problem lies with the State Estimator. Since as seen in Chapter 3,
in the curves the error committed in the estimation of the lateral velocity may have
too high spikes. In fact, as it shown on Figure 6.6, even if reduced respect standard
speed estimators, the errors made in the side slip angle estimation, during the layer
integration, need to be reduced, or being less noisy.

This results in performance deterioration of the trajectory controller which does
not ensure that the target states are followed. On the other hand, the integration
logic seems to ensure proper consistency between the trajectory optimised by the
planner and the one taken as target by the trajectory tracking, even if a more
detailed study of the logic to be used could result in a mismatches reduction.
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Figure 6.6: Best speed profile obtained by the entire architecture compared with
the one of the driver and of the only implementation of the Trajectory Tracking,
together with the side slip angle estimation absolute errors.

However, the actual trajectory made by the car ensures good results compared
with the actual results obtained by the state of the art.

By the speed profile shown in Figure 6.6, it possible to see that if the Trajectory
Tracking have the same acceleration performance, even higher near 3500 m of
the path, the architecture have almost always a less acceleration reducing its lap
time. Instead, about the decelerations, the architecture replicates the ones of the
Trajectory Tracking, that are lower than the driver ones. The inability of the system
to achieve the same levels of deceleration of the driver lies in the braking input
oscillations shown in Figure 4.9. As mentioned in Chapter 4, the gain used by the
trajectory control are necessary to track the correct acceleration but are probably
too high to deceleration. Here, small oscillations appeared in the braking state
error were amplified. The difference in the performances are shown also in the
trajectories comparison given by Figure 6.7. Here, the driver and the tracker of
trajectories are almost similar, as seen in Chapter 4, with some discrepancies: in
curve 2 the Trajectory Tracking made a larger trajectory which led to a lower speed
during deceleration and a slight anticipation of the subsequent acceleration with a
higher speed.

Instead, the entire architecture have some discrepancies in all the curves high-
lighted in the Figure 6.7 with the other two configurations. The planner and the
driver kept a trajectory close to the inner kerb reducing the road travelled and
increasing the longitudinal speed. In the sections shown, the entire algorithm was
not able to face the curve with the right trajectory driving too wide, even going off
track in some points. Tests have shown that at these points, the algorithm believes
it has a higher lateral speed when approaching the curve than it actually does, and
in order to stay within the limits imposed by the GG, it decides to take a wider
trajectory than initially calculated. Finding itself then constrained to remain with
a certain margin within the track, it results in trajectories with a tighter radius of
curvature, reducing speed and increasing lap time. In fact, in general, the trajectory
made by the proposed system with respect to the driver and solely tracking layer is
wider in all curves, not allowing the car to reach the speeds reached in the other
configurations.

However, in the Figures 6.8 where the GG-Vs made by the driver, SubFigure
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Figure 6.7: Best trajectory obtained by the entire architecture compared with the
one of the driver and of the only implementation of the Trajectory Tracking.

(a) Driver GG-V. (b) Architecture GG-V.

Figure 6.8: GG-V performances obtained by the entire architecture and driver.

6.8a, and by the entire architecture, SubFigure 6.8b, together with the GG-V
constraints implemented in the Path Planning are shown, it is underlined that the
vehicle dynamics constraints and performance are repeated most of the times, even
if the proposed algorithm shows more transitory behaviour than the driver that
drives more at the constraints limits.
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6.3 Conclusion
Thus, in this Section the integration of each layer developed and explained in
the previous Chapters is shown together with the results obtained in term of lap
time performance in a real-time static simulator implementation. Integration has
involved the development of some interfacing algorithms to aim at increasing the
performance of each individual layer once it has to deal with the performance of
other systems.

In order to establish the correct functioning of the proposed architecture, the
results obtained were compared with those of a professional driver. From the
analysis of these results it was possible to see how the interaction of the various
estimation, optimisation and control systems allows a sports car to complete laps
of the Calabogie race track autonomously, guaranteeing the on-line operation of
all the systems and their proper functioning. However, at the moment, compared
to the performance obtained by the driver, there is a deterioration of 7 seconds
on the lap time, probably due to a speed estimation which is noisy and not very
robust leading in some conditions to an incorrect localization of the vehicle within
the track.





Chapter 7

Conclusion

In this PhD study an autonomous driving control architecture was developed to
allow a sportive car to drive independently on the Calabogie race track. Because of
the constraints imposed by the perception system, the focuses of this research were
to improve the current state of functioning of: a Dynamic States Estimator and
Vehicle Localization; a Trajectory Planning and Tracking; and Stability Systems.
So, the problem is reduced from a dynamic urban area scenario to a static race one.

Thus, the work has involved the development of each single layer independently,
after an in-depth study of the state of the art and considering the aim constraints.
Then, the systems were integrated and the control architecture functionality was
tested.

About the State Estimator and Vehicle Localization layer, it had the aim of
improve the actual state estimators functioning. This improvement was necessary in
order to guarantee the correct functioning of the following layers, without increasing
the cost and using the current available car sensor technologies. At the beginning
a state observer based on the UKF algorithm was developed using a double-track
vehicle model to predict longitudinal and lateral speeds of the car. Then, due to its
estimation errors a RNN was added to work as an additional input measure and
reset the UKF integration errors given to high non-linear and unknown dynamic
model. This RNN was trained to estimate longitudinal and lateral vehicle speed
starting from IMU vehicle accelerations and yaw rate, SWA, and wheel speeds
knowledge. In order to avoid long times and high costs of training, the network was
trained on a set of predefined manoeuvres trying to cover all the use of case vehicle
dynamics. The statistical analysis of the estimation results obtained by the mixed
configuration and the only UKF showed that the approach developed ensures to
increase the car speed estimation capability, allowing a more robust estimation in
front of dynamic condition changes. In this way, it was possible to estimate the car
speeds ensuring to not improve the dynamic model of the UKF avoiding a additional
time consuming, and reduce the tuning time and costs given by a in-depth training
of the RNN.

About the Trajectory Tracking, it was divided into Path Planning and Path
Tracking layer both developed to work on-line while the car is running. This
ensured real-time optimization of the trajectory taking into account the current
dynamic conditions of the car, which are usually not considered in favour of a
more accurate modelling of the vehicle dynamics. However, this implies an increase
of the calculation time by providing off-line optimization of the trajectory. The
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Path Planning uses the point mass model to define the acceleration outputs which
ensure the faster trajectory permitted by the speed dependent GG-V limits. These
constraints are established by off-line simulations campaign on CRT. The sample
time that allows a correct and efficient optimization of the performances with the
algorithm implemented was found to be 0.1 s. By the tests made, the Path Planning
was shown able to respect this computational cost both in a off-line implementation
that in an on-line one with the hardware characteristics shown in Table 1.1. The
Path Tracking is based on a LQR with feed-back and feed-forward control actions,
where the longitudinal and lateral vehicle dynamics are considered not influencing
each other. This controller ensure to consider a more complex vehicle model and
a lower sample time, 0.001 s, achieving a more accurate vehicle dynamic control
through the steering, accelerator and braking inputs definition as a driver model.
The off-line co-simulation tests showed that this Trajectory Tracking improves
the car performances respect a standard off-line motion planning reducing the lap
time of almost 1 s, and achieves the performance of a professional driver. This
configuration allows to open the way to obstacle avoidance implementation, being
able to optimize and track the trajectory considering on-line car performances and
conditions.

About the Stability Control Systems, a longitudinal and lateral dynamics control-
ler were developed aiming at an improvement of the current standard technologies.
The longitudinal stability control composed of EBD, CBC and ABS have involved
the development of three different ABS types: two based on the current logics used,
and one that tries to overcome the issues of the other ones. The last longitudinal
stability control developed has focused to not used longitudinal slip estimation or
wheel acceleration derivative because they bring to inaccuracies and less efficient
braking effort. In fact, ensuring that each wheel tracks a target speed (the one that
allows the 10% of tire slip) lead to a continuous and smooth braking pressures with
consequent higher deceleration level. This ABS was possible using the CBA system
developed by Meccanica 42 srl which allows to control each wheel independently
and with less actuation delay. Passing to the lateral stability control, it aims at
increasing passengers safety and vehicle dynamics by tracking the yaw rate and
side slip angle given by a steady state single track target vehicle model. Usually,
the common ESC systems used TV actuation to track the yaw rate and minimize
the side slip angle. Instead, ensuring a reference values of both yaw rate and side
slip angle has ensured to control the car in a more efficient way, as was resulted
both in subjective that in objective tests made with Human in the Loop interface.
In addition, a test campaign to evaluate which is the best strategies to allocate
the braking pressure to the four wheels was done. Two strategies were compared:
a so called Splitting Logic, that defines which pressure each wheels must provide
to achieve the total yaw moment requested by considering the ESC yaw moment
sign and the wheels saturation limits; and a Moore-Penrose pseudo-inverse logic
that calculates the wheels braking pressure by solving an optimization problem by
considering not only the ESC requested moment but also the driver inputs and the
actuators constraints. The results obtained in Double Lane Change tests showed
how the second strategy ensured to do the manoeuvres with higher speed not redu-
cing the requirements of the driver during the manoeuvre. For this reason, it was
decide to implement the Stability Control Systems with: the tracking LQR lateral
stability control, the Moore-Penrose pseudo-inverse torque allocation strategy, and
the discrete PID ABS.
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At this point, all the layers are integrated together implementing some logic
strategies to ensure a good interface integration between the systems involved.
Then, the architecture was compiled to run in the real-time static simulator placed
at Meccanica 42 srl and its performance compared with the one obtained by
a professional driver with the same test set-up. The results showed that the
architecture is able to allow the car to drive in autonomous the race track in a safety
way. However, respect to the driver, the lap time is increased by about 7 s due to a
still noisy and not reliable estimation of the vehicle speeds. Anyway, the results
obtained were satisfactory from the point of view of the increase in performance
achieved compared to the state of the art and the possibility of opening the way to
future developments to make autonomous driving more realistic.

So, the next steps involved: an improving of the integration tuning of the layer to
ensure the good functionality of each one; a sensitivity analysis on the repeatability
of results and on the influence that each layer have on the others; and a real car
implementation with dedicated hardware.
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ADAS Advance Driving Assistant System 2

AI Artificial Intelligence 1,10, 33
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CBC Cornering Brake Control 13, 58, 72, 112

CRT Car Real Time 5, 19, 21, 24, 25, 47, 48, 58, 63, 66, 72, 73, 78, 78, 97, 112

DDT Dynamic Driving Task 2

DoF Degree of Freedom 5, 11, 18

EBD Electric Brakeforce Distribution 13, 16, 17, 58, 72, 112

EKF Extended Kalman Filter 10

ESC Electronic Stability Control 12, 13, 17, 60, 72, 78, 86, 91, 92, 94, 94, 96,
112

EPS Electric Power Steering 5

ESP Electronic Stability Program 13, 15, 16, 83, 85, 85, 88, 91

EU European Union 1, 15

EV Electric Vehicle 14, 17

GPS Global Positioning System 18, 24

HiL Hardware in the Loop 5, 58, 91

IMU Inertial Measurement Unit 17, 18, 24, 59, 84, 102, 111

IWM In-Wheel Motor 14, 16, 17, 97

KF Kalman Filter 10

LP Linear Programming 12, 35, 36, 38, 43, 55

LQR Linear Quadratic Regulator 11, 12, 13, 16, 44, 44, 46, 46, 73, 73, 77, 78,
85, 85, 87, 89, 91, 97, 112

MPC Model Predictive Control 12, 14, 35, 37
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MAE Mean Absolute Error 34

NMPC Non-linear Model Predictive Control 14, 16,57

ODD Operational Design Domain 2

OEDR Object and Event Detection and Response 2

PG Proving Ground 83

PID Proportional Integrative Derivative 13, 14, 15, 57, 63, 64,65, 112

QP Quadratic Programming 12, 55

RMSE Root Mean Square Error 30

RNN Recurrent Neural Network 10, 27, 102, 111

SAE Society of Automotive Engineers 2

SBW Steer By Wire 3, 83

SCP Sequential Convex Programming 12, 35, 41

SMC Sliding Mode Control 14, 73, 78, 83, 85, 85, 87, 89, 91

SWA Steering Wheel Angle 10, 11, 12, 18, 19, 25, 30, 36, 44, 50, 74, 90, 99, 111

SWD Sine With Dwell 78, 81

TV Torque Vectoring 16, 17, 83, 93, 112

UKF Unscented Kalman Filter 6, 10, 11, 21, 22, 25, 29, 30, 31, 34, 102, 111
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