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Abstract—In this article, we propose a monitoring pro-
cedure based on a multilayer neural network with multival-
ued neurons (MLMVN) capable of preventing catastrophic
failures of dc–dc converters. The neural classifier allows
both the detection of any malfunction and its localization.
Thanks to the low computational complexity, the proposed
method operates online, estimating the deviations of the
passive components from their nominal values: this allows
control strategies to be promptly adopted and operation
of the dc–dc converter to be kept in high efficiency and
reliability conditions. Since measuring the voltage and cur-
rent on each component increases the complexity of the
system, a testability analysis is proposed with the aim of
identifying the minimum number of measurements needed
to distinguish the classes of failure. To make the testability
phase easier and more intuitive, a graphical representation
is proposed. As a case study, prognostic analysis has been
applied to prevent catastrophic failures in a synchronous
Zeta converter. Several fault conditions have been analyzed
through simulations and experimental tests. The obtained
results confirm the ability of the proposed method to pre-
vent failures and, also, show that the application of MLMVN
results in a better performance than classic solutions avail-
able in the literature, such as support vector machine.

Index Terms—DC–DC converter, fault diagnosis, multi-
layer neural network with multivalued neurons (MLMVN),
prognostic analysis, support vector machine (SVM), Zeta
converter.

I. INTRODUCTION

POWER converters have a large application in fields, such
as automotive, renewable energies, aircraft, smart grid, and
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other industrial and consumer applications. These circuits are
the most vulnerable parts of integrated power systems [1]–[3]
and their failures often produce damages or downtimes, which
requires costly maintenance procedures.

To avoid these problems, redundancy has been historically
adopted to increase the reliability of the system these converters
are utilized in. Although this solution allows for greater failure-
tolerance capability, it also increases the cost and size of power
converters.

To overcome this limitation, the design for reliability ap-
proach has been developed in recent years, which consists in
explicitly considering reliability during the design process. This
approach, together with continuous monitoring of dc–dc con-
verters, allows an increase in the expected lifetime. The moni-
toring can be implemented through different approaches, such as
model-based, signal-based, or knowledge-based techniques [4],
[5]. The recent diffusion of artificial intelligence in the industrial
sector has led to the development of monitoring systems based on
neural networks [6] and other machine learning algorithms [7],
focusing on the data-driven approach. Most of these techniques
focus on power semiconductors, such as MOSFETs and IGBTs
[8], [9]. Usually, the monitored parameter is the device’s conduc-
tion resistance, which increases with aging [10], [11]. As shown
in [12], the conduction resistance is approximately constant
when the semiconductor operates in healthy conditions, while it
exponentially increases just before its failure. Consequently, the
failure of a switching semiconductor is easily detected because
it quickly affects the power converter operation. This behavior
justifies the large number of papers related to the use of redun-
dancy of semiconductor components to make the systems fault
tolerant, usually connecting modules in parallel to guarantee the
functioning of the system until the repair, allowing continuity of
service [13], [14].

To obtain a monitoring system capable of preventing catas-
trophic failures in dc–dc converters, it is crucial to consider
passive components whose variations from the nominal values
represent possible malfunctions and occur over a longer time
[15], [16]. Therefore, this article focuses on detecting changes
in passive component values using a multilayer neural network
with multivalued neurons (MLMVN).
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In the literature, there are some works related to the moni-
toring of power converters using machine learning algorithms
[17], [18]. One of the most critical aspects is the number of
measurements required to identify different failure scenarios
and the absence of the prevention aspect. In [19], a possible
monitoring approach for two different dc–dc power converters is
proposed, where a continuous version of an MLMVN is used for
the parametric identification of passive components. This neural
network is used to solve a regression problem that requires a
large number of measurements to identify the exact values of
a few elements. In particular, current and voltage measurements
are used to obtain the identification of two passive components
in a buck and in a boost topology [19].

To overcome these limitations, the prognostic procedure pro-
posed in this article is based on a discrete MLMVN, which
allows the detection of malfunctions and the localization of
their causes using a small number of voltage measurements.
Therefore, the main objectives of the article can be summarized
as follows.

1) To propose a graphical method for the testability analysis,
which facilitates the selection of test points, avoiding am-
biguity situations. In fact, variations on different passive
components could introduce indistinguishable effects on
measured quantities. The testability study determines
how many and which measurements are required for the
detection and exact localization of malfunctions [20].
Different from the existing testability analysis [21], [22],
the proposed graphical representation does not require the
extraction of the analytical transfer function. The testabil-
ity curves obtained with the proposed method are suitable
for dc–dc power converters, where different topologies
alternate during normal operation and the mathematical
approach may not be easily applicable.

2) To develop a neural classifier based on multivalued neu-
rons (MVNs). The main theoretical aspects of these neu-
rons are presented in [23], where their continuous and
discrete activation functions are introduced. In this article,
a three-layer MLMVN is used, and a particular configu-
ration of the hidden and the output layers is proposed.
In fact, the neurons belonging to the hidden layer are
characterized by a continuous activation function, while
the output neurons are discrete and are used in the bi-
nary configuration. This means that the discrete classifier
presents one output for each passive component and this
allows the localization of malfunctions and also reduces
recovery times; moreover, it increases the reliability of the
converter. During the training phase of the MLMVN, the
batch algorithms presented in [24] are used after adapting
the error calculation to the structure of the classifier and
introducing the “winner takes all” rule.

3) To validate experimentally the proposed failure prognosis
technique on a Zeta converter.

The rest of this article is organized as follows. Section II shows
the main characteristics of the synchronous Zeta converter.
Section III presents the most important aspects of the prognostic
procedure. Section IV describes the MLMVN setup. Section V
presents the main results of the experimental procedure. Finally,
Section VI concludes this article.

Fig. 1. Topology of Zeta converter.

II. ZETA CONVERTER

In recent years, dc–dc conversion has been greatly developed
in many sectors of the industrial world, and the Zeta converter
has been applied with excellent results in terms of power density
and output ripple [25]. Thanks to its simple structure and its
ability to operate as a buck–boost converter with a noninverted
output, it has been used in many different applications: as an
electric vehicle battery charger powered by a photovoltaic (PV)
array [26], as a dc motor controller [27], and as grid interface in
a standalone dc microgrid [28].

The elementary circuit of the synchronous Zeta converter is
shown in Fig. 1.

The circuit results in a fourth-order step-up/step-down con-
verter characterized by two inductors (L1 and L2) and two
capacitors (C1 and C2). This topology guarantees a noninverted
polarity of the output voltage, and this represents one of the most
important advantages over other transformerless dc–dc buck–
boost converters. The pulsewidth modulation (PWM) technique
is used to drive MOSFETs S1 and S2 at a switching frequency f.
Assuming the converter is operated under a continuous con-
duction mode (CCM), during a switching period T = 1/f, two
topologies alternate depending on S1 state: ON period (S1 ON

and S2 OFF) and OFF period (S1 OFF and S2 ON). The first one,
the switch-ON period, lasts ton = DT, and the second one, the
switch-OFF period, lasts toff = (1−D)T.

During DT, L1 is charged by the input voltage source and
L2 by capacitor C1. This means that both inductors are in the
charging state and their currents linearly increase. During OFF-
mode, L1 and L2 discharge through C1 and the resistive load R,
respectively.

A. Dimensioning and Simulation

To develop the prognostic procedure focused on the passive
component variations, a Simulink model of the synchronous
Zeta converter has been implemented. By using this model, the
operation of the circuit in every working condition is verified,
and the dataset matrix needed for the training phase of the
classification tool is generated. The Simulink-Simscape library
is used to achieve this purpose, and common Simulink blocks
are introduced to generate the PWM signal driving S1 and S2
with opposite phases.

The design procedure shown in [29] has been used. Table I
summarizes the nominal values of the converter components,
ensuring operation in CCM and a peak-to-peak output ripple
lower than 5%.
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TABLE I
CONVERTER COMPONENTS

Fig. 2. Experimental prototype of the synchronous Zeta converter.

To derive a monitoring method capable of detecting changes
in passive components, a set of acceptable intervals around their
nominal values must be defined. In this article, these intervals
are called nominal ranges and have been chosen as ± 15%.
Variations inside the specified ranges are considered acceptable
as they guarantee an output ripple of less than 10% and CCM
operation.

B. Prototype of the Synchronous Zeta Converter

To verify the performance of the prognostic method, a phys-
ical Zeta converter prototype has been built, as shown in Fig. 2.
Given the simple topology of the converter, a single printed
circuit board (PCB) has been used, and several test points have
been included to obtain the measurements of all voltages across
the components, while current measurements are not needed by
the proposed method.

Since the main purpose of the analysis is to detect the variation
of the passive components, the positioning of the inductors has
been chosen to facilitate their replacement and different capac-
itor values have been obtained by connecting several elements
in parallel. The two switches are N-channel STC3022AL power
MOSFETs. The other elements of the circuit are given in Table II.

As shown in Fig. 2, there are four different input/output (I/O)
sections in the PCB: An external 24 V power supply is used to
supply the integrated power MOSFET gate drivers.

Two BNC connectors are used to inject the control signals
with opposite phases and, finally, the other two I/O sections are
used to apply the dc source and power the load.

TABLE II
CIRCUIT ELEMENTS

TABLE III
FAULT CLASSES

III. PROGNOSTIC PROCEDURE: THEORETICAL CONCEPTS

A. Fault Classes

This article proposes a prognostic approach based on time-
domain measurements of four voltages. The main objective is
to identify the variation of the components outside the nominal
range in the case of a single failure hypothesis. This means that
only one component can change at a time and five classes of
failure are considered.

Table III summarizes these classes, where the malfunction
condition of the inductors shows a reduction in a proportion
(15÷90)% with respect to the nominal value and that of the ca-
pacitors in a proportion (15÷40)%. These intervals were chosen
to test the effectiveness of the prognostic method even during
discontinuous conduction mode.

Many factors, such as aging or deterioration due to abnormal
environmental conditions, can lead to the variation of the passive
component values and this modifies the converter working con-
ditions. The most common failure modes for inductors are short
circuits between turns and the saturation of the magnetic core.
Therefore, the malfunction conditions of L1 and L2 only result
in a reduction of the inductance value below the nominal range.
For capacitors C1 and C2, the most common causes of failure
are aging, overload, and overtemperature. All these situations
can produce a deterioration of the dielectric with a consequent
reduction of their capacitance.

Several techniques can be found in the literature to introduce
a prognostic method in passive circuits [30], [31]. However, the
main problems are the ability of these methods to work online
and their capability of identification of the components in the
worst state of health. Moreover, these frequency-domain-based
methods can fail when applied to time-varying circuits as dc–dc
converters are.

To achieve the goal of this work, a machine learning tech-
nique is used, which is an MLMVN. It falls in the category of
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supervised learning algorithms and, therefore, it is necessary to
use a dataset containing several examples of correct classifica-
tions. The dataset matrix contains a high number of samples
NS for each fault class and the corresponding index in the
last column (1). Each sample consists of eight measurements:
average values and ripples of the four voltages.

The voltages used are those across the passive components,
and to understand their effectiveness, it is necessary to perform
the testability evaluation
⎡
⎢⎢⎢⎣

V 1
L1m V 1

L1r V 1
L2m V 1

L2r V 1
C1m V 1

C1r V 1
C2m V 1

C2r 0
V 2
L1m V 2

L1r V 2
L2m V 2

L2r V 2
C1m V 2

C1r V 2
C2m V 2

C2r 0
...

V 5NS

L1m V 5NS

L1r V 5NS

L2m V 5NS

L2r V 5NS

C1m V 5NS

C1r V 5NS

C2m V 5NS

C2r 4

⎤
⎥⎥⎥⎦ .

(1)

B. Testability Assessment

As mentioned before, the main idea of prognostic analysis is
to use the voltages across the passive components to identify
the working condition of the Zeta converter. In this sense, the
choice of test points plays a fundamental role because it makes
the fault classes distinguishable. In fact, the variation of one
component introduces a change in multiple measurements. This
change must be different from that introduced by the variation
of other components. If the choice of measurements allows the
identification of all classes without ambiguities, the circuit under
test is completely testable. The index used to evaluate this feature
is called testability, and it corresponds to the solvability degree
of the failure equations, which contain the values of the passive
components as unknowns and are obtained in the test points
considered [20].

Testability evaluation for passive circuits can be performed
in the frequency or time domain. In the first case, the frequency
responses of the circuit are extracted at the selected test points for
different frequency values. Subsequently, setting the analytical
form of these functions equals the relative measurements, it is
possible to obtain a system of failure equations. The symbolic
approach proposed in [20] uses the Laplace formulation of each
frequency response

hk(s,p) =
N(s,p)

D(s,p)
=

a0(s,p) + · · ·+ an(s,p)s
n

b0(s,p) + · · ·+ bn(s,p)sn
(2)

where k is the index of one of the nh functions and p is the vector
of the np potentially defective components used as unknows. In
this case, testability is defined as the rank of the Jacobian matrix
obtained by deriving the equations of the system with respect to
the passive components

T = rank

⎛
⎜⎜⎝

⎡
⎢⎢⎣

∂h1(s,p)
∂p1

· · · ∂h1(s,p)
∂pnp

... · · · ...
∂hnh

(s,p)

∂p1
· · · ∂hnh

(s,p)

∂pnp

⎤
⎥⎥⎦

⎞
⎟⎟⎠ . (3)

The time-domain approach is less common, but it fits well
to time-variant circuits as dc–dc converters are. In fact, in [21],
I/O relationships or specific waveforms are sampled in steady-
state conditions. Also, in this case, the analytical form of these
quantities is used to obtain a set of failure equations in which the

unknowns are the components and the inputs are kept constant.
Therefore, the symbolic vector of the sampled quantities is

yT (p,uo) = [y(t1,p,uo), . . . ,y(tnt
,p,uo)] (4)

where u0 contains the constant input samples and p is still the
vector of the unknown parameters. Introducing the vector of the
measurements yT∗, it is possible to obtain the system of the fault
diagnosis equations (5) whose Jacobian allows the calculation
of testability

yT (p,u0) = y∗
T . (5)

In general, if the system of equations is completely solvable,
then the testability is maximum and equal to the total number of
passive components belonging to the circuit.

If, on the other hand, the testability is less than the total number
of variable components, there are two or more elements that
introduce the same variation on the measurements. This means
that it is possible to detect the problem, but the specific compo-
nent causing the improper converter operation cannot be located.
In such a case, these elements belong to the same ambiguity
group, which is defined as the set of components that cannot
be simultaneously considered defective because they introduce
indistinguishable variations on the selected measurements.

In the case of the time-variant circuit, the complexity of the
method increases because the converter circuit goes through
multiple topologies inside a switching period. This means that
different testability ratings can be obtained in each situation,
and the computational cost significantly increases, as reported
in [21] and [32]. For this reason, in this article, a graphical
evaluation of testability is proposed for the prognostic analysis
of the Zeta converter. To achieve this goal, the Simulink model
described above is managed by a MATLAB script, which sets the
gradual variation of the components from the nominal value up
to the malfunction conditions, as given in Table III. According
to the single failure hypothesis, these variations are not simul-
taneous. For each situation, measurements of the four voltages
are carried out and, consequently, the corresponding ripples and
mean values are calculated. By plotting these measurements in a
two-dimensional graph with the average values on the horizontal
axis and the ripples on the vertical axis, the Zeta converter
testability is studied. Fig. 3 shows the plots obtained by setting
Vs = 15 V. Here, the testability is maximum because there are
no overlapping curves repeated in all the situations.

In general, the presence of two or more curves very close to
each other indicates a possible reduction in testability because
the variations of the components introduce the same effect on
the measurement. If this situation is repeated for each graph,
the corresponding components are indistinguishable, and it is
necessary to add new measurements or modify some test points.
In the case of the Zeta converter, there are no critical situations,
and the testability is maximum.

Furthermore, the analysis of Fig. 3 allows the reduction of
the measurements to only two voltages. In fact, the situation
of partial ambiguity, as shown in Fig. 3(a), between the red
and purple lines could be compensated by the distance of these
curves, as shown in Fig. 3(b).

The same is for purple and yellow plots, as shown in Fig. 3(c)
and (d). Therefore, the possibility of monitoring the Zeta
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Fig. 3. Testability curves. (a) Voltage on L1. (b) Voltage on L2.
(c) Voltage on C1. (d) Voltage on C2.

Fig. 4. General structure of the MLMVN-based classifier.

converter by using only two voltage measurements is one of
the crucial aspects to verify through experimental tests. This not
only avoids current measurements but also significantly reduces
the number of test points.

IV. MULTILAYER NEURAL NETWORK WITH

MULTIVALUED NEURONS

The smart tool proposed in this article to classify the state
of health of the Zeta converter is based on an MLMVN with
three layers. It is a feedforward neural network trained through
a backpropagation procedure [23]. One of the most important
advantages over other neural networks is the absence of deriva-
tive terms in the learning rule [33]. This aspect, in addition to
facilitating the correction of the weights, allows to speed up the
learning process by introducing batch algorithms [24]. The main
characteristic of this neural network is the complex nature of the
weights and the outputs. Fig. 4 shows the global structure of
the classifier used in this article, where Wi

k,m is the ith weight
of the kth neuron belonging to the last layer (called layer m),
n(m−1) is the number of neurons belonging to the hidden layer,
nm is the number of neurons belonging to the output layer, and
(X1, X2, …, Xn) are the inputs.

The elementary unit of the classifier is the MVN, which can
be used in its continuous or discrete version. In the first case, the
following activation function is used:

P (z) = ejArg(z) = z/ |z| (6)

where Arg(z) is the argument of the weighted sum of the inputs
called z. This term is a complex number calculated as follows:

z = W0X0 +
∑n

i=1
WiXi (7)

where Wi describes the ith weight of the considered MVN and
Xi represents the corresponding ith input.

Since the main objective of this work is to solve a classifi-
cation problem, the output neurons present a discrete activation
function, as shown as follows:

P (z) = εjk = ei2πj/k , if 2πj/k ≤ arg(z) ≤ 2π(j + 1)/k.
(8)

This means that each neuron belonging to the output layer
divides the complex plane into k equal sectors, and its output
corresponds to the lower border of the sector that contains the
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Fig. 5. Schematic representation of the functioning of discrete output
neurons.

TABLE IV
FAULT CLASSES AND OUTPUT VALUES

When the output of a binary neuron is 0, it means that the weighted sum z falls in the
upper half plane and the complex value of this output is (1+j0).
When the output of a binary neuron is 1, it means that the weighted sum z falls in the
lower half plane and the complex value of this output is (−1+j0).

weighted sum of the inputs. Fig. 5 summarizes the functioning
of discrete neurons, highlighting the concept of weighted sum
and the division into sectors of the complex plane.

In this article, the output neurons are binary, and this means
that each of them creates two sectors: the first corresponds to
the upper half plane [0, π) and is encoded by the value 0, and
the second corresponds to the lower half plane [π, 2π) and is
identified by the value 1. Consequently, the first sector of each
neuron indicates the nominal condition of the corresponding
analog component, while the second sector is used to describe
the presence of a malfunction. This means that four neurons
are used in the output layer, one for each electrical component,
and the nominal condition of the converter corresponds to a
combination of four zeros. It should be noted that the first output
neuron is used to detect a malfunction on the inductor L1, the
second neuron is used to detect a problem on C1, the third output
indicates a change in L2, and the last neuron is used to describe
an abnormal working condition of the capacitor C2.

Table IV summarizes the fault classes used in this article and
the corresponding values of the outputs.

Therefore, the desired classes shown in the last column of
the dataset matrix (1) must be converted in the corresponding
output combinations during the training phase. In this way, it is
possible to calculate the error for each output neuron and apply
the backpropagation procedure. The error terms

δsk,m =
Ds

k,m − Y s
k,m

nm−1 + 1
(9)

are defined as the normalized differences between the complex
number corresponding to the lower border of the desired sector
Ds

k,m and that of the sector containing the current weighted

sum of the inputs Ys
k,m. By using the standard backpropagation

procedure, the correction rule shown in (10) is repeated for each
sample of the dataset s (s = 1, …, Ns)

ΔW k,m
i =

αk,m

(nm−1 + 1)
∣∣∣zsk,m

∣∣∣
δsk,mȲ s

i,m−1 (10)

where ΔWi
k,m is the correction for the ith weight of the kth

neuron belonging to the layer m, αk,m is the corresponding
learning rate, nm−1 is the number of the inputs equal to the
number of outputs of the previous layer, |zs

k,m| is the magnitude
of the weighted sum, δs

k,m is the output error, and Ȳ s
i,m−1 is

the conjugate transposed of the input. It should be noted that
(10) refers to the output layer but can be easily adapted for the
correction of hidden neurons without introducing mathematical
differences and by calculating the propagation of errors as
follows:

δsk,m−1 =
1

n+ 1

nm∑
i=1

δsi,m

(
W i,m

k

)−1

. (11)

Therefore, the standard procedure used to train the MLMVN-
based classifier can be summarized as follows: Each example
belonging to the dataset is processed individually and the last
element of the row is used to calculate the desired combination of
the outputs, as given in Table IV. Since binary neurons are used
in the last layer, all the desired outputs equals zero correspond
to the lower border of the upper half plane (1+j0), while the
desired output equals one corresponds to the lower border of
the interval [π, 2π), which is (−1+j0). Once the desired outputs
are calculated, all complex weights are initialized to random
values and the inputs are processed to obtain the current outputs.
Starting from these values, the output errors are calculated (9)
and the correction of each weight is defined individually (10)
after having propagated the error from the last layer to the
first (11).

It is also possible to reduce the computational cost of the
learning procedure by applying a batch algorithm [24]. In this
case, the output error calculated for each neuron and each sample
is saved in a matrix at the end of every training epoch. Since the
number of the samples belonging to the dataset is higher than
the number of the inputs, some different techniques can be used,
such as Q-R decomposition or singular value decomposition, for
calculating the correction of the weights.

V. EXPERIMENTAL PROCEDURE

The experimental procedure proposed here is organized as
follows.

1) The first step is the testability evaluation of the Zeta
converter using its Simulink model.

2) Starting from the testability curves, it is possible to select
the best test points avoiding ambiguity situations and
to create the dataset matrix directly from the Simulink
model.

3) The simulated voltage measurements belonging to the
dataset refer to every possible working condition of the
converter, and they are used to train the MLMVN-based
classifier in the MATLAB environment.
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4) Once the training phase has been completed, the perfor-
mance of the classifier in recognizing the state of health
of the Zeta converter is verified using real measurements
extracted from the prototype.

5) To obtain real measurements of each possible working
condition, passive components are substituted with others
having different values.

Note that the creation of the dataset is completely carried
out in Simulink by using the Zeta converter model without
introducing real measurements in the training phase. Therefore,
a MATLAB script is used to generate 100 samples (NS = 100)
for each fault class. This means that for any class of Table III,
100 random values are generated for each component in both the
nominal and the malfunction ranges. These values are used in
Simulink to simulate the operation of the converter and extract
the voltages across the passive components with a switching
frequency of 50 kHz and a fixed D = 0.6. As a result, the dataset
matrix is created, as shown in (1).

A 5 ÷ 20 V range is considered for the input voltage. In this
way, it is possible to simulate the operation of the monitoring
system in the presence of a variable power source. During the
training phase, only four values are used: 5, 10, 15, and 20
V. Instead, different values than those utilized for the training,
belonging to the range (5 ÷ 20) V, are used in the experimental
validation. This verifies the generalization capability of the
classifier and facilitates the training phase. Similarly, to obtain
a robust classification system with respect to load variations,
it is necessary to include resistance R values different from
the nominal one during the training phase. In particular, to
maintain a high classification rate (CR), all possible operating
conditions must be considered in correspondence with all pos-
sible combinations of input voltage/load resistance. Therefore,
variations in input source and load resistance pose no problem
for classification performance when properly considered during
the training phase. Obviously, the greater is the number of
possible variations, the more time it takes to create the dataset
matrix and train the neural classifier. The computational cost in
extremely variable situations represents the main limitation of
the proposed classifier, whose hidden layer must be modified
according to the case studied.

Once the dataset has been obtained, it is necessary to train
the MLMVN and the authors developed a MATLAB applica-
tion to achieve this purpose. The implemented backpropagation
procedure is based on the Q-R decomposition, and this allows
the reduction of training times and computational efforts. As
described above, the last element of the rows belonging to the
dataset matrix is converted to the desired outputs of the binary
neurons in the last layer. The desired values of the outputs are
complex numbers used to calculate the error of each sample.
These errors are saved in a specific matrix and, once all samples
have been processed, the Q-R decomposition is used to calculate
the best corrections of the weights. It should be noted that the
hold out validation method is implemented: 80% of the dataset
is used to calculate the corrections (learning phase) and the
remaining 20% is used to verify the classifier performance (test
phase). The succession of the learning phase and the test phase
represents a training epoch. The quality of the classification
is evaluated in both phases through the CR, which is defined

Fig. 6. Results obtained during the training phase using an MLMVN
with 60 neurons in the hidden layer and setting “Mag-Phase” mode.

as the ratio between the correctly classified samples and the
total number of samples. The most significant CR is calculated
during the test phase because it refers to data not used for the
correction of the weights during the previous training epochs.
The cross-validation method can be introduced to process all the
information belonging to the dataset for both the training and
test phases, obtaining a more accurate performance evaluation.
The MATLAB application presented here offers both types of
validation and the CR considered below is the one obtained in the
test phase through the cross-validation method. The MLMVN
developed by the authors can use the input measurements in
three different ways. The first of them is the most used in the
literature and generates a complex number starting from each
real measurement. In the other two cases, each pair of dataset
columns is used to create the corresponding complex numbers.
The main characteristics of these methods are summarized as
follows.

1) “Single Input” mode:
Each real measurement belonging to the dataset is used as the

phase of a complex number with magnitude equals 1.
2) “Mag-Phase” mode:

In this case, the numbers belonging to the first column of each
pair is the magnitude of the complex numbers, while the second
column contains the phases.

3) “Real-Imag” mode:
The numbers belonging to the first column of each pair is the

real parts of the complex numbers, while the second column is
used to create the imaginary parts.

These three solutions are considered and compared during the
simulations and the experimental tests.

The first result, as shown in Fig. 6, refers to the training
procedure performed with 60 neurons in the hidden layer and
setting the “Mag-Phase” mode of the MLMVN.

The CR obtained during the test phase (blue line) is higher
than 94% and good performance is confirmed from a practical
point of view using the experimental setup, as shown in Fig. 7.
Two external generators are used to apply the dc source and the
PCB 24 V supply voltage; a function generator with an auxiliary
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Fig. 7. Experimental setup to obtain real measurements.

TABLE V
CLASSIFICATION RESULTS

These results are obtained using ripples and mean values of the voltages extracted from
four test points. The 60 neurons are used in the case of “Mag-Phase” mode and 90
neurons in the case of “Real-Imag” and “Single Input” modes.

circuit developed by the authors is used to create the phase oppo-
site 5 V control signals. The voltages on the passive components
are measured by an oscilloscope and imported to MATLAB to
be processed by the neural classifier. It is necessary to point
out that, to obtain the measurements in the fault conditions, the
analog components are replaced with others having a different
value or, as in the case of capacitors, one of the elements in
parallel is eliminated.

The results obtained during the training phase and those
obtained by processing real measurements are summarized in
Table V. It should be noted that the hyperparameters of the
classifier are chosen through a heuristic approach, starting from
a given number of neurons, 20 in our case, and increasing up to
120.

Since the testability curves show the possibility of using only
two measurements, two experimental tests have been carried out
separately, considering the voltages on the inductors and those
on the capacitors. The results obtained in these cases are given
in Table VI.

The results obtained by using only two measurements confirm
the testability assessment described above. As for the voltages
on the inductors, the ambiguity, as shown in Fig. 3(a) and (b),
does not allow to exceed a 50% CR with real measurements.
Therefore, this solution cannot monitor the operation of the Zeta
converter with an acceptable level of accuracy. On the other
hand, by using the voltages across the capacitors, it is possible
to reach a CR as high as 80%. In this case, the designer can decide
whether to prefer the classification accuracy by measuring four

TABLE VI
CLASSIFICATION RESULTS

These results are obtained using ripples and mean values of the voltages extracted
from two test points. The 30 neurons are used in the hidden layer to process VL1

and VL2. The 60 neurons are used for VC1 and VC2.

TABLE VII
CLASSIFICATION RESULTS

These results are obtained using only ripple measurements and four test points. The
70 neurons belong to the hidden layer of the MLMVN.

voltages or to reduce the intrusive level and accept a lower
accuracy.

Furthermore, the results, as given in Table V, allow to con-
clude that the performances obtained in “Real-Imag” mode
are slightly better than those obtained in “Mag-Phase” during
the training procedure. On the other hand, by processing real
measurements, the best result is obtained in “Mag-Phase” mode.
This situation is caused by the small differences between the
Zeta converter model and its prototype. In fact, the presence of
parasitic effects makes the real behavior of the converter slightly
different than that simulated, and this mostly affects the average
value of the voltages. Since the “Mag-Phase” mode creates
complex inputs without changing the information content of the
ripple measurements, it results in better classifications with real
measurements.

Starting from these considerations, new tests have been car-
ried out using only ripples in the dataset matrix. These results
are given in Table VII.

Therefore, the best classification result obtained on real mea-
surements is carried out considering only ripples. In this case,
four test points are still used, but the processing of the mea-
surements is facilitated. To compare the best performance of
the MLMVN with those of other machine learning techniques,
several algorithms based on different theoretical approaches
were applied to the same dataset. Results obtained with Bayesian
classifiers and decision-tree-based classifiers are not presented
because they do not exceed 80% CR during the training phase.
The performances of a quadratic support vector machine (SVM)
and a K-nearest neighbor (KNN) classifier are presented in
Table VIII, because they are comparable with those of the
MLMVN. In particular, the SVM algorithm is slightly better than
the KNN classifier and very close to the MLMVN performance
using both ripples and average voltage values. However, the best
result obtained by applying MLMVN on ripple measurements
is not achieved by any other technique.

Summing up, the neural classifier based on MLMVN results in
an excellent performance by using four test points: CR is close to
95% during the training phase and 90% with real measurements.
The monitoring method does not use current measurements,
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TABLE VIII
COMPARISON BETWEEN MLMVN AND SVM

These results are obtained using only ripple measurements and four test points. The 70
neurons belong to the hidden layer of the MLMVN.

which are more difficult to obtain, but only the voltages across all
the passive components. Using only the voltages across the ca-
pacitors, the intrusive level of the prognostic system is lowered,
and the accuracy of the classification is reduced by 10%.

VI. CONCLUSION

In this article, the prognostic analysis based on MLMVN was
proposed, which allowed the monitoring of dc–dc converters by
locating the occurrence of malfunctions in specific components.
This method was suitable to organize maintenance and plan the
replacement of the component in the worst state of health, thus,
reducing recovery times and damages inside the system, the con-
verter is utilized in. The experimental results obtained on a Zeta
converter confirmed that the proposed method was an excellent
tool for the classification of malfunctions because it results in a
high accuracy level and, also, requires a low computational effort
and a very fast classifier training phase as well. In addition, the
low intrusive level and the use of voltage measurements facilitate
the application of the procedure in very complex circuits. In this
sense, the proposed testability study results in a tool useful for
practical applications, by providing a procedure that is easily
extractable to other converter topologies. As a further develop-
ment, the performance obtained with real measurements could
be improved by modeling the parasitic components typical of
any practical converter circuit and the fault prevention referred
to semiconductor devices will be explored.
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