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Abstract: Facial recognition technologies (FRTs) represent one of the cutting-edge applications of 
artificial intelligence and big data for surveillance purposes. The uses of these biometric 
technologies are widespread in our cities. However, they may result in serious abuses against the 
rights of people and minorities, or even in new kinds of mass surveillance. The article focuses on 
“real-time” and “live” use by law enforcement authorities, one of the most discussed deployments 
of FRTs. The analysis addresses, from a constitutional point of view, whether banning these 
technologies is inevitable, or whether it is possible to regulate them in a way that allows their use 
while protecting the fundamental rights at stake and preserving democratic order and the rule of 
law. The principle of proportionality is the standard for defining appropriate regulatory measures. 
The article starts off by providing an overview of how FRTs work and some of the consequent 
ethical, technical, societal and legal concerns that arise. It then provides a critical analysis of EU 
data protection legislation and the AI Act proposal to examine their strengths and shortcomings in 
addressing the proportionate use of FRTs. 
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This paper is part of Future-proofing the city: A human rights-based approach to governing 
algorithmic, biometric and smart city technologies, a special issue of Internet Policy Review 
guest-edited by Alina Wernick and Anna Artyushina. 

Introduction 

Facial recognition technologies (FRTs) are one of the next frontiers for automatic 
identification of people and their use is now widespread in the smart environ-
ments of our cities (AI Now Institute 2019). Smart cities are networked with cam-
eras and sensors embedded with software to automatically collect data from num-
ber plate readers, behavioural pattern detectors and facial recognition (FR) sys-
tems (Ahmad & Dethy, 2019). Law enforcement authorities (LEAs) are massively 
leveraging these new information and data-generating sources as automated 
policing tools (Bowling & Iyer, 2019). Biometrics – seen as the automated recogni-
tion of individuals based on their biological and behavioural characteristics 
(Jasserand, 2016, p. 68) – has given LEAs greater capability to identify people in 
public spaces. But FRTs are even more invasive than any other biometric technolo-
gy. Compared to taking fingerprints or DNA samples, capturing the image of a face 
is much easier because it happens at a distance, without contact, with people in 
motion, without their awareness or consent. FR systems can also be incorporated 
in a wide variety of devices, such as CCTV cameras, body cams or drones, making 
recognition embedded, ubiquitous and low cost (Berle, 2020, pp. 2-5). Not surpris-
ingly, since the outbreak of the COVID-19 pandemic, biometric surveillance has 
been used for remote symptom tracking, social distance monitoring and contact 
tracing to address health concerns (Van Natta et al., 2020). 

As a result, FRTs are exponentially increasing the surveillance capacity of LEAs, but 
at the same time their use requires greater caution (Artyushina & Wernick, 2021). 
FRT deployment is founded on the need to protect public interests, fight crime or 
find missing vulnerable persons; nevertheless, it may result in serious abuses 
against the rights of people and minorities, or even in mass surveillance by op-
pressive regimes (Ferguson, 2017). The question that arises is whether the surveil-
lance power of FRTs can find a place within constitutional systems. Considering 
some emerging categories, one wonders whether the regulation of these technolo-
gies can be reconciled with the perspective offered by views such as the “Human 
Rights-Based Approach” (Donahoe & Metzger, 2019) or Digital Constitutionalism” 
(De Gregorio, 2022). The aim of this article is to contribute to answering this ques-
tion. In particular, the issue will be addressed by examining how the current legis-
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lation that more directly affects FRTs – namely the EU data protection law – and 
the recently proposed AI Act of the EU protect the fundamental rights at stake, 
preserve the democratic order and the rule of law. 

The answer is not straightforward, especially if we consider that several policy-
makers have banned FRTs or placed a moratorium on them, as is happening in the 
USA, where some states and cities have prohibited LEAs from using these surveil-
lance systems (Spivack & Garvie, 2020, pp. 89-94), or in Italy (Mobilio, 2021). Some 
voices have also been raised at the EU level, where the European Data Protection 
Board (EDPB) and the European Data Protection Supervisor (EDPS), in their joint 
opinion on the AI Act, likewise called for a general ban on any use of AI for auto-
mated recognition of human features in publicly accessible spaces (EDPB & EDPS, 
2021). This option can be a last resort, but the real challenge for the regulation of 
FRTs is to balance risks and benefits (Chan, 2021, p. 307). We must avoid absolutis-
ing the concept of risk: rather, the risks must be weighed case by case in relation 
to concrete circumstances, and then balanced in terms of “optimal precautions” 
(Vermeule, 2014). So, the task is to try to lay down conditions and limits for the 
use of FRTs so as to lead them toward constitutional values. Only when this is not 
possible should they be rejected outright. 

This article will focus on the deployment of FRTs by LEAs for policing and public 
security purposes, a scenario where risks and benefits come closer together. It will 
more specifically address one of the most pervasive and discussed applications, 
that is, “real-time” or “live” use in public spaces, where monitoring is constant, the 
number of people involved is indeterminate and recognition occurs instantaneous-
ly. The regulatory landscape is very diversified (Almeida et al., 2021), but the 
analysis here will mainly deal with Europe, though suggestions from the United 
States and Asia will not be overlooked, considering that these technologies circu-
late very easily around the globe. After a brief explanation of the FR procedure, the 
article will describe the possible uses of FRTs by LEAs. This will allow us to high-
light the consequent ethical, technical and societal concerns that arise, as well as 
the risks to fundamental rights. Next, the analysis will consider how regulation – 
namely EU primary law and the data protection law – addresses these risks by im-
plementing the principles of necessity and proportionality, which are considered to 
be the guiding principles for determining whether to ban or not, and possibly set-
ting conditions for the use of FRTs by LEAs. The analysis will then move on to the 
AI Act to assess the progress and setbacks in addressing these risks in the light of 
the current legislation, with an emphasis on how the use of FRTs could potentially 
be allowed, although the restrictions on this arising surveillance power should be 
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very tight. 

Looking at the face of FRT: A glance at how they are 
used 

For centuries faces have been used by LEAs to identify people and read states of 
mind. Today, machines are able to do this automatically by harnessing algorithms 
and AI (Urquhart & Miranda, 2022). To grasp the implications of this automation, 
however, it is necessary to clarify how FRTs work. Recognition basically entails a 
procedure with several steps. Firstly, after an image (or footage) of a person has 
been captured, an algorithm detects the face in the picture. Secondly, the algo-
rithms extract the facial features to create a biometric template that is a numerical 
representation that uniquely distinguishes that person. Thirdly, the algorithms 
compare the single template extracted with the facial images enrolled in a dataset 
called a “gallery” or “watchlist”, in search of a match. People on the watchlist have 
been already identified and linked to salient information, so that a match allows 
the person of interest to be recognised. Matching is a probabilistic process, as the 
system expresses the similarity of the images with a percentage value, called a 
“similarity score”. The higher the score, the higher the probability that the sample 
image matches the image in the gallery. Furthermore, for the purposes of this arti-
cle, we will use “recognition” as a synonym for identification and categorisation 
(Art. 29 WP, 2012). There is identification – also called 1-to-many comparison – 
when the extracted template is compared with a gallery of many images (e.g., 
mugshots). The categorisation, instead, does not aim to identify a specific person, 
but rather to extract several characteristics from the facial image, such as age, eth-
nic origins, gender, health status and then classify the individual into one or more 
categories. 

Once these premises are established, in order to facilitate our analysis, it is worth 
looking at some concrete examples distributed according to table 1, which reports 
some variables on the possible uses of FRTs. The distinction in columns is based 
on certain elements that may give rise to the ethical, technical, societal and legal 
concerns described later in the following paragraph. Those elements are purposes 
of recognition, targeting people and contexts in which the recognition takes place. 
In the rows, instead, the distinction is based on an increasing intensity of such 
concerns. The analysis, as premised, will be focused on “real-time” or “live” use in 
public spaces of FRTs. 
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TABLE 1: Variables on the possible uses of FRTs 

PURPOSES TARGETED PEOPLE CONTEXTS 

+ Repression Individuals Controlled 

+ 
+ 

Investigation Groups Quasi-controlled 

+ 
+ 
+ 

Prevention Society Uncontrolled 

As regards the purposes (Raposo, 2022b, p. 4), LEAs can deploy FRTs for repressive 
purposes, e.g., to identify a person wanted for a crime or a fugitive. In addition, 
FRTs can be used for investigative purposes, i.e., to monitor a person’s movement 
in a public space and reconstruct his or her interactions with other people after a 
crime has been committed, or to find missing vulnerable persons or children who 
are victims of crime. LEAs can also leverage FRTs for preventive reasons, i.e., to 
prevent a previously identified perpetrator from committing another crime. In this 
case no crimes have been committed, so there is also the problem of respecting 
the presumption of innocence. Another distinction can be made based on the peo-
ple undergoing surveillance, and in particular the number of people targeted. So, 
FRTs can be used to target specific individuals, to detect specific categories of indi-
viduals or to scan every person in a society. Lastly, we need to consider the context 
of use. FRTs can work within controlled environments, that is under optimal condi-
tions (of light, posture, etc.), and with the cooperation of people subject to recogni-
tion, as in the case of technology supporting border control (so-called “smart bor-
ders”). However, the most common applications of FRTs are in quasi-controlled or 
uncontrolled environments, also called “in the wild”. Here LEAs deploy FRTs on 
public streets, involving an indeterminate number of people that are potentially 
unaware of or hostile to these forms of surveillance. The accuracy of recognition 
can also be influenced by uncontrolled conditions, as the data collected in these 
contexts – as it will be seen – may not meet sufficient data quality requirements. 

Specificities and dangers of FRT: Ethical, technical, 
societal and legal concerns 

FRTs have come a long way since their first appearance at the 1970 World’s Fair in 
Osaka or their commercialisation in the USA during the 1990s, with a rapid expan-
sion after 11/9 (Gates, 2011). Well-documented examples from today reveal how 
FRTs give LEAs an unprecedented surveillance power, which gives rise to several 
orders of problems. From an ethical standpoint FRTs directly entail many values re-
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lated to human beings, such as: autonomy, also in regard to awareness of and con-
sent to FRT use; non-maleficence, seen as avoidance of the risk of erroneous 
recognition; beneficence, seen as leveraging the benefits of FRTs in protecting se-
curity; justice, seen as non-discrimination of specific groups; responsibility, in the 
sense of accountability or liability for the consequences of FRT uses (Chan, 2021, 
pp. 323-324). Ultimately, there are immediate implications for human dignity, 
which requires that individuals are not treated as mere objects. FRTs produce an 
“informatization of the body” (Van Der Ploeg, 2005), whereby body parts are objec-
tivised and become direct sources of digital information for automated external 
controls to which the person is subjected. 

From a technical standpoint, FRTs have to tackle the problem of accuracy. FRTs 
work on a probabilistic basis and may engender errors in the case of false posi-
tives, when the software finds a match with a face in the watchlist that does not 
actually match (consequently giving rise, for example, to a wrongful arrest), or 
false negatives, when the software fails to find a match with a face present on the 
watchlist (thus allowing, for example, a suspected terrorist to pass security checks) 
(Buolamwini et al., 2020, p. 3). Determining whether FRTs are accurate in recognis-
ing a match is very challenging because there are many technical variables to con-
sider and many ways to assess accuracy (Fussey et al., 2021, p. 337). Data also in-
fluences accuracy. FRTs are more prone to errors when sample images have poor 
quality, due to collection in an uncontrolled environment and non-cooperative sce-
narios; when watchlists are configured with images that are not homogeneous in 
terms of standard and resolution; or when watchlists contain images of people 
who closely resemble one another (Grother et al., 2019). Even the quality of 
datasets used to train ML algorithms is crucial, as we will see. 

From a social standpoint, the deployment of FRTs divides public opinion and is not 
easily accepted. In 2020 the EU Agency for Fundamental Rights (FRA) released the 
results of a survey which revealed that only 17% of people in the EU are willing to 
share their facial image with the public authorities for identification purposes 
(Christakis et al., 2020). 

All these concerns call for even more attention to be paid to the impact of FRTs on 
fundamental rights. These technologies, indeed, broadly affect a multiplicity of 
rights (FRA, 2020, pp. 18-32). Limiting the focus to the Charter of Fundamental 
Rights of the European Union (CFREU) and the European Convention on Human 
Rights (ECHR), the first rights at stake are respect for private life and protection of 
personal data (Articles 7-8 CFREU and 8 ECHR). The former includes the right to 
enjoy a sphere of physical, psychological and relational intimacy, which is strongly 
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jeopardised by such invasive technologies that allow a person’s behaviours or 
habits to be monitored. The latter includes the right to maintain control over one’s 
own data, even in public spaces. But the use of live FRTs implies collecting, com-
paring, storing and sharing facial images and biometric templates, greatly reduc-
ing such control. Other constitutional principles that interfere with FRTs are equal-
ity before the law and non-discrimination (Articles 20-21 CFREU and 14 ECHR). 
The use of these technologies has a high risk of engendering discrimination based 
precisely on the grounds cited therein, such as sex, race, ethnic origin, membership 
of a national minority, disability, age or sexual orientation and genetic features, 
such as phenotypic traits revealed by the face. On the one hand, it has been ar-
gued that FRTs enable LEAs to categorise and distinguish one person from others 
based on the above-mentioned elements and make decisions about them accord-
ingly. On the other hand – as will be discussed further – FRTs are less accurate as 
a result of errors and biases. The pervasiveness of FRTs may also lead to interfer-
ence with other freedoms and constitutional values, directly or indirectly through a 
chilling effect. Examples include the freedom of expression and freedom of assem-
bly (Articles 11-12 CFREU and 10-11 ECHR). 

The fact that this surveillance power is not exclusively in the hands of public au-
thorities raises even greater concerns. It is private companies that develop these 
technologies and make them available to LEAs; they are primarily driven by profit 
motives without any regard for the general good or the protection of rights. One 
need only consider the case of Clearview AI, the notorious start-up that has devel-
oped FRT systems sold to over six hundred agencies in the U.S., by scraping im-
ages from the internet and social media without the consent of people or plat-
forms (Rezende, 2020). Other Big Tech companies, such as IBM, Microsoft and Ama-
zon, have instead decided to suspend the development or sale of FRTs to US police 
departments until there is national regulation, given worries about the potential 
abuses or misuses (Heilweil, 2020). 

The right measure in the use of FRT under the current 
regulation 

At this point, the question arises as to whether and under what conditions LEAs 
can lawfully use FRTs and to what extent their use can be curtailed by regulation. 
Specifically, at a constitutional level, answering this question entails examining 
the conditions that the regulation of FRTs must meet in order to be lawful in re-
stricting fundamental rights. The keystone for this analysis is Article 52(1) of the 
CFREU and, in particular, the principle of proportionality, which provides the crite-
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rion for finding the right balance between the objectives pursued and the sacrifice 

of rights.1 For the purposes of the analysis, it will first be necessary to examine the 
need for a legal basis to regulate the use of FRTs, and then to consider the propor-
tionality test, which legislation on these technologies must be subjected to, draw-
ing also on the case law of the Court of Justice of the EU (CJEU) and the European 
Court of Human Rights (ECtHR), particularly regarding data protection, which has 
provided the necessary coordinates. 

In search of a law on FRT 

According to Article 52(1) of the CFREU any limitation on the exercise of the data 
protection right “must be provided for by law”. The need for a legal basis has been 
interpreted by the CJEU to mean that the law must lay down “clear and precise 
rules” governing “the scope and application of the measure” in question, imposing 
“minimum safeguards” so that individuals whose data has been retained have suf-
ficient guarantees to effectively protect their personal data against the risk of 
abuse and any unlawful access and use of that data (Digital Rights Ireland, § 54) 
(Schrems II, § 176). Article 8(2) of the ECHR similarly requires that the interference 
with the exercise of the right to respect for private life, which includes the protec-
tion of personal data, must be grounded “in accordance with the law”. Accordingly, 
the ECtHR has specified the requirements of “foreseeability” and “accessibility”, 
clarifying that the law must be “sufficiently clear” in its terms to give citizens an 
adequate understanding of the conditions and circumstances under which the au-
thorities will be empowered to resort to secret surveillance and data collection 
measures (Shimovolos, § 68). In particular, the law must set out minimum safe-
guards concerning: the nature, scope and duration of the possible measures, the 
grounds required for ordering them, the authorities competent to permit, carry out 
and supervise them and the kind of remedy provided by national law (Shimovolos, 
§ 68). 

However, there is currently no legislation in Europe that directly regulates FRTs, 
particularly their use for law enforcement purposes. This certainly does not mean 
that there are no regulations that offer protection of fundamental rights and de-

1. According to the Article 52(1) of the CFREU, all measures limiting fundamental rights are consid-
ered lawful if they: are provided for by law; respect the essence of the rights; genuinely meet ob-
jectives of general interest recognised by the EU or the need to protect the rights and freedoms of 
others; and are necessary and proportional to the objectives pursued. Though it is possible to con-
sider policy aims as falling within the objectives of general interest, the assessment of a possible 
violation of the essence of the rights, understood as a macroscopic interference with those rights, is 
less clear, since no law has yet been annulled for violating the essence of the right to data protec-
tion, and only in the Schrems I case (Schrems I) did the CJEU find a violation of the respect for pri-
vate life (Article 7 CFREU) and the right to effective judicial protection (Article 47 CFRUE). 
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mocratic values against this surveillance power. Data protection legislation has be-
come more and more decisive, and its applicability also extends to FRTs. We are re-
ferring, at the EU level, to Directive (EU) 2016/680 (Law Enforcement Directive – 
LED), which applies to the processing of personal data for law enforcement pur-
poses, such as the prevention, investigation, detection or prosecution of criminal 
offences or the execution of criminal penalties, both by a public authority and any 
other public or private entity entrusted by law for those purposes (Article 3(7)) 

(Brewczyńska, 2022).2 Within the framework of the Council of Europe, we instead 
consider the Convention for the protection of individuals with regard to the pro-
cessing of personal data, amended in 2018 (Convention 108+). Moreover, the EDPB 
(EDPB, 2022), national data protection authorities and the Consultative Committee 
of the Convention 108+ (Consultative Committee, 2021) have recently investigated 
how both these pieces of legislation actually regulate FRTs. However, those same 
regulations emphasise the need for legislation that incorporates the substantive 
requirements set by the courts. National case law and data protection authority 
decisions confirm the urgency of filling this gap. 

As to the former, it is worth considering the famous case “Bridges v. The Chief Con-
stable of South Wales Police”, in which the High Court of Justice of Cardiff (R (on 
the application of Edward Bridges) v. The Chief Constable of South Wales Police, 
2019) and the Court of Appeal of London (R (on the application of Bridges) v Chief 
Constable of South Wales Police, 2020) took FRTs to the stand to decide on 
whether police use of live FRTs in public spaces complies with the LED and UK na-
tional legislation, but more broadly gave insights into how to interpret data pro-
tection rules (Zalnieriute, 2021). Specifically, the Court of Appeal stated that the 
relevant policies regulating FRTs did not have the “necessary quality of law” (R (on 
the application of Bridges) v Chief Constable of South Wales Police, 2020, § 86 ff.): 
consequently, the Court declared that individual police officers should not have too 
much discretion in deciding who to target for surveillance, i.e., who can be placed 
on a watchlist and matched with a sample image (‘who question’), or the location 
in public spaces where FRTs can be deployed (‘where question’). A similar conclu-
sion was reached by the Italian Data Protection Authority in its opinion on ‘Sari Re-
al Time’, a real-time live facial recognition system developed for the Ministry of In-

2. Otherwise, the applicable legislation is Regulation (EU) 2016/679 (General Data Protection Regula-
tion - GDPR), which does not apply to the processing of personal data “by competent authorities” 
and to the same five law enforcement tasks listed by the LED (Article 2(2)(d) GDPR). Despite the at-
tempt to separate the two regimes, GDPR and LED cannot be considered dichotomous, given the 
importance of national law in defining “criminal offences”, the private bodies entrusted with policy 
tasks, the stages of criminal proceedings, or preventive activities, which thus differ between Mem-
ber States. 
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terior, that had not yet been implemented. The Italian Authority established that 
‘Sari Real Time’ was not supported by any legal rules governing FRTs or imposed 
safeguards against automated processing ‘on a large scale’ that could also extend 
to people who were not the subject of ‘attention’ of LEAs (Garante per la pro-
tezione dei dati personali, 2021). 

The thorny issue of respecting the proportionality principle 

Proportionality is a key instrument of judicial methodology, which enables the 
Courts to condition state intervention to constitutional rights and values (Tridimas, 
2018, p. 243). As said earlier, respect for the proportionality principle is a condition 
for the legitimacy of a measure limiting fundamental rights. The application of 
proportionality entails a three-part test: suitability, necessity and strictu sensu pro-
portionality (de Búrca, 1993, p. 113) (Barak, 2012, p. 243 ff.) (Dalla Corte, 2022). 

The first sub-test of suitability assesses whether a measure is appropriate for the 
achievement of the objectives it pursues. More precisely, the assessment includes 
the “worth” of the purpose pursued and the “rational connection” between the 
measure and that purpose (Barak, 2012, pp. 303 ff.). So, the first question is 
whether the use of FRTs by LEAs is fit for the purpose of fighting crime. In this case 
the answer can generally be considered affirmative, but in order to justify the “ra-
tional connection”, the CJEU requires a precise definition of the objectives pursued 
by a measure, in particular whether it entails a serious interference with the right 
to personal data protection (Tele2 Sverige AB, § 102) (La Quadrature du Net, § 
136). The suitability requirement is therefore entangled with the above-mentioned 
need for more precise rules, since the vagueness and generality of the definition of 
the objectives preclude this sub-test. 

The suitability test does not seek to determine whether the disadvantages and 
costs – in terms of restricting fundamental rights – outweigh the benefits. This 
type of assessment is relevant to the other two sub-tests, where the main concerns 
are concentrated. These two sub-tests have also been detailed by the courts, al-
though there are not many pronouncements that help to make a clear distinction 
between them (Dalla Corte, 2022, pp. 270-271). The first one is the necessity test 
(EDPS, 2017), which basically considers whether the restrictive measure is gen-
uinely effective, understood as “essential” for achieving the objective of general in-
terest pursued, and whether it is “the least intrusive” for the rights at stake. So, the 
second question is whether there are means other than FRTs which are similarly 
suitable and impose less interference with fundamental rights. On this point, the 
evaluation must be carried out very carefully, since there are less restrictive tools 
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for investigating and prosecuting crimes that do not involve such pervasive auto-
mated surveillance, ethical concerns and high potential error rates. 

The last step is the strictu sensu proportionality test, which entails a different kind 
of assessment. Indeed, this sub-test consists of a broader comparison aimed at 
finding a balance between the intensity of the interference with rights (“costs”) and 
the importance of the objective to be achieved in a given context (“benefits”) 
(EDPB, 2019). In this case, the assessment of proportionality is always performed 
on a legislative measure ex ante, but the test aims to ascertain in concreto the ob-
jective pursued and the way in which fundamental rights are affected by envision-
ing the scenarios where the measures provided by the law would be applied. 
Again, the assessment is very tricky and involves manifold aspects. Bearing in 
mind the variables set out in table 1, when the strictu sensu proportionality test 
refers to costs, it considers the impact of FRTs, taking into account the context of 
surveillance (e.g., open public spaces), the scope (e.g., the number or the age of in-
dividuals involved), the level of intrusiveness (e.g., identification, categorisation 
and profiling of people, and even the rates of errors that may occur) and the funda-
mental rights of data subjects that may be affected (including the chilling effect). 
When this sub-test refers to benefits, on the other hand, it considers the needs and 
importance of the objectives pursued, taking into account the specific purpose 
(e.g., border security or surveillance of street furniture), or the seriousness of the 
crime prosecuted (e.g., terrorism or pickpocketing) (EDPB, 2022). 

The proportionate use of FRT under data protection 
regulations 

Setting the conditions for the proportionate use of FRTs in legislation is even more 
complex because the proportionality test, as outlined above, needs to take into ac-
count how data protection regulations specifically address the need for propor-
tionality in the use of FRTs. Proportionality, as mentioned, is a cornerstone of Arti-
cle 52(1) of the CFREU, but its testing is often ‘nested’ within proportionality in EU 
data protection law (Dalla Corte, 2022, p. 266) (Guinchard, 2018, p. 440), i.e., it is 
often subject to consideration of how the principle is articulated in existing data 
protection law. In order to understand whether legislation on the use of these 
technologies by LEAs involves a truly proportionate sacrifice of rights, we need to 
look at how data protection regulations deal with some of the most sensitive is-
sues at stake in the proportionality test and which will have to be assessed when 
FRTs are actually used. The emerging problematic aspects of the relationship be-
tween legislation and proportionality will then be addressed in order to give an 
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opinion on the AI Act. 

The LED adopts a regulatory framework that relies on a broader risk-based ap-
proach, in turn based on the proportionality principle (Gellert, 2018). Two aspects 
of this approach are worth noting for the purposes of this analysis. The first one is 
the importance of the general principle of accountability. Where LEAs use FRTs, they 
must implement “appropriate technical and organisational measures” in order to 
comply and be able to demonstrate compliance with data protection rules (Article 
19 LED). The stringency of safeguards that LEAs must implement will vary in pro-
portion to the severity of the risk, that is, the likelihood that these rules and rights 
will be violated (Yeung & Bygrave, 2022, p. 146). As a consequence, LEAs using 
FRTs must be accountable for the application of the rules outlined here, on the as-
sumption that the issues raised by the application and use of these surveillance 
technologies have not yet been thoroughly explored (Menéndez González, 2021, 
pp. 87-88). 

Secondly, the main tool for assessing the concrete risks that may arise and for 
managing the response measures is the data protection impact assessment (DPIA), 
designed as a mechanism to promote accountability (Demetzou, 2019). According 
to the LED, when a type of processing of personal data is likely to result in “a high 
risk to the rights and freedoms”, the controller, prior to the processing, should pro-
vide a DPIA containing (at least) a description of the envisaged processing opera-
tions, an assessment of the risks, the measures envisaged to address them, safe-
guards and mechanisms to ensure the protection of personal data and demon-

strate compliance with the LED (Article 27 LED).3 As a result, the DPIA is a tool for 
assessing ex ante a specific and concrete type of processing by a controller. This 
kind of assessment, despite the differences, takes account of many factors which 
are also relevant for the purposes of the above-mentioned proportionality test. In 
the case of the strictu sensu proportionality sub-test, in particular, the assessment 
of the proportionality of a legislative measure is conducted at a more abstract lev-
el, but it could nevertheless be considered as a “DPIA on the law” (EDPS, 2019, p. 
22). However, there is a growing demand to adapt this instrument to the impact on 
rights produced by algorithmic technologies (Janssen, Seng Ah Lee & Singh, 2022), 
specifically by FRTs (Castelluccia & Le Métayer Inria, 2020). 

Having pointed out these two aspects, we must now examine the provisions of da-
ta protection regulations that attempt to impose a proportionate use of FRTs and 

3. When a DPIA indicates that the processing would result in a high risk in the absence of measures 
taken by the controller to mitigate the risk, or involves a high risk to the rights and freedoms of da-
ta subjects, the controller must consult the relevant supervisory authority (Article 28 LED). 
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the difficulties in achieving this objective. The first barrier to a disproportionate 
use of FRTs lies in the data regime. Indeed, the LED has distinguished between 
personal data, such as simple facial images, and biometric data, i.e., data resulting 
from specific technical processing relating to personal data with the aim of 
uniquely identifying a person (Articles 3(13) and similarly 6(1) Convention 108+) 
(Kindt, 2018, p. 527). The biometric templates processed by ML algorithms fall into 
the latter category and their processing in any case constitutes a serious interfer-
ence in itself, regardless of the results of the recognition, e.g., a positive match 
(EDPB, 2022, p. 3). Consequently, there is a more restrictive regime for FRTs, as 
LEAs are allowed to process biometric templates – it is important to stress here – 
only if a double requirement is met: “where strictly necessary” and “where autho-

rised by Union or Member State law” (Article 10(1)(a) LED).4 

Strict necessity echoes the requirement of necessity – as we have seen – also laid 
down at the primary level in terms of “essentiality” and “least restrictiveness” for 
fundamental rights. But the LED sets a very stringent requirement, namely that the 
restriction must be limited to what is “absolutely necessary” (EDPB, 2022, p. 19). 
Drawing inspiration from Article 29 Working Party opinions (Art. 29 WP, 2017), 
CJEU case law (Digital Rights Ireland, §§ 57-62) and the variables in table 1, appro-
priate safeguards against the disproportionate use of FRTs can be conceived on a 
number of grounds. On the legal side, it is possible to limit the purpose of the pro-
cessing (e.g., allowing their use for investigating only certain categories of serious 
crime, or excluding their use for preventive purposes) or their actual deployment 
(e.g., restricting the interference to personal data pertaining to a particular time 
period, geographical area or categories of persons). On the technical and organisa-
tional side, it is possible to impose additional data security measures to ensure the 
confidentiality or integrity of data (e.g. through encryption). On the procedural 
side, it is possible to consider the prior authorisation of a court or another inde-
pendent body for the specific use of FRTs, or human intervention in order to verify 
the match between the sample image and the images in the watchlist to exclude 
false positives (Article 11(1) LED). Authorisation by law, on the other hand, echoes 
another requirement laid down at the primary level, namely “provision by the law”. 
However, as mentioned above, the lack of specific legislation directly regulating 
FRTs means that there is no regulation for the lawful restriction of fundamental 
rights that meets the characteristics of “necessary quality of law”, including in 

4. Alternative to the latter, biometric data may be processed to protect the vital interests of a person, 
or if it is “manifestly made public by the data subject”. In the latter case, it is not sufficient to make 
public a facial photo, e.g., on a social network, but the data subject must have deliberately made 
public the biometric template. 
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terms of “foreseeability” and “accessibility” as clarified by the CJEU and ECtHR. 
Moreover, this absence of legislation means that there is no legal basis for the pro-
cessing of biometric data either, according to Article 10 of the LED. In conclusion, 
we need clear rules detailing the appropriate legal, technical, organisational and 
procedural measures just mentioned for the use of FRTs by LEAs. 

Other provisions that attempt to address the use of FRTs in a proportionate way 
are the purpose limitation and data minimisation principles. Purpose limitation re-
quires that images be collected for “specified, explicit and legitimate purposes” 
and not further processed “in a manner that is incompatible with those purposes” 
(Articles 4(1)(b) LED and 5(4)(b) Convention 108+). For this reason, the legislation 
also defines the boundaries of the possible legitimate re-use of images (so-called 
secondary processing) for other purposes. Here the LED again requires explicit au-
thorisation by law and that “processing is necessary and proportionate to that oth-
er purpose” (Article 4(2) LED). Therefore, law enforcement purposes will not legit-
imise per se the re-use of data. Data collected for one crime may also be used for 
solving another crime, provided that compatibility is “assessed on a case-by-case 
basis and subject to a legal basis including clear and explicit safeguards” 
(Art.29WP, 2015, p. 6). In concrete terms, a facial recognition match obtained in 
one investigation may not be re-used in another investigation and accessed by dif-
ferent authorities unless it is verified as indispensable, in accordance with the 
principle of proportionality, for the identification of a specific suspect, victim or 
witness, and not for the identification of people unrelated to the crime or for 

generic categorisation purposes.5 

According to the data minimisation principle, on the other hand, the processing of 
images must be “adequate, relevant and not excessive” in relation to the legitimate 
purpose pursued (Articles 4(1)(c) LED and 5(4)(c) Convention 108+). This principle 
is also relevant for FRTs considering that they require an enormous number of im-
ages in order to be trained and to build watchlists. As will be better explained lat-
er, the use of highly differentiated images to train ML algorithms will lead to more 
accurate recognition. Moreover, as the UK Information Commissioner’s Office (ICO) 
pointed out, LEAs can follow very different practices in building watchlists, using 
images of people who are “in the focus of police attention” specifically targeted by 
police operations to be carried out (e.g., sporting events, specific crimes) or indis-
criminately expanding the number of images to be compared (ICO, 2019, pp. 
14-18). 

5. This is why Article 6 of LED requires a clear distinction be made between the personal data of dif-
ferent categories of people, such as suspects of a crime, victims or people convicted. 
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These two principles, however, risk proving an inability to guide a proportionate 
use of FRTs. As big data analytics teaches, alongside a primary use of images there 
is a secondary use that reveals the “optional value” of this data, the entity of which 
cannot be predicted (Mayer-Schönberger & Padova, 2016, pp. 317-320). The cases 
of re-use of data, the training datasets and watchlist building are illustrative of 
how images acquire value when processed in other activities or for other purposes. 
From the perspective of LEAs, this represents a “practical convenience” (Simoncini 
& Longo, 2021) in the use of data and FRTs that they hardly want to relinquish. 
Therefore, strong legislation is needed to counteract this tendency of LEAs: to un-
duly exploit data and technologies on practical grounds and, by encouraging the 
proportionate use of FRTs, prevent regulators and users from abusing surveillance 
power. 

The mentioned principles operate in continuity with the storage limitation princi-
ple, under which personal data must be stored in a form that allows the identifica-
tion of data subjects for a period of time no longer than is necessary to achieve the 
legitimate purposes (Article 4(1)(e) LED and 5(1)(e) Convention 108+). As stated by 
the CJEU, data retention must “meet objective criteria, that establish a connection 
between the data to be retained and the objective pursued” (Tele2 Sverige AB, § 
110): when this connection is broken and there is no further legal basis for pro-
cessing, data must be erased or made anonymous. Thus, with respect to LEAs’ ac-
tivities, the retention period should vary, for instance, in light of the conclusion of 
a particular inquiry or the passing of a final judicial decision. In the case of FRTs, 
we must also consider the results of the recognition: if there is no match, facial im-
ages and biometric templates cannot be retained and have to be automatically 
deleted; if there is a match, the data (and matching reports) can be retained for a 
strictly limited time provided by law with necessary safeguards (Consultative Com-
mittee, 2021, p. 12). Thus, national law may provide for a mixed system combining 
general maximum time limits with a periodic review of the need to store data for a 
further period, which should be assessed in terms of necessity and proportionality 
(Art. 29 WP, 2017, p. 4). In this respect, the retention of data for intelligence or pre-
ventive purposes is unlikely to pass a strict proportionality test, since in these cas-
es images are stored, especially on watchlists, without any specific crime to be 
prosecuted and thus without any point of closure. The storage limitation principle 
is thus a paradigmatic example of how legal rules should support the proportion-
ality test by placing a final limit on data processing and FRT use, which can only 
be overcome based on a rigorous assessment. 

The principle of proportionality also comes to the fore in respect of other core 
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rights enshrined in data protection legislation, namely the right to be informed 
about facial recognition and the other rights that flow from it. Indeed, LEAs must 
make available to the public various types of information about the use of FRTs, 
such as the proceeding authority, the purposes of recognition and the existence of 

other rights (Articles 13 LED and 8 Convention 108+).6 The right to be informed is 
also a prerequisite for the exercise of other rights, such as the right to request ac-
cess to stored data, or the right to rectification and erasure, especially in case of 
inaccuracy (e.g., low quality) or unlawful use of images (Articles 14 and 16 LED). In 
2019 the importance of those rights was stressed by the Hamburg Commissioner 
for Data Protection when he ordered the police to delete the database of video 
surveillance FRT material that was created to prosecute the violent protesters at 
the June 2017 G20 Summit (Hamburg DPA, 2019). The Hamburg Commissioner 
criticised the fact that people involved were not aware of such legal interference 
and therefore could not exercise their rights or even lodge an appeal against it 
(Raab, 2019). 

However, such rights face limits in proportion to the need to protect public inter-
ests. National legislation can limit those rights in order to not prejudice inquiries, 
the prevention or prosecution of criminal offences or the protection of public secu-
rity (Articles 13(3), 15 and 18 LED, and 9(2) Convention 108+). However, by refer-
ring to national law, European legislation leaves too much discretion to the States. 
The LED does not specify any minimum requirements for national legislation, 
apart from implicitly referring to the proportionality principle. Thus, each State 
can autonomously compare the interests at stake, define the purposes or crimes 
that can justify such limitations, the information that can be withheld and thus de-
termine the level of awareness of the population subjected to FRTs. However, it is 
precisely the non-transparent use of these technologies by LEAs and the percep-
tion of exposure to such controversial forms of surveillance that may help to ex-
plain concerns and protests such as those that have erupted in the US over the use 
of FRTs against Afro-Americans (Williams, 2020). The case of the rights in question 
therefore illustrates the need for detailed state legislation to not hollow out the 
guarantees provided to citizens subject to FRTs. 

Finally, there is an aspect to consider when assessing proportionality, which is also 
linked to the protests just mentioned, and which is perhaps the greatest source of 
concern about the use of FRTs. This is the issue of bias (Friedman & Nissenbaum, 

6. Unlike the GDPR, the LED does not consider the principle of transparency. Other information, such 
as the legal basis for the processing, or the storage period, must be provided to the data subjects in 
“specific cases” (Article 13(2) LED), which refers to situations where the data subjects need to be 
made aware of the processing in order to effectively exercise their rights. 

16 Internet Policy Review 12(1) | 2023



1996). Bias can lead to errors and inaccuracies in recognition, and consequently to 
racial, ethnic and gender discrimination. These risks need to be weighed as a cost 
of using FRTs in the proportionality test. Many forms of bias can afflict these sys-
tems (Veale & Binns, 2017) (Barocas & Selbst, 2016), but here it is sufficient to fo-
cus on those occurring within the training dataset used for ML algorithms. ML 
models can indeed embed discrimination due to model construction choices and, 
in particular, the data models under consideration (Kroll et al., 2017, p. 681). This 
is the case, for instance, when labels are used to classify images and sort them in-
to categories. The aim is to help ML systems recognise newly captured unlabeled 
images. But labels simplify the world in order to “capture” it in data, and conse-
quently bias can arise both in the choice of class labels and in the labelling activi-
ty (Borgesius, 2018, p. 15). Labels may cover names (for identification purposes), or 
racial and national identities, emotions, or other physical and behavioural features 
(for categorisation purposes), but the results can be very problematic (Crawford & 
Paglen, 2021). Moreover, bias can also occur when ML algorithms are trained on 
biassed data or learn from a biassed sample (Borgesius, 2018, p. 17). The accuracy 
of algorithms that automatically perform identification will be compromised if 
training data reflect implicit biases (Leslie, 2020). So, the greater the “pluralism” of 
the data used in relation to sex, age and ethnic origin, the greater the system’s 
ability to identify people. Recent studies, however, show that dark-skinned people 
and women are heavily underrepresented in these datasets (Cook et al., 2019) 
(Merler et al., 2019). Thus, dark-skinned women are associated with higher facial 
recognition error rates than light-skinned men of Caucasian origin, especially in 
the case of uncontrolled environments such as public streets (Buolamwini & Ge-
bru, 2017) (Grother et al., 2019). 

Other people who may experience discrimination as a result of the lower accuracy 
of FRTs include children, the elderly and people with disabilities. In relation to age, 
due attention must be paid to the temporal alteration of the physical elements 
used for recognition (FRA, 2019, p. 90). With respect to disabilities, in addition, it is 
necessary to consider the consequences resulting from accidents or specific syn-
dromes that can alter the morphological and behavioural state of a person (Byrne-
Haber, 2019). 

Data protection regulations have tackled bias where it states that personal data, 
also when used to train FRTs, should be “accurate and, where necessary, kept up to 
date” (Article 4(1)(d) LED). For this reason, LEAs wishing to employ FRTs must be 
able to demonstrate that there are no biases in these systems. As the “Bridges” 
case also shows, LEAs should make an evaluation of the demographic composition 

17 Mobilio



of each algorithm training dataset, either directly or through independent verifica-
tion, to determine that the dataset is not biassed towards any particular demo-
graphic group. No reasons of commercial confidentiality given by the manufacturer 
of the system can justify an LEA’s failure to make this assessment (R (on the appli-
cation of Bridges) v Chief Constable of South Wales Police, 2020, § 199). Other-
wise, smart policing instruments are legally and ethically unacceptable. However, 
this goal is not readily achievable. On the legal side, detecting bias or discrimina-
tion is not a specifically mentioned justification for processing sensitive personal 
data. Therefore, it may currently be unclear to what extent such processing is law-
ful in view of data protection legislation (FRA, 2022, p. 26). In addition, it is very 
difficult to prove that a person has suffered from discrimination precisely because 
of the poor quality of the training dataset. Moreover, the widespread use of FRTs 
trained on unrepresentative data makes it difficult to replace or correct systems 
currently in use. It is clear, therefore, why legislation regulating FRTs must be very 
cautious in assessing the potential benefits against possible, serious drawbacks. 

The future of FRT regulation: The AI Act 

An attempt to adopt a regulation that would set more stringent conditions for pro-
portionate use of FRTs is offered by the proposal for a Regulation “laying down 
harmonised rules on artificial intelligence” (so-called AI Act), which is still being 
negotiated at the time of writing this article (Council of the European Union, 
2022). EU Institutions have prepared the ground with several documents, such as 
the “Ethics Guidelines for Trustworthy AI”, produced by the High-level Expert 
Group on AI in 2019, or the White paper on AI published in 2021 by the European 
Commission, which laid down the foundations for a “human-centric” approach 
(Floridi, 2021). The aim is, on the one hand, to implement a trustworthy AI and, on 
the other, to facilitate the development of a Digital Single Market in the EU. 

The AI Act employs a risk-based approach (De Gregorio & Dunn, 2022), distinguish-
ing between uses of AI that create “unacceptable risks”, “high risks” and “low” or 
“minimal risk”, each associated with different redlines. Within the first category, the 
proposal bans “the use of ‘real-time’ remote biometric identification systems in 
publicly accessible spaces for law enforcement purposes” (Article 5(1)(d)). This ap-
plies to the ‘particularly intrusive’ FRTs discussed thus far (Recital 18). However, 
the AI Act provides such broad exceptions to this ban that “it barely deserves to be 
called a ‘prohibition’” (Smuha et al., 2021, p. 25). 

Firstly, LEAs can deploy FRTs when “strictly necessary” for the objectives of: search-
ing for crime victims; preventing a “specific, substantial and imminent threat” to 
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the life of people, a critical infrastructure or a terrorist attack; and prosecuting per-
petrators or suspects for crimes sentenced with a certain punishment referred to in 

the Decision on the European Arrest Warrant7, or in the law of Member States. The 
actual deployment of FRTs, therefore, must take into account several elements: the 
nature of the situation giving rise to the possible use and the consequences for 
rights and freedoms. LEAs should comply “with necessary and proportionate safe-
guards and conditions”, as regards “the temporal, geographic and personal limita-
tions” (Article 5(2)). Moreover, each individual use must be authorised by a national 
judicial authority or independent administrative authority (except in urgent cases, 
where validation must be requested “without undue delay during use of the AI sys-
tem”), on the basis of “objective evidence” and “clear indications” in terms of “ne-
cessity for and proportionality to” the objectives (Article 5(3)). Member States will 
have to specify the rules for such authorisation and may also provide for the op-
tion of restricting the use of FRTs in relation to the offences to be prosecuted (Arti-
cle 5(4)). National rules are indispensable, because the future AI Act cannot be in-
voked as a sufficient legal basis under the provisions of the LED (Recital 23). Final-
ly, FRTs are also expressly subject to the conditions set by the second category of 
high risk uses of AI (Annex III(1)). The new regime is inspired by that of the New 
Legislative Framework and imposes numerous burdens on all value chain partici-
pants. Providers, in particular, before they can place technology on the market, 
must demonstrate compliance with all the obligations by undergoing a “conformity 
assessment”, as an internal control check that once passed allows the CE mark to 

be affixed to high-risk AI systems.8 

As a result, FRTs empowered by AU will be regulated by dedicated legislations, and 
their employment will be governed by the principles of proportionality and neces-
sity, under the supervision of an independent (possibly judicial) public authority. 
With reference to the distinction made in table 1, LEAs will only be empowered to 
use FRTs to search for certain individuals and for purposes of investigation and re-
pression of a crime, since it is very difficult for other cases to meet these stringent 
requirements. However, the overall framework raises some concerns. The problems 
can be divided into three groups, depending on whether they relate to (i) the for-
mulation of the rules just mentioned, (ii) to what is missing in these rules or (iii) to 
the relationship of these rules with existing data protection legislation. 

7. Council Framework Decision 2002/584/JHA of June 13, 2002. 

8. With the exception of remote biometric identification systems, which are subject to a third-party 
conformity assessment (Art. 43(1)). The latter can in turn be excluded if the provider demonstrates 
that the system complies with the “harmonised standards” (Art. 40) or with the “common specifica-
tions” (Art. 41). 
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With regard to the first set of problems, i.e., exceptions to the prohibition of the “re-
al-time” use of FRTs by LEAs, we must first look at the objectives set. Here there is 
an attempt to limit the use of FRTs to the most serious cases and “narrowly defined 
situations” (Recital 19), but some of the crimes listed as exceptions in the Euro-
pean Arrest Warrant Decision are not particularly serious (e.g., corruption or fraud) 
(Raposo, 2022a, p. 96); the mention of critical infrastructure similarly risks leaving 
LEAs with too wide a margin of discretion in the use of FRTs. Even the reference to 
national law, although limited to offences punishable by a sentence of at least five 
years, seems to be too broad. Consequently, there is a risk that the legislation will 
allow a disproportionate use of these technologies. 

Looking at the actual deployment of FRTs, what is essentially required is a case-by-
case assessment, not left up to LEAs, and based on the principle of proportionality. 
This is undoubtedly a step forward compared to the currently existing rules. But 
even here it would be necessary to look closely at the national implementing leg-
islation, which risks, on the one hand, not providing sufficient guarantees for citi-
zens regarding the intervention of the judicial or independent administrative au-
thority and, on the other hand, falling short in terms of regulation, because the 
Proposal does not require Member States to adopt rules on other aspects of the 
use of these systems that should be regulated, although CJEU and ECtHR case law 
has emphasised the importance of having clear, precise and accessible rules gov-
erning the scope and application of mass surveillance measures (Barkane, 2022, p. 
155). As mentioned, data protection regulation clearly shows that these rules 
should support the proportionality assessment, also in contrast to considerations 
regarding the practical convenience of using FRTs. In addition, the authorities that 
should authorise the use of FRTs (and LEAs as well) lack a tool similar to the DPIA 
to help them assess the risks and countermeasures to be taken in specific situa-
tions. Therefore, the AI Act should not miss the opportunity to introduce impact 
assessments that would require users to identify and assess the impact of AI sys-
tems on fundamental rights, as well as on society and democratic values (EDRI, 
2021, p. 35). 

The second set of problems relates to what the AI Act does not regulate, or does not 
regulate adequately. Primarily, the ban does not cover all possible uses of FRTs by 
LEAs, including some that are not considered in this analysis, even when there is a 
serious threat to rights and freedoms (Christakis et al., 2021). This may be seen in 
the case of “ex post” use, or use to detect a person’s emotional state, or to assess 
their personality traits and characteristics, or to profile individuals for the purpose 
of detecting, investigating or prosecuting criminal offences. AI systems used for 
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such purposes are considered “high risk” (Article 6(3) and Annex III draft AI Act). 
There is legitimate concern as to whether these cases should also be prohibited or 
further restricted, as the proposal potentially leaves room for a disproportionate 
use of FRTs. In particular, it has been questioned whether “ex post” use – where 
the biometric data have already been captured, and the comparison and identifica-
tion occur only “after a significant delay” (Recital 8 draft AI Act) – can actually be 
considered less dangerous than “real time” use (Schröder, 2022). The distinction is 
justified by the fact that “ex post” use is “likely to have a minor impact on funda-
mental rights” compared to “real time” use “which may be used for the processing 
of the biometric data of a large number of persons” (Recital 8). However, we cannot 
exclude the possibility that the former would not be less intrusive than the latter, 
since the intrusiveness does not necessarily depend on the length of time within 
which the biometric data is processed, and a mass identification system is able to 
identify thousands of individuals in only a few hours (EDPB & EDPS, 2021, §31). 
Nevertheless, it is worth noting that the French Conseil d’Etat recently ruled that 
the “ex post” use of FRTs meets the requirements of “absolute necessity” set by the 
LED and French data protection law solely because it allows for police officers to 
be able to effectively compare images to identify suspects and support criminal in-
vestigations with a high degree of reliability (Christakis & Lodie, 2022). 

In addition, biometric categorisation systems and emotion recognition systems are 
not necessarily regarded as high-risk, even when used by LEAs (Article 52). But cate-
gorising people based on their physical characteristics, such as visible gender, race 
or age, opens the door for serious risks of discrimination against minorities such as 
those with religious, racial or LGBTQI+ identities. Moreover, the claim of being able 
to read emotions from the images of human bodies is far from being scientifically 
and objectively corroborated. Studies show that the way people communicate ap-
parently clear emotions varies considerably between cultures, situations and even 
between individuals in different circumstances. At the same time, similar configu-
rations of facial expressions may express one or more complex emotions (Barrett 
et al., 2019). So, these uses may also be disproportionate and deserve to be 
banned or severely restricted. 

The third set of problems relates to the aforementioned provisions of the AI Act 
and their relationship with the existing data protection legislation. Some aspects of 
the LED and the AI Act, such as the definition of biometric data, are expressly re-
lated (Recital 7 draft AI Act). In other parts, by contrast, the two are not related and 
the rules of the AI Act regarding the “real time” use of FRTs by LEAs apply as a lex 
specialis in relation to the LED (Recital 23 draft AI Act). Thus, the former should 
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prevail over the latter. However, we need to assess whether the new Proposal 
might lead to a backward step in the protection of rights compared to the existing 
data protection law. In any event, the EDPB and the EDPS have also stressed that it 
is crucial to ensure clarity concerning the relationship between the Proposal and 
existing legislation (EDPB & EDPS, 2021, §15). 

In some parts, the Proposal does not overlap with data protection regulation, as in 
the case of the purpose limitation and data minimisation principles, or the storage 
limitation principle. Here the latter should continue to apply. In other parts, how-
ever, there is an overlap, and it is necessary to determine which regulation should 
apply. We can find an example of overlap and a backward step in the protection of 
fundamental rights in the case of information. The AI Act also requires the provi-
sion of information as a form of transparency (Veale & Borgesius, 2021, p. 13). 
However, unlike data protection regulation, the information will not be given di-
rectly to people, but only recorded in a public database (Article 60 Proposal AI 
Act). Furthermore, as stated by the EDPB & EDPS, the transparency obligation does 
not apply to AI systems used for law enforcement and it is too broad of an excep-
tion: a “distinction must be made between AI systems that are used to detect or 
prevent and AI systems that aim to investigate or help the prosecution of criminal 
offenses. Safeguards for prevention and detection have to be stronger because of 
the presumption of innocence” (EDPB & EDPS 2021, §70). Therefore, the propor-
tionality test must take into account people’s lower awareness of the use of FRTs in 
order to determine whether these instruments are the least restrictive measure, 
and to weigh the costs against the benefits. 

On the other hand, an important step forward compared to the existing regulations 
appears to have been made in the case of data quality and bias. The Proposal 
recognises that the technical inaccuracies of FRTs “can lead to biased results and 
entail discriminatory effects” (Recital 33). Consequently, training, validation and 
testing data sets should be subject to “appropriate data governance and manage-
ment practices”, to ensure that they are “relevant, representative, free of errors and 
complete” (Article 10(3)). Datasets will consider the “specific geographical, behav-
ioural or functional setting” within which FRTs will be used (Article 10(4)). Bias 
monitoring, detection and correction will be separate justifications for the process-
ing of sensitive categories of personal data as part of the quality standards for 
high-risk AI systems (Article 10(5)). Unlike the generic provisions of the LED, the 
requirements set forth by the Proposal are more precise and aimed at preventing 
market placement of non-compliant FRTs. They call for pluralistic training datasets 
and watchlists. Moreover, the data processed by FRTs should be chosen in relation 
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to the concrete use of the system.9 However, we should not forget that the en-
forcement of the new rules is left up to providers, leaving too much discretion to 
providers in the assessment of “adequacy” (Smuha et al., 2021, p. 24). Furthermore, 
it is wishful thinking to believe that datasets can be “complete” and “free of errors”, 
especially in the case of systems that are already in place, also given the high 
costs of correcting datasets or building new ones (Hacker, 2018, p. 1150). Again, 
particular care must be taken to identify the actual costs and benefits of using 
FRTs. 

Conclusion 

FRTs are biometric means that enhance the surveillance powers of LEAs. The de-
bate on whether these technologies should be banned in whole or in part is very 
heated, especially following discussion on the proposed AI Act. Using the concep-
tual tools of constitutional law, this paper seeks to contribute insights regarding 
the legal question of whether a ban is an inevitable solution. We argue that it is 
possible to regulate FRTs in a way that balances the benefits of this surveillance 
power with the protection of fundamental rights, the preservation of the democra-
tic order and the rule of law. Our analysis has focused on the ‘real-time’ use of 
FRTs, one of the most worrying applications of these biometric technologies. We 
have offered a taxonomy of the most widespread uses of FRTs, distinguishing be-
tween different purposes, targeted people and contexts. For each of these, a num-
ber of variables have been made explicit which, in ascending order, increase the 
level of concern for different reasons. On the ethical side, the deployment of FRTs 
may lead to the undermining of various human values, which can be essentially 
related to dignity. On the technical side, the risk of inaccuracy increases due to 
many factors, mainly related to image quality. On the social side, public opinion 
shows widespread disagreement with the use of these technologies by LEAs. Final-
ly, in terms of the protection of fundamental rights, we are dealing with technolo-
gies that can simultaneously restrict a number of rights, either directly or through 
chilling effects. In consideration of these dangers, the analysis has focused on the 
legal conditions under which LEAs are allowed to use FRTs. The answer lies in the 
requirements set by the CFREU and ECHR, as detailed by the CJEU and the ECtHR, 
in terms of legal basis and proportionality between the objectives pursued and the 
sacrifice of fundamental rights. The proportionality test thus established must 
therefore be read in conjunction with data protection legislation, which seeks to 
set the conditions for the proportionate use of FRTs. Data protection regulation 

9. In addition, the AI Act also guarantees human supervision, as the intervention of two natural per-
sons is required to confirm any match based on facial recognition (Article 14(5)). 

23 Mobilio



confirms that without clear rules laying down strict conditions or safeguards (as in 
the case of biometric data) and addressing the practical convenience of using 
these technologies (as in the case of the limitation and minimisation principles), 
the use of FRTs by LEAs is unlikely to pass the proportionality test. Accordingly, 
there is a need for legislation that supports the proportionality assessment (as in 
the case of maximum data retention periods), without leaving too much discretion 
to the Member States (as in the case of the right to information and other related 
rights), but rather requiring them to consider and weigh all the relevant factors (as 
in the case of bias). With these considerations in mind, it has been possible to ex-
press an opinion on the recently proposed AI Act, which, not surprisingly, includes 
among the prohibited AI practices the precise use by LEAs of ‘real-time’ remote 
biometric identification systems, such as FRTs, in publicly accessible spaces. De-
spite the advances in terms of regulation that explicitly address these technolo-
gies, the proposal reveals several problematic aspects. One of the most important 
is the excessive reference to national legislation, which leaves too much room for 
manoeuvre in the regulation of these technologies, opening up the possibility of 
disproportionate use. The AI Act also fails to regulate with due care all possible 
uses of FRTs by LEAs, leaving the door open to possible uses that could prove 
equally dangerous to fundamental rights. Finally, the draft shows little connection 
with existing data protection legislation, and while in some respects it appears to 
enhance the protection of rights, in others it seems to set it back. Thus, the Euro-
pean legislator’s decision to regulate these technologies without banning them 
outright appears to be the right one in the abstract, but the concrete conditions 
imposed suggest that perhaps the time is not yet ripe to put this surveillance pow-
er fully in the hands of LEAs. 
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