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Abstract

The escalating complexity of the hospital environment, propelled by tech-
nological advancements, necessitates a comprehensive exploration of the in-
tegration and management of diverse tools and technologies in healthcare
settings. In this context, digital solutions, including the Internet of Things,
robotics, mobile apps, sensors, and Artificial Intelligence (Al), play pivotal
roles in enhancing treatment efficacy, ensuring patient safety, and optimising
resource utilisation. The proliferation of health technologies demands a ro-
bust strategy for investigating factors affecting patient safety, necessitating
interventions grounded in evidence-based approaches. This thesis delves into
the critical analysis of manufacturer-recommended maintenance practices,
urging Clinical Engineers and Health Technology Management professionals
to adopt evidence-based methods. Real-World Data emerges as a valuable
resource, offering observational insights into the effectiveness and safety of
health technologies, with implications for regulatory decision-making, com-
pliance with the EU Medical Device Regulation, and post-market surveil-
lance. Addressing these challenges, this manuscript promotes the applica-
tion of semantic ontologies to standardise data and enhance communication
across healthcare systems. It highlights the role of semantic ontologies in
managing the complexity of healthcare facilities, facilitating communication
among various roles, and bridging gaps in data standardisation. The central
focus of the work is developing a framework employing Natural Language
Processing, Deep Neural Networks, and Explainable Al to extract and clas-
sify adverse events related to Health Information Technologies. Leveraging
records from the US Manufacturer and User Device Experience database, the
framework aims to provide a novel approach for obtaining Real-World Evi-
dence in Clinical Engineering fields, including Evidence-Based Maintenance,
Health Technology Management, and Assessment.
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Chapter 1

Introduction

The hospital environment is becoming more and more complex as techno-
logical development is advancing [88]. Nowadays, healthcare facilities in-
corporate different tools and technologies for empowering the efficacy and
efficiency of health treatments, and for minimizing the obstacles about acces-
sibility and cooperation, as well as strengthening patient safety, productivity,
and quality of the working environment, while preserving cost-effectiveness.
Digital solutions which support services and resources are being introduced
in this scenario: Internet of Things (IoT), robotics, mobile apps, sensors,
and Artificial Intelligence (Al) are increasingly becoming important in al-
most all healthcare processes [30-32]. The volume and diversity of technical
assets present in healthcare institutions reflect the complexity of technology
management, which must be effective to ensure that the equipment is always
used safely and effectively. Investigating the factors that affect patient safety
pushes health professionals to determine the causes of related problems, iden-
tify meliorative interventions, and evaluate the effectiveness and efficiency of
such interventions. Patient safety is strictly related to health technologies, in-
cluding devices, medicines, vaccines, procedures, and systems. Studying and
managing health technology adverse events is critical for improving medical
quality and safety [100]. In recent years, we have encountered a process of
critical analysis of the manufacturer’s maintenance recommendations, urging
Clinical Engineers (CE) and Health Technology Management (HTM) profes-
sionals to adopt evidence-based methods to maintain medical equipment’s
dependability and safety while using their resources wisely [50].

In this scenario, Real-World Data (RWD), i.e., observational data asso-
ciated with outcomes in real-world settings, can be used to generate Real-



World Evidence (RWE) to assess the effectiveness and the safety of a given
health technology by examining the intended and unintended consequences
of its use. RWE can be employed in healthcare for different purposes, such
as to support more effective and cost-efficient medical product regulatory
decision-making across the product life cycle. The new EU Medical Device
Regulation 2017/745 (EU-MDR) requires companies to register their devices
in the EUDAMED database following the European Medical Device Nomen-
clature (EMDN), and to provide a Periodic Safety Update report and a Post
Market Surveillance (PMS) report [29]. Creating these reports strengthens
the post-market monitoring and vigilance system of medical devices by im-
proving quality and patient safety. The continuous analysis of the safety
signals, which emerge from the adverse events of the medical devices avail-
able on the market, has indeed a strong significance for manufacturers in
relation to the aforementioned legal obligations. Besides, RWE is also very
useful for performing the market evaluation of a specific medical device,
analysing faults, planning updates and interventions, and avoiding recalls.
It is also well-recognized that RWE is a source for assessing the impact of
health technologies in terms of risk minimisation, pricing, and reimbursement
decisions [14].

Health Technology Assessment (HTA) is “a multidisciplinary process that
uses explicit methods to determine the value of health technology at differ-
ent points in its life-cycle. The purpose is to inform decision-making in or-
der to promote an equitable, efficient, and high-quality health system” [54].
The process is formal, systematic, and transparent, and uses state-of-the-
art methods and data collected during the routine delivery of health care
to consider the best available evidence. Decision support techniques such
as Multi-Criteria Decision Analysis (MCDA) or Analytic Hierarchy Process
(AHP) are common methods employed in HTA which can be applied to
obtain RWE on different aspects (e.g., safety and effectiveness) of different
health technologies, in order to provide innovation in assessment for public
international institutions and authorities, such as the World Health Organi-
zation (WHO) or National Health Systems (NHSs). Outcomes can be used
to highlight both the most common faults and the unexpected new problems
of medical devices.

Maintenance is another essential component of the activities in the hos-
pital’s CE and HTM departments, because of the enormous personnel and
financial resources required. As a result, evaluating the efficiency of main-



tenance programmes solely depends on making the best use of the available
resources [115]. Evidence-Based Maintenance (EBM) starts from the analy-
sis of the causes of equipment failures and uses these results to continually
improve maintenance. EBM involves the use of empirical data and scientific
evidence to identify the optimal maintenance strategies for medical devices.
This approach aims to improve the efficiency, reliability, and safety of med-
ical equipment, which is critical to ensure the quality of healthcare delivery.
EBM allows comparison of different maintenance strategies and provides con-
crete evidence to prove the safety and effectiveness of the one adopted. EBM
begins with the analysis of RWE to monitor the maintenance effectiveness
and plan any necessary changes to improve it. Maintenance reports, stored
in Computerized Maintenance Management System (CMMS) software, can
be a great source of RWD, from which RWE can be extracted. Unfortu-
nately, CMMS often only contain a description of the failures, the repair
procedures and any spare parts used, thus lacking information about any
measures needed to prevent the failure [49).

Analyses based on RWE require the availability of a significant amount
of RWD to perform a solid study and extract actual evidence of a general
nature. Medical RWD can originate from different sources, such as Electronic
Health Records (EHR), patient surveys, CMMS, and Spontaneous Reporting
System (SRS) databases. One of the main difficulties which arises when
dealing with RWD is the lack of standardization among countries which
makes any sort of parsing nearly unfeasible. For instance, in the specific
case of CMMS, the same medical device can be identified with different
codes and different nomenclatures from country to country, as well as there
is no international standard classification of fault codes.

Semantic ontologies are proven to be very useful tools which allow sharing
as well as reusing concepts in a standardized way so that the data gathered
from heterogeneous sources receive a common nomenclature [81]. They can
be used to enhance the traditional approaches to healthcare facilities man-
agement, facilitate CE/HTM, HTA, strengthen communications, and outline
every potential interaction between various roles.

Open-access SRS, such as the FDA Adverse Event Reporting System
(FAERS), the Vaccine Adverse Event Reporting System (VAERS), the US
Manufacturer and User Device Experience (MAUDE) database, and the EC
EUDAMED are huge sources of information about adverse events related
to health technologies, providing an enormous quantity of RWD which can



be freely accessed and further analysed to extract evidence. Recently, these
data sources show the common trend of the gradual growth of adverse events
related to Health Information Technologies (Fig. [63], which is coherent
with the diffusion of medical software in healthcare and with the resulting
possible faults which, in addition, may be also caused by the hardware they
are installed on [48].
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Figure 1.1: HIT-related adverse events extracted from the MAUDE database

up to 2018 .

Health Information Technologies (HIT) are computing systems used in
the storage, retrieval, analysis, and communication of health-related data.
Internationally, billions of dollars have been invested in HIT and they are
now routinely used to support the provision of healthcare, to increase the
efficiency of health systems, and to improve the outcomes experienced by
patients [83)].

In such a scenario, using Neural Networks and Natural Language Process-
ing (NLP) techniques to mine structured data from the above-cited sources
can improve the extraction of RWE, thus empowering the processes of de-
signing, assessing, evaluating, and managing health technologies. In such
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real-world applications, explainability and transparency of Al systems are
becoming more and more essential for users and for the researchers and de-
velopers who create Al solutions [123].

However, Neural Networks are usually weak in explaining their inference
processes and final results, and they are typically treated as a black box
by both developers and users. Explainable Artificial Intelligence (XAI) is
a research field that aims to make AI systems results more understandable
to humans. The term was first coined in 2004 by Van Lent et al. [103], to
describe the ability of their system to explain the behaviour of Al-controlled
entities in simulation game applications. Currently, the term XAI refers to
the initiatives and efforts made in response to Al transparency and trust
concerns, more than to a formal technical concept. The goal of enabling
explainability in Machine Learning (ML) “is to ensure that algorithmic de-
cisions, as well as any data driving those decisions, can be explained to
end-users and other stakeholders in non-technical terms” [7].

1.1 The objective

The main goal of this work is to develop a framework to support the ex-
traction of RWE through NLP and Deep Neural Networks (DNNs) for min-
ing and classifying HIT adverse events extracted by heterogeneous sources
of RWD. To achieve the proposed goal, records extracted by the MAUDE
database have been labelled by experts as HIT /non-HIT adverse events and
used to fine-tune a pre-trained model for binary text classification. The
model has been validated with a 10-fold validation process and then tested
against a subset of records to assess its performance. XAI methods have
been further applied to highlight the most common features which led to
a given classification, helping the final user understand the type of HIT-
related adverse event. The developed framework is something that has not
been experienced yet, and so it may result in a novel and possibly new suc-
cessful approach for obtaining RWE for decision-making purposes in several
Clinical Engineering fields, such as the above-cited Evidence-Based Mainte-
nance, Health Technology Management and Assessment, and Post-Market
Surveillance.

This work also intends to shed light on and elucidate the challenges aris-
ing from the noted absence of uniformity across nations, with a particular
emphasis on the imperative for standardization and compatibility in the med-
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ical device’ nomenclature and faults classification. To accomplish this objec-
tive, a comprehensive literature scoping review was conducted on semantic
ontologies to systematically chart research undertaken in ten designated do-
mains of interest, with the ultimate goal of constructing a comprehensive and
shared ontology that comprehensively depicts the healthcare environment.



Chapter 2

Background

2.1 Data sources available for medical device
vigilance

Health authorities maintain two types of regulatory databases: Spontaneous
Report System (SRS) databases and recall/alert databases. The main pub-
licly available SRS databases are:

e The US Manufacturer and User Facility Device Experience (MAUDE),
regulated by the Food & Drug Administration (FDA) Center for De-
vices & Radiological Health;

e The EU European Databank for Medical Devices (EUDAMED), reg-
ulated by the European Commission;

e The Australian Database of Adverse Event Notifications (DAEN), reg-
ulated by the Therapeutics Goods Administration.

Manufacturers are required to submit incidents to these vigilance databases.
while healthcare professionals, patients, and other organizations may submit
incidents at their discretion. Voluntary submissions are a leading cause of
under-reporting. The FDA released the final ruling for medical device vigi-
lance on a Unique Device Identification (UDI) system in 2013. The European
Commission has also mandated UDI adoption since 2020 for devices ob-
taining certification under the EU-MDR. The International Medical Device
Regulators Forum (IMDRF) created a dictionary of adverse events, device
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malfunction, and investigation codes specific to medical devices, which is be-
ing implemented both in the FDA MAUDE and in the EC EUDAMED [53].
MAUDE is the most widely used and publicly accessible SRS, collecting data
from all around the world [16]. EUDAMED is expected to have both UDI
and IMDRF' coding for devices and events, but event submissions have only
started in 2022, while public database access levels still remain uncertain.

Table 2.1: Publicly Available Vigilance Databases.

Country National Regulatory Au- Database

thority
United FDA Center for Devices & Manufacturer and User
States Radiological Health Facility Device Experience
(MAUDE)
European European Commission European Databank for
Union Medical — Devices  (EU-
DAMED)
Australia Therapeutics Goods Adminis- Database of Adverse Event
tration Notifications (DAEN)

2.2 Spontaneous Reporting Systems and
Health Information Technologies fault

classification

A literature review has been performed on SRS databases and their use
for data and text mining, as well as on Health Information Technology
(HIT) fault classification. The majority of works in the area of mining
SRS databases were based on the FDA Adverse Event Reporting System
(FAERS) and the Vaccine Adverse Event Reporting System (VAERS) but
also included articles based on the MAUDE. Very few of them regarded
data repositories maintained by other countries. Identified articles focused
only on structured data. However, some investigators have recently begun
to tune the SRS disproportionality results with information from other data
repositories. For example, Harpaz et al. [42] and Iyer et al. [60] utilized
information from the clinical notes of electronic health records to augment
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the results of signal detection in the FAERS database, while Xu et al. [124]
used the biomedical literature within MEDLINE to boost the results of dis-
proportionality analysis. A study by Wang et al. [117] focused on creat-
ing a normalized, open-source data mining set of FAERS drug information
aggregated with RxNorm, the National Drug File-Reference Terminology
and the Medical Dictionary for Regulatory Activities (MedDRA). This work
should facilitate downstream text mining approaches within FAERS. It also
highlights the level of detailed effort needed to collate the information in
SRS databases such as FAERS, VAERS, and MAUDE, where entry of non-
structured product identifying data is the norm.

A brief literature review has also been performed on adverse events solely
referred to HIT. Alemzadeh et al. [2] studied 5,294 medical device (MD) re-
calls between 2006 and 2011 and observed that computer-related recalls con-
tributed to 1,210 of all recalls in the period. Of the computer-related recalls,
94% presented some risk of serious injury or death. 64% of the computer-
related recalls were related to software faults. Studies on HIT failure |73]
show that from January 2015 to July 2017, there were 678 reports of 436
different adverse medical device events associated with health information
technology. Most of the 46 events associated with patient harm were re-
lated to the computerized physician order entry and picture archiving and
communication systems. Software issues were classified into four categories:
functionality, system configuration, device interface, and network configura-
tion. An analysis of MD recalls registered in FDA records for the period
1999-2005 reported that one-third concerned MDs using software for their
functioning and showed a constant increase of software failure throughout
these years [11].

2.3 Natural Language Processing

A literature review has been performed on Natural Language Processing
(NLP) techniques applied to medical devices. Sentiment Analysis (SA) is an
approach to NLP that identifies the emotional tone behind a body of text.
In healthcare, it can be employed to gain insights from both medical social
media and clinical documents regarding the effectiveness of a treatment or
medication [19].

A recently published scoping review was used as a starting point [89).
The first distinction that emerges from the review is the preferred approach
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used for NLP tasks and SA: lexicon-based vs ML-based. As generally stated
by the authors, the lexicon-based approach is not well suited for capturing
the meanings in medical texts. Comparing the outcomes of studies which
used both lexicon and ML approach [61] with the outcomes of studies which
used the first [71] or the second method [23] (same topic and data sources)
confirmed the findings from previous works: the lexicon-based approach has
significant drawbacks in evaluating the real sentiment of health technologies.
The majority of analysed papers rely on ML methods (Support Vector Ma-
chines - SVM, Naive-Bayes, regression tree) using input features such as POS
(Part of Speech) tagging, TD-IDF (Term Frequency-Inverse Document Fre-
quency), BTO (Binary Term Occurrences) and Word2Vec. In particular, the
SVM classifier is one of the most successfully used in opinion mining [23,61].

Additional domain-specific features have also been explored in some ap-
proaches, mainly UMLS (Unified Medical Language System) concepts reflect-
ing medical conditions and treatments, such as MeSH [21]. Other works, fo-
cusing on NLP but outside the medical domain, also used external resources
for query expansion such as DBpedia [84,85] or Babelnet [75]. Biomedical
texts, including adverse events reports, are potential resources of massive
information and hidden knowledge, unfortunately, it is not possible for re-
searchers and practitioners to keep themselves updated with all the devel-
opments in the biomedical field [80]. The emphasis of biomedical research is
therefore shifting from individual entities to whole systems, with the demand
of extracting relationships between entities from biomedical text to generate
knowledge.

Biomedical Causal Relation Extraction (BCRE) aims to efficiently reveal
high-quality relations from domain-related resources [126]. Recent works
have shown how deep learning can be used to solve NLP and BCRE tasks.
Deep-learning models exemplifying the notion of unsupervised representation
learning are the autoencoders (AE). They became popular as an early tool
to pre-train supervised deep-learning models, especially when labelled data
was scarce, but still retain usefulness for entirely unsupervised tasks such
as phenotype discovery [96]. AEs have been applied to biomedical fields for
clinical relation extraction [72] and, in EHRs, as outcome predictors [78].

Transformer models, introduced in 2017 [104], have been developed to
address NLP tasks and overcome the limitations of Recurrent Neural Net-
works (RNNs). Transformers have become the deep-learning model of choice
for NLP problems [65,[119] (Fig. [2.1).
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Figure 2.1: Peer-reviewed and non-peer-reviewed publications about NLP
over the years .

Transformers make use of multi-headed self-attention to perform sequence
to-sequence learning tasks . Self-attention is used to learn long-range
dependencies between the elements in a sequence. Multi-head self-attention
is the combination of several attention heads. This is conceptually similar
to how a convolutional layer can consist of multiple convolution filters, with
each filter independently extracting different types of features. The attention
mechanism performs a lookup producing a set of weights for each element.
The most relevant elements have the highest attention scores. This allows
the model to be explainable with reference to both input and output.

This has led to the development of pre-trained systems such as the pop-
ular BERT (Bidirectional Encoder Representations from Transformers) [20]
and GPT (Generative Pre-trained Transformer) [91]. They are trained with
huge general-language datasets such as Wikipedia Corpus and Common
Crawl. They can be also fine-tuned to specific NLP tasks (Fig. .

NLP is particularly booming in the healthcare industry. This technology
is improving care delivery and disease diagnosis, as well as medical equipment
management while bringing costs down while healthcare organizations are
going through a growing adoption of electronic data management systems
(Fig. [2.3)).
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Figure 2.3: Number of publications containing the sentence “natural lan-
guage processing” in PubMed in the period 1978-2018. As of 2018, PubMed
comprised more than 29 million citations for biomedical literature.

Biomedical and clinical NLP community researchers have been actively
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proposing BERT-based models to process biomedical and clinical text infor-
mation effectively and efficiently. Successful biomedical and clinical BERT
models include SciBERT [10], which is built on basic BERT to increase its
performance on scientific data; BioBERT [67], which is a domain-specific
BERT model pre-trained on a large number of biomedical text corpora;
Clinical BERT [46], which is a language representation model to extract high-
quality relationships between medical concepts from extensive clinical notes.
Recent studies 1] show that these specifically pre-trained models outperform
classical models in extracting evidence from biomedical corpora.

2.4 Semantic Ontologies

A semantic ontology is a tool for knowledge representation built on formal
collections of terms. It is used to describe and represent a field of inter-
est (also known as a domain) clearly and consistently. The Semantic Web
(Fig. [2.4), a World Wide Web extension created by the World Wide Web
Consortium (W3C) [109] with the primary objective of enabling computers
to support networked interactions, is grounded on ontologies. The Seman-
tic Web offers a framework for data querying and ontology-based inferences
using a variety of technologies. Numerous applications use ontologies and
vocabularies to make it easier to integrate data from various sources and to
formally organize knowledge by connecting terms through logical relation-
ships. Drawing inferences (automatic processes that create new relation-
ships based on the data stored in the vocabulary itself) in order to carry
out reasoning procedures is also made possible by ontologies. An ontology’s
structure is hierarchical and is based on techniques that divide the items
it contains into “classes” and “sub-classes”. Individual resources may then
be mutually associated, resulting in the logical association of classes and in-
stances. Semantic ontologies are becoming increasingly important because
of their capabilities to provide a common representation of a domain among
different users by linking concepts and instances, supporting interoperability
between heterogeneous data archives, and fostering the reuse and sharing of
knowledge [64].

The W3C provides several techniques to define various forms of standard
vocabularies given the broad range of operations provided by ontologies,
such as Resource Description Framework (RDF), Web Ontology Language
(OWL), Javascript Object Notation for Linked Data (JSON-LD), and HL7
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Fast Healthcare Interoperability Resources (FHIR) |107]. According to the
W3C Semantic Web, RDF is a standard model for data interchange on the
Web. RDF has features that facilitate data merging even if the underlying
schemas differ, and it specifically supports the evolution of schemas over
time without requiring all the data consumers to be changed. RDF ex-
tends the linking structure of the Web to use Uniform Resource Identifiers
(URIs) to name the relationship between things as well as the two ends of
the link (this is usually referred to as a “triple”). Using this simple model,
it allows structured and semi-structured data to be mixed, exposed, and
shared across different applications. This linking structure forms a directed,
labelled graph, where the edges define the link between two resources, rep-
resented by the graph nodes. This graph view is the easiest mental model
for RDF and is often used in easy-to-understand visual explanations [106].
OWL is a language for the semantic web, designed to represent rich and
complex knowledge about things, groups of things, and relations between
things. OWL is a computational logic-based language making it possible
that knowledge expressed in OWL can be exploited by computer programs,
for verifying consistency or to make explicit some implicit knowledge. OWL
documents, known as ontologies, can be published on the World Wide Web
and may refer to or be referred by other OWL ontologies [105]. JSON-LD
is a linked data serialization recommended by the W3C. It is an extension
of the JSON format that integrates Linked Data to a website. It also pro-
vides an RDF serialization format to contextualize data [108]. HL7/FHIR
is a standard for exchanging electronic healthcare information allowing data
requests and transfers between various healthcare systems. The main goal of
FHIR is to solve a wide range of clinical and administrative healthcare prob-
lems to improve interoperability; it can be expressed as XML (eXtensible
Markup Language), JSON, or RDF/TURTLE encodings [45].
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Chapter 3

Semantic Ontologies for
Evidence-Based Maintenance in
Complex Healthcare Structures

In this chapter, the challenges that can arise in the realm of Evidence-Based
Maintenance (EBM), particularly when confronted with the absence of stan-
dardised naming and coding conventions for medical devices, are highlighted
and articulated. The emphasis is placed on the nomenclature of medical
equipment and the standardisation of fault codes, and how a global har-
monised nomenclature can overcome the lack of global standards, which
contributes to the scarcity of accessible and shareable data to extract evi-
dence.

In this regard, semantic ontologies have the potential to establish a level
of abstraction for standardised concept sharing and reuse. By doing so, it
is ensured that data from many sources can be provided with a standard
nomenclature, improving stakeholder communication. A scoping review was
conducted to identify and examine existing ontologies capable of encompass-
ing the heterogeneity of technologies that are currently associated with the
hospital environment. The review was carried out on the Scopus database on
January 13th, 2023, utilizing the PRISMA extensions designed for scoping
reviews. A total of 3,225 documents resulting from the database search were
screened by two reviewers. Subsequent refinement led to a final selection
of 32 articles for in-depth analysis. Furthermore, a total of 34 ontologies
extracted from the identified articles were subjected to analysis and discus-
sion. The outcomes of this study are anticipated to pave the way for the

16
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development of the ODIN Ontology and the OdinEMDN Ontology within
the EU Project ODIN (see Section [3.1.3). These unified integrated ontolo-
gies are envisioned to encompass information about healthcare entities and
their semantic relationships, thereby fostering enhanced data exchange and
interconnectivity among individuals, devices, and applications within an ex-
panded framework that includes the Internet of Things (IoT), robotics, and
Artificial Intelligence (AI).

3.1 Introduction

3.1.1 Nomenclature of Medical Devices

The nomenclature of medical devices is a coding and naming system used
to classify and identify all medical devices and related health products. Ac-
cording to different classification and nomenclature systems, 5,000 to 24,000
different types of medical devices can be identified, ranging from very simple
to complex, inexpensive to costly. Fig. clearly shows the heterogeneity
of the existing nomenclature systems, highlighting that 39% of countries do
not use any nomenclature, 8% use more than one system, and 16% have a
nationally developed one.

The nomenclature systems most widely used for medical devices are the
European Medical Device Nomenclature (EMDN), the Global Medical De-
vices Nomenclature System (GMDN), and the Universal Medical Devices
Nomenclature System (UMDNS).

The EMDN is the nomenclature of use by manufacturers when regis-
tering their medical devices in the EUDAMED database according to the
EU Medical Devices Regulation 2017/745 [29]. Founded on pre-established
criteria and requirements and based on orientations provided by the Medical
Device Coordination Group (MDCG), the European Commission decided in
favour of the use of the “Classificazione Nazionale Dispositivi medici” (Na-
tional Classification of Medical Devices - CND) as the basis for the EMDN.

The GMDN was developed by the European Committee for Standard-
ization (CEN) and medical device experts from around the world (manu-
facturers, healthcare authorities and regulators) based on the international
standard ISO 15225 [57]. It is managed and maintained by a not-for-profit
company, the GMDN Agency, which reports to a Board of Trustees on which
medical device regulators and industry are represented. To ensure the con-
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Figure 3.1: Distribution of countries based on the implemented nomenclature
system [122].

tinuing permanency of the GMDN, revenues are generated through the li-
censing and sale of GMDN Agency products, particularly the GMDN codes.
The GMDN is a poly-hierarchical system. Product identification is done by
unique numerical five-digit numbers that are associated with a term (medical
device name), a definition that includes the intended use(s) and the device
category (based on device application, technology, or other common charac-
teristics). Identification of all specific medical devices having substantially
similar generic features is possible through cross-referencing

The UMDNS was developed by the Emergency Care Research Institute
(ECRI). ECRI is a nongovernmental, not-for-profit organization, governed
by an Executive Committee and a Board of Trustees. The UMDNS is poly-
hierarchical and is developed as an interrelated vocabulary based on terms
naming the medical devices. Terms are assigned a 5-digit code using con-
secutive numbering with no intrinsic meaning. The code is associated with
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a definition and a description of the intended use. Associated properties
provide additional attributes for classification.

The multiple nomenclatures in existence make it difficult to communi-
cate important information between individuals and organisations, which can
result in negative health, economic, and social impacts. It complicates in-
teroperability, data extraction, procurement, supply and trade, and tracking
of medical devices, negatively affecting patient safety, as well as technol-
ogy management and maintenance [47]. Having a nomenclature system in
place for medical equipment would facilitate its management and regulation
by standardizing terms that enable communication despite linguistic and
other barriers. Such standardisation should be a prerequisite for inventory
management and databases for the maintenance of equipment since it would
provide a globally accessible, transparent and harmonized nomenclature sys-
tem. The World Health Organization (WHO) is one of the most significant
international entities involved in the effort to establish a universal nomencla-
ture for medical devices. During the 145th WHO Executive Board in 2019,
the Director-General emphasized the necessity for a standardised nomencla-
ture of medical devices “as a common language for recording and reporting
medical devices across the entire health system at all levels of health care for
a full range of purposes [...] The lack of a nomenclature system has hampered
the development of the evidence and web-based health technologies database
to provide guidance on appropriate medical devices” [120]. Besides, such a
lack is actually impeding progress towards access to medical devices, which
has a negative impact on efforts to facilitate emergency interventions and
achieve universal health coverage [122].

WHO recognizes the availability of multiple systems and offers a platform
towards convergence (Fig. [3.2)).

WHO presented the first development of the International Classification
and Nomenclature of Medical Devices (ICMD), implemented in the ICD-11
(International Classification of Diseases) platform. The classification and
terms generated represent the harmonisation of nomenclature and classes
in the form of ontology and it is still under development. During the last
152nd WHO Executive Board in 2022, the Director-General still focused the
attention on the fact that “the goal is to create a standardized international
classification, coding and nomenclature for medical devices that would be
available to all Member States and would support patient safety, access to
medical devices for universal health coverage, emergency preparedness and
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Figure 3.2: Graphical overview of the process of mapping across different
nomenclature systems leading to the implementation of the ICD ||

response, efforts to increase the quality of health care”. Moreover, a request
for proposals was posted in the United Nations Global Market Place from
September 26th to October 20th 2022, with the intention of entering into
a contract with the successful bidder for the provision of mapping medical
device nomenclature data for integration in WHO platforms. The goals of
the request were:

e 1,200 types of medical devices due 3 months.
e 4.000 types in 5 months.

Contractors from four different countries were among the six offers that were
examined. The request will be fulfilled by Symmetric Health Solutions from
December 2022 to July 2023 [121].

3.1.2 Standardization of Failure Codes for maintenance

Computerized Maintenance Management System (CMMS) software became
essential for Health Technology Management (HTM) program operations. In
fact, modern CMMS software contains the fundamental fields that are needed
for basic HTM. Unfortunately, HTM programs differ widely in how they
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configure or suggest the use of those fields. More broadly, the lack of stan-
dardisation largely prevents benchmarking between different structures and
implementations. Performance metrics from one HTM program often can-
not be compared to metrics from another HTM program. As a consequence,
the HTM community stays in a weak position when confronting regulatory
and accreditation agencies. In response to this challenge, the Association for
the Advancement of Medical Instrumentation (AAMI) sponsored a “CMMS
Collaborative” project among CMMS suppliers. The project started with
the assumption that better use of existing CMMS software would make it
easier to feed databases with accurate data and extract useful information
from it. The involved suppliers all agreed on proposing a standard for the
“Failure Code” field, as its purpose is to document the reason why a piece of
medical equipment was unable to achieve its clinical objective of diagnosis,
treatment, or monitoring [6]. Table shows the proposed failure codes.
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Table 3.1: Failure Code field options proposed by AAMI’'s CMMS Collabo-
rative project [6].

Code

Description

Accessory or Disposable Failure

Failure of device accessory or dis-
posable, not a failure of the device
itself.

Calibration Failure

Failure of a device to meet calibra-
tion parameters, requiring recali-
bration.

Component Failure (Battery)

Failure of the battery that provides
power for device operation.

Component Failure (Not Battery)

Failure of a device component
other than the battery.

Failure Caused by Maintenance

Failure of a device resulting from
maintenance activities.

Failure Caused by Abuse or Negli-
gence

Failure of a device resulting from
damage caused by intentional mis-
use or negligent use.

Network or Connectivity Failure

Functional failure external to de-
vice from failure of network or con-
nectivity.

Software Failure

Functional failure of a device re-
sulting from malfunctioning soft-
ware.

Use Error (Use Failure)

Failure of a device to support
achievement of a clinical objective.

Failure Caused by Utility System

Functional failure of a device re-
sulting from failure of or access to
a utility system.

Failure Cause by Environmental
Factor

Functional failure of a device re-
sulting from an environmental fac-
tor.

Failure Could Not Be Identified

Reported failure could not be re-
produced or identified by testing.

Failure Not Diagnosed-Device Not
Repaired

Reported failure indicated that
testing or repair was unwarranted.

No Failure Associated with the
Work Orders

There was no failure associated
with the work order (included for
completeness).
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A previous study by Iadanza et al. [49] showing the application of the
EBM approach to a large hospital fleet of electromedical equipment, pro-
posed a set of fault codes for corrective and predictive maintenance (Table
3.2)), derived by [111H114], with the final goal of calculating 20 Key Perfor-
mance Indicators (KPIs).

Table 3.2: Failure codes for corrective and predictive maintenance proposed
by [49].

Code Description

NPF No problem found

BATT Battery failure

ACC Accessory failure (including supplies)

NET Failure related to network

USE Failure induced by use (i.e., abuse, accident, environment
conditions)

UPF Unpreventable failure caused by normal wear and tear

PPF Predictable and preventable failure

SIF Induced by service (i.e., caused by a technical intervention
not properly completed or premature failures of a part just
replaced)

EF Evident failure (i.e., evident to the user but not reported)

PF Potential failure (i.e., in the process of occurring)

HF Hidden failure (i.e., not detectable by the user unless spe-

cial test or measurement equipment)

By analysing the mentioned examples, it surely emerges that the process
toward standardisation of CMMS failure codes has already begun. On the
other hand, a lack of consistency is still missing: the mentioned project by
AAMI has been performed with limited consideration of the existing aca-
demic literature. A sore point is that the proposed fault codes are mostly
focused on hardware failures, leaving it open to the challenge of understand-
ing the trends in the faults related to Health Information Technologies (HIT),
considering that medical software is becoming more and more pervasive in
healthcare.
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3.1.3 The ODIN Project

ODIN is a European project funded under Horizon 2020 [28] - the EU Re-
search and Innovation program that has the aim to achieve the generation
of world-class science - dedicated to advancing hospital safety, productiv-
ity, and quality. The primary objective of the project revolves around the
development and delivery of an open digital platform, bolstered by the in-
tegration of robotics, IoT solutions, and specialized artificial intelligence,
aimed at providing a comprehensive suite of services and Key Enabling Re-
sources (KERs). These resources are rigorously tested in the healthcare en-
vironments of leading hospitals across six European nations: Spain, France,
Germany, Poland, the Netherlands, and Italy [86]. The project’s implemen-
tation focuses on three distinct areas within the hospital setting, referred to
as eWorkers, eRobots, and eLocations. The eWorkers emphasizes equipping
hospital staff with technology solutions to alleviate their burdensome and
time-consuming tasks while enhancing routine activities. The eRobots facet
concentrates on automating hospital processes through the deployment of
robotic technology, thus assisting human workers in their roles and enabling
them to focus on core responsibilities. Finally, eLocations aims to make
medical facilities smarter by deploying suitable instrumentation. Medical
locations are equipped with sensors, technologies that facilitate human in-
teraction, and high connectivity to effectively communicate with hospital
staff, robots, and devices. These intervention areas collectively address a
wide array of crucial aspects within the hospital environment, spanning lo-
gistics, robotics, IoT, and disaster management.

3.2 Methods

3.2.1 Information Source

The literature search was carried out through the Scopus databasd] on Jan-
uary 13th 2023 using the PRISMA extensions for scoping reviews [101]. The
initial search results were screened by two different reviewers (CP and AL)
using a selection based on titles. A further evaluation was performed by the
same reviewers on the basis of the abstracts for the selected results. At this
stage, a third reviewer (EI) ruled on possible inconsistencies. All three re-

Thttps:/ /www.elsevier.com /solutions/scopus
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viewers were involved in the final selection of full texts for potentially relevant
publications. At this stage disagreements on study selection were resolved
by discussion among the reviewers.

3.2.2 Search

Carefully selected keywords were given as input to the Scopus search en-
gine. They were selected according to the specific scope of the review to
find and select ontologies consistent with the selected areas of intervention
(see Section . Besides, the chosen keywords should also reflect the as-
pects linked to clinical engineering, logistics, and disaster preparedness more
adequately. The selected keywords are the following: IoT, IoT Healthcare,
Drugs Robotics, Emergency, Disaster, Clinical Workflow, Surgery, Logistics,
Data Collection, Staff, and Medical Record. All the above followed by the
words “semantic ontology”.

3.2.3 Eligibility and Exclusion Criteria

The majority of the articles that were targeted for the research addressed the
subjects mentioned in section [I} including robotics, the Internet of Things,
healthcare and the hospital environment, logistics management, medical per-
sonnel, data collection, and disaster preparedness and management. The
search was restricted to documents produced after the year 2000 (included),
written in English. Only scientific articles and reviews were included, leaving
outside all other academic publications and all materials and research pro-
duced by organisations outside of the academic publishing (grey literature)
to provide a high level of reliability and integrity. The included subjects are
those which the author thought to be consistent with the related ten areas of
intervention (see Section : computer science, engineering, medicine, so-
cial sciences, decision sciences, multidisciplinary, business, management and
accounting, health professions, environmental science, pharmacology toxicol-
ogy, and nursing. The exclusion criteria were created to prevent the selection
of articles that discussed ontologies that were not publicly accessible or that
belonged to a domain unrelated to the project’s goals. The final Scopus
database query is:

TITLE-ABS-KEY (semantic* AND ontolog*) AND TITLE-ABS-KEY ("IoT" OR
"Health" OR "Healthcare" OR "Robot*" OR "Emergencx*" OR "Disaster*" OR



3.3 Results 26

"Clinic*" OR "Workflow*" OR "Surger*" OR "Logistic*" OR "Datax" OR
"DATA AND Collectx" OR "Staff" OR OR "Internet AND
of AND things") AND (LIMIT-TO (0A,"all")) AND (LIMIT-TO

(PUBSTAGE, "final")) AND (LIMIT-TO ( DOCTYPE,"ar") OR LIMIT-TO
(DOCTYPE, "re")) AND (LIMIT-TO (SUBJAREA,"COMP") OR LIMIT-TO
(SUBJAREA,"ENGI") OR LIMIT-TO (SUBJAREA,"MEDI") OR LIMIT-TO
(SUBJAREA,"DECI") OR LIMIT-TO (SUBJAREA,"SOCI") OR LIMIT-TO
(SUBJAREA,"BUSI") OR LIMIT-TO (SUBJAREA,"ENVI") OR LIMIT-TO
(SUBJAREA, "MULT") OR LIMIT-TO (SUBJAREA,"HEAL") OR LIMIT-TO
(SUBJAREA, "PHAR") OR LIMIT-TO (SUBJAREA,"NURS")) AND (LIMIT-TO
(PUBYEAR,2023) OR LIMIT-TO (PUBYEAR,2022) OR LIMIT-TO (PUBYEAR,2021)

"Medical recordx"

OR LIMIT-TO (PUBYEAR,2020) OR LIMIT-TO
(PUBYEAR,2018) OR LIMIT-TO
OR LIMIT-TO (PUBYEAR,2015)
(PUBYEAR,2013) OR LIMIT-TO
OR LIMIT-TO (PUBYEAR,2010)
(PUBYEAR,2008) OR LIMIT-TO
OR LIMIT-TO (PUBYEAR,2005)
(PUBYEAR,2003) OR LIMIT-TO

OR LIMIT-TO (PUBYEAR,2019)
(PUBYEAR,2017) OR LIMIT-TO
OR LIMIT-TO (PUBYEAR,2014)
(PUBYEAR,2012) OR LIMIT-TO
OR LIMIT-TO (PUBYEAR,2009)
(PUBYEAR,2007) OR LIMIT-TO
OR LIMIT-TO (PUBYEAR,2004)
(PUBYEAR,2002) OR LIMIT-TO

(PUBYEAR,2016)
OR LIMIT-TO
(PUBYEAR,2011)
OR LIMIT-TO
(PUBYEAR, 2006)
OR LIMIT-TO
(PUBYEAR,2001)

OR LIMIT-TO (PUBYEAR,2000)) AND (LIMIT-TO (LANGUAGE,"English"))

3.3 Results

The literature search led to a total of 3,225 articles, hence a selection was
performed by two reviewers. The flow diagram in Fig. illustrates the
procedure for choosing the literature that was included in the final review.
714 documents out of the records obtained from the initial search were
The abstracts of the articles
belonging to this set of items were then analysed for an additional screening,
A third
reviewer ruled on the 18 discordant opinions and selected 6 publications for a
total of 189 selected records. Finally, 32 documents have been selected by the

considered relevant after reading the title.

which resulted in the selection of 183 items by both reviewers.

reviewers after reading the full text of the remaining articles. All the articles
included in the review have been produced between the years 2010 and 2023.
The main characteristics of the documents that were selected are displayed
in Table[A.T] The columns of such table are arranged in the following order:
the first column shows the first author mentioned in the article, the year of
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Figure 3.3: Flow diagram representing the process of selection of the included
studies.

publication and the bibliography reference, the subsequent columns indicate,
respectively, the first author and the year of publication, the title, the aim
of the article under discussion, the mentioned ontologies, and the semantic
domain that serves as the framework for the document’s coverage.
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3.3.1 Selection of sources of evidence for ontologies

The analysis of the results aims to identify public ontologies which can pro-
vide a semantic representation of the aforementioned topics and needs. Two
main databases have been used to identify suitable public biomedical ontolo-
gies: Ontobee [34] and BioPortal [82].

Ontobee is a linked data server designed for ontologies that provides
the query, visualization and comparison of different ontologies and ontology
terms. It represents the default server for biomedical ontologies in the Open
Biological Ontology (OBO) Foundry, a group of researchers that aim to
establish a set of principles to follow when developing ontologies for the
biological sciences. Basic Formal Ontology (BFO) is the official top-level
ontology for all OBO Foundry ontologies. BFO is frequently used as ontology
top-level architecture [4] and has been approved as international standard
ISO/IEC 21838-2 [58].

BioPortal is an open repository of biomedical ontologies delivered by
the National Centre for Biomedical Ontology (NCBO), which was formed as
part of the National Centers for Biomedical Computing network founded by
the National Institutes of Health (NIH). The goal of NCBO is to support
biomedical researchers by providing online tools such as BioPortal, which
contains ontologies concerning anatomy, chemistry and health.

3.3.2 Synthesis of results

A total of 34 ontologies, extracted from the selected articles, have been col-
lected and reviewed. All of them are either represented in OWL or RDF
format, according to W3C standards and are all accessible online for brows-
ing and downloading. Table displays the applicable ontologies, a brief
description of the represented domain, the Internationalized Resource Iden-
tifier (IRI), the source which they can be downloaded from, the main topic,
and the referenced article.

3.3.3 The ODIN Ontology and the OdinEMDN On-
tology
The introduction of technologies within the ODIN Project is geared toward

enabling the real-time management of medical devices. This is made possi-
ble through the combined use of Al, IoT, robots, sensors, wearable devices
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for staff, and a semantic web architecture solution. The final objective is to
encourage greater alignment and standardization in Health Technology Man-
agement across Furopean hospitals. In this context, the primary goal is to
address the challenge of inadequate real-time information exchange among
hospital personnel. At a semantic level, all these objectives are achieved
through the development of the ODIN Ontology (Fig. , an ontology ca-
pable of defining various hospital structures, allowing for the reusability of
this ontology. Many of the classes, properties, and individuals of the ontolo-
gies identified by the scoping review have been used to construct the ODIN
Ontology:

e NCIT Ontology includes prefixes thesaurus: and obo:

e SCTO includes the prefix snomed:

CORA Ontology includes prefixes sumo-cora: and cora-bare:

BOT Ontology includes prefixes bot: and building:

WoT Ontology includes prefixes wot:, om:, and core:

ICDI9CM Ontology includes the prefix icd9cm:

The Organizational Ontology includes the prefix org:

Medical devices play a crucial role in the implementation of the ODIN
Ontology. Explicitly pinpointing the precise location of medical devices,
identifying their users, and tracking their usage conditions are essential for
achieving a seamless real-time information flow. Consequently, the develop-
ment of an ontology that comprehensively encompasses all existing medical
equipment becomes a necessity to ensure their future utilization. In light of
the absence of such an ontology, the European Medical Device Nomenclature
Semantic Ontology (OdinEMDN) was created by leveraging the EMDN, fill-
ing the critical gap in this regard. This newly developed ontology became
an integral component of the ODIN Ontology itself, including the prefix
odinemdn:.
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3.4 Discussion

As displayed in Table[A.T] each of the studies that were chosen is focused on
a particular ontology and has been connected to a semantic domain in line
with the review’s objectives. Eight documents have been associated with the
“Technology” area ( [17},26,40,62,69,(90,/92,/95]) and are studies focusing on
using semantic ontologies to allow and promote the management of processes
through the implementation of Internet of Things, robotics and sensors. Four
articles [26,40,|68,92] concern the role of semantic technologies in IoT ap-
plications and services. The first two articles present the Semantic Sensor
Network (SSN) ontology for describing sensors and their observations, the
involved procedures, the studied features of interest, the used samples and
the observed properties, as well as actuators. SSN was initially published by
the W3C Semantic Sensor Network Incubator Group (SSNO). The current
version of SSN is based on a revised and expanded version of the Stimulus
Sensor Observation (SSO) pattern, namely the Sensor, Observation, Sam-
ple, and Actuator (SOSA) ontology. The ontology aims to represent sensors,
their observations and all the concepts that revolve around this specific do-
main. SSN is very versatile and flexible, therefore applicable in a wide range
of situations, like the management and control of wearable sensors for both
employees and patients or the interconnection of devices. Cornejo et al. [17]
present a complete ontology called OntoSLAM, developed to solve Simul-
taneous Localization and Mapping (SLAM) problems in different domains.
Similar issues are also studied by Joo et al. [62] in their development of a
scalable navigation framework for robots in various environments and sce-
narios, based on the Triplet Ontological Semantic Model (TOSM). SLAM
computational problem of constructing or updating a map of an unknown en-
vironment while simultaneously keeping track of an agent’s location within,
it is a crucial problem when applying automated-guided robots inside the
hospital environment, e.g., for automatic drug collection and delivery. The
aspect of the implementation of technologies for assisting processes in the
healthcare domain is explored by Santana et al. [95]. This study exhibits
the methods and the results for designing the TEON, an ontology for the
telehealth domain. TEON has been developed for obtaining a formal repre-
sentation of the proper domain, such as second opinion, education, telecon-
sultation or telediagnosis, finding a way to let telehealth systems exchange
data and integrate heterogeneous sources. The article offers a comparison
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between the developed ontology and other studies centred on a semantic rep-
resentation of the telehealth domain, as already existing medical and clinical
vocabularies (e.g., SNOMED-CT) did not provide the terms to represent
crucial concepts related to this specific domain, being unable to reach the
high degree of formality that TEON did. The ontology was developed based
on the upper domain ontology BioTopLite2 and Ontology for Biomedical
Investigations (OBI) and built following the guidelines of a set of compe-
tence questions, regarding the individuation of the subareas of telehealth,
the embedded services, the roles performed by the actors and the delivered
processes. The main components of TEON are Actors (i.e. requestors of
the service), Teleconsultants, Manager, Services (including the delivery
of selected healthcare specialities), Time and Space classes and axioms.

The work by Prestes et al. [90], does not strictly concern healthcare,
focusing on the introduction of the Core Ontology for Robotics and Au-
tomation (CORA), which is defined by the IEEE 1872-2015 standard [52].
The ISO/FDIS 8373 standard vocabulary has been adopted as one of the
sources of domain knowledge for building the ontology [55]. The main aim
of the ontology is to provide a semantic representation of the knowledge in
the domain of robotics and automation. The result is a unified representa-
tion of a common set of definitions and relations that allow for the reasoning
and communication of knowledge in this field. This ontology represents the
fundamental concepts of the domain and serves as a base for more specific
semantic representations. Its main concept is Robot, which is related to most
of the remaining terminology through the sub-classes of Device and Agent
(Fig. [3.5)).

A set of six articles was identified as compliant with the topic of “Medical
Vocabulary” [12[25/39,66,68,(125]. All of the items are focused on ontologies
that represent specific medical terminologies and the classification of terms
related to the medical area. A formal semantic representation of the medical
field is needed in every aspect concerning the progress towards the realization
of a smart hospital environment. Hakimi et al. [39] aim to develop the De-
vices, Experimental Scaffolds and Biomaterials (DEB) ontology, a semantic
representation of the domain of biomaterials. The ontology was created in
order to research terms, enhance machine learning applications and provide a
formal vocabulary of the domain. The reason why this semantic representa-
tion was developed was to have a tool that could cover all materials testes in
a biological system to give a wider coverage of the terminology represented
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Figure 3.5: The CORA ontology .

and to complement other existing vocabularies. In DEB, a biomaterial is
defined as “A non-drug raw material or substance suitable for inclusion in
systems which augment or replace the function of bodily tissues or organs”
and it is one of the superclasses of the ontology. The works of Bona et al.
and Liu et al. aim to analyse the National Cancer Institute Thesaurus
(NCIT), developed by the National Cancer Institute’s Centre for Bioinfor-
matics and Office of Cancer Communications with the main objectives of
providing a base terminology for cancer, creating a vocabulary that is un-
derstandable by both humans and machines and promoting the introduction
of new concepts and relationships derived from research, clinical trials and
other information sources.

NCIT is a thesaurus that includes a broad coverage of the cancer domain,
including cancer-related diseases, findings, and abnormalities. It is defined
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as a controlled vocabulary organised as a list of terms and definitions. The
ontology’s domain includes vocabulary for clinical care, transitional and basic
research, and administrative activities.

El-Sappagh et al. studied a well-established standardised clinical
vocabulary: the Systematized Nomenclature of Medicine Clinical Terms
(SNOMED-CT).

It is a clinical healthcare terminology system used for electronic health-
care records. It includes concepts representing diagnosis, procedures, physi-
cal objects, body structures and many other information about health records
(Fig. [3.6). The main component types are:

e Concepts, a numeric code with clinical meaning that is not human-
comprehensible, but it is machine-readable;

e Descriptions, there are two types of descriptions, the FSN-Fully
Specified Name which is a description of meaning, and the synonym:;

e Relationships

(=) ) (o) (o

myocardial infarction | ( Fully Specified Name
A (disorder) (FSN)

| myocardial infarction

Infarction of heart . Prefemred
22298008 [ | cardiac infarction -
heart attack

| myocardial infarct

(" MI—Myocardial ) \

infarction Synonym

Figure 3.6: SNOMED-CT main types of components .

SNOMED-CT cannot be adequately represented through a semantic so-
lution, due to inevitable issues that such translation would involve, which
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are addressed by the article. For these reasons, the authors introduce the
SNOMED-CT Ontology (SCTO). It is a standard ontology designed on the
basis of the BFO and the Ontology for General Medical Science (OGMS). It
is an upper-level ontology designed to represent the concepts of SNOMED-
CT through a semantic representation. Concepts are implemented by adding
further axioms and logical properties, providing a standard semantic repre-
sentation that offers a wide coverage of the vocabulary items. SCTO can
therefore be used in environments that support electronic data exchange,
thanks to the logical semantics of the ontology format. The article by Kim
et al. [66] is about developing the Dietary Lifestyle Ontology (DILON) with
an extensible concept structure to support the interoperability of dietary
lifestyle data from different cultural contexts. Dietary concepts and their
relationships in DILON have proved to be useful for resolving the challenges
introduced when treating an entire diet-related data element as a single con-
cept. DILON can help extending the SNOMED-CT vocabulary as only 54%
of dietary concepts of the former are mapped to the latter. Yu et al. [125]
consider two specific ontologies concerning adverse events: the Ontology of
Adverse Events (OAE) and the Ontology of Drug Adverse Events (ODAE).

OAE is a semantic representation that follows the OBO Foundry prin-
ciples and that collects concepts suitable for monitoring adverse events of
various types, aiming at improving and organizing adverse event informa-
tion. An adverse event is defined as the negative event that follows a medi-
cal procedure and the ontology is designed to address this domain, without
considering the processes that led to the event itself nor events derived from
illnesses or diseases. It brings attention to the difference between adverse
event and causal adverse event (Fig. [3.7): both occur after a medical inter-
vention, but the second one, a subtype of the former, is used only if the event
has certainly occurred as a result of the intervention itself. In addition, the
ontology offers a representation of the factors that influence adverse event
outcomes. ODAE describes and represents drugs, their chemical ingredi-
ents, adverse events and how these entities are related. It also follows the
OBO Foundry principles, and it reuses terms from other existing ontologies,
including OAE.

Six articles are about “Disease Vocabulary” [5][27,81,94,97,102]. The
former reviews the performance assessment of NCIT, SNOMED-CT, and Or-
phanet Rare Disease Ontology (ORDO) matching systems for FAIR (Find-
able, Accessible, Interoperable, Reusable) data. The aim of the study by
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Esfahani et al. is to provide an ontology for Multiple Sclerosis (MS)
symptomatic treatment. According to the authors, a comprehensive onto-
logical study addressing different concepts of MS symptomatic treatment is
lacking. Therefore, the Symptomatic Treatment of Multiple Sclerosis On-
tology (STMSO) has been developed with the objective of the study for
building a knowledge base for developing Clinical Decision Support Systems
(CDSS) in this domain. Silva et al. study the application of ontologies
and knowledge graphs in cancer research. It presents the aforementioned
SNOMED-CT and NCIT, as well as the oncology subset (ICD-O) of the In-
ternational Classification of Disease (ICD) and the Ontology for Biomedical
Investigations, which aims to describe the terms related to biological and
medical investigations. In regard to the NCIT, the authors involve an issue
related to the discrepancy between most of the definitions included in the
ontological form and the ones presented in the original thesaurus. Along
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with this problem, the NCIT ontology also presents issues related to terms
(e.g., problematic synonyms), and to the ontological representation in OWL,
but nevertheless, it still provides a useful connection between the biological
and clinical areas and a powerful tool to keep track of updates in these fields
of interest. The article also analyses the ICD ontology. ICD is a classifica-
tion system that organizes diseases and injuries into groups based on defined
criteria. International Classification of Diseases 11th revision Clinical Mod-
ification (ICD11CM) describes in numerical or alpha-numerical codes the
medical terms in which the diagnoses of disease or trauma, other health
problems, causes of trauma and diagnostic and therapeutic procedures are
expressed. The main classes of the ontology are Diseases and Injuries,
and Procedures.

The article by Robinson et al. [94] concerns the Human Phenotype Ontol-
ogy (HPO). The article focuses on the application of such ontology as a tool
for analysing phenotypic abnormalities caused by hereditary diseases. The
study of Narayanasamy et al. [81] reviews different ontologies for semantic-
web applications in healthcare and virtual communications. Finally, the
article by Babcock et al. [5] stresses the importance of the role of seman-
tic representation as a powerful data-sharing tool when dealing with public
health crises. The article gives a description of the Infectious Disease Ontol-
ogy (IDO), which deals with the domain of infectious disease. IDO is based
on the IDO-Core ontology, which takes a portion of its terminology from
the OGMS and offers a general representation of the domain. It includes
and defines several terms concerning the area of infections, such as infection,
infectious disorder, infectious disease, and the process of establishing an in-
fection. IDO also consists of the following IDO-Core extension ontologies

(Fig. [3.9):

e VIDO represents an extension of IDO-Core and it is generally focused
on the virus domain. Since it covers all the concepts in the domain
of virus-induced diseases, it offers other IDO extensions, which also
includes terminology that is already contained in the existing OBO
Foundry.

e CIDO is the Coronavirus Infectious Disease Ontology. It offers a
semantic tool that allows the representation of concepts related to
this specific pathology, such as known and candidate anti-coronavirus
drugs, genome data, host data, and vaccines. CIDO directly derives
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from VIDO, adopting some of its terminologies and focusing on a spec-
ification of its domain. Although much more specific than its prede-
cessor, CIDO concerns the coronavirus infectious diseases, therefore it
includes all of the species of such viruses that can cause a large number
of diseases.

e [DO-COVID-19 is the ontology, derived from CIDO, that specifically
regards the domain of the COVID-19 disease and its cause SARS-CoV-
2. It is still going through constant changes since the ongoing pandemic
provides more and more items to be continuously adjourned.

The article also focuses on the problems which can originate from the appli-
cation of such ontologies and their future improvement.

IDO Core IDO Virus CIDO IDO-COVID-19
infection is_a subclinical virus is_a | subclinical coronavirus | is_@ | subclinical SARS-CoV-2
. " [ —
infection infection infection
isa
is_a is_a is_a -CoV-.
infectious disorder 1 virus disorder ~—————— coronavirus disorder SARS, CoV-2
| disorder
: . : . has_material_basis
has_material_basis has_material_basis = =
has_material_basis
is_a is_o e is a [
infectious disease ~————— viral disease coronavirus disease +~———————| COVID-19
[ realizes Ireah’zes ]realizes Irealizes
infectious disease is 0 viral disease is_a coronavirus disease is_a COVID-19 disease
course course course course
has _pa,f\ has, _partr'cipant( has _parricipanrl
virus replication ; is_a .
process coronavirus SARS-CoV-2 |

Figure 3.8: Links between VIDO, CIDO and IDO-COVID-19 ontologies ||

Three selected articles are referenced as “Medical Data” ,,. The
first article reports on the community effort to create the Data Manage-
ment Plan (DMP) Common Standard Ontology (DCSO), with a particular
focus on a detailed description of the components of the ontology. With the
continuous growth of research data and the ultimate goal of sharing FAIR
data, researchers face the challenge of systematically managing that data
and its corresponding metadata. Data Management Plans make it easier for
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researchers to respond to this challenge. DMP is a formal document that
outlines how data are to be handled both during a research project and after
the project is completed. The goal of a DMP is to consider the many aspects
of data management, metadata generation, data preservation, and analysis
before the project begins, which may lead to data being well-managed in the
present, and prepared for preservation in the future. Therefore, the DCSO
is taken into consideration within this review in relation to research being an
integral part of medical activities and medical data management. The works
by Ison [59] and McMurray [77] revolve around the description and study
of ontologies that provide seamless exchange and collecting of medical data,
with the purpose of enhancing interoperability between different healthcare
structures and services. The former talks about the structure and scope of
the EDAM (EMBRACE Data and Methods) ontology, whose main goal is
to provide a semantic representation to identify and define the aspects of
bioinformatics operations, which may also be understandable both by ma-
chines and humans. EDAM was developed for the EMBRACE (European
Model for Bioinformatics Research and Community Education) project with
the aim of offering a coherent, machine-understandable representation used
within resource catalogues and to provide a common vocabulary for bioinfor-
matics data and standards for data sharing. The main classes at the top of
its hierarchy are: Operation represents how a piece of data is created; Data
(which includes the additional sub-class Identifier), defines which data is
consumed or produced by a tool; Topic includes the types of bioinformatics
resource; Format for data formats. McMurray et al. [77] describe the actual
lack of a system which is able to allow an effective information exchange be-
tween healthcare providers. In this regard, the Regional Healthcare System
Interoperability and Information Exchange Measurement Ontology (HEIO)
is proposed and described. HEIO has been designed with the specific purpose
of enhancing the interoperability and information exchange among different
healthcare providers and therefore obtaining a fully integrated healthcare
system.

The only article in the collection that concerns the characteristics of the
drugs domain is the work by Hanna et al. [41], which focuses on the process of
building the Drug Ontology (DrOn), based on the standard drug terminology
of the U.S. National Library of Medicine (NML) in RxNorm. The document
goes through the process of the creation of the ontology itself, highlighting
the building steps and the connection the developed ontology has with its
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precursors. The following aspects are pointed out: extraction of data and
information from RxNorm, transformation of such items into a Relational
Database Management System (RDBMS) and the final translation in OWL.
The article also provides descriptions of both the validation and the future
plans of the developed ontology.

Three articles cover the domain of the “Human Role” in the health and
clinical environment. This topic is essential because of the great relevance
of human interconnections and the possible reachable complexity of inner
organizations in any healthcare context. Hicks et al. [44] talk about the
applications, the development, and the content of the Ontology of Medi-
cal Related Social Entities (OMRSE), which aims to semantically represent
entities related to demographics, roles and characteristics of health work-
ers. It is developed in OWL and defines gender roles, legal roles, health-
care providers and organization roles and patients. Being an OBO Foundry
ontology, it reuses terminology from other existing representations, includ-
ing BFO. Developers extended the domain over the years, adding specifi-
cation classes to represent a wider variety of concepts, such as epidemic
modelling. Maitra et al. |[74] focus on the domain of interpersonal connec-
tion in medicine and the representation of data about presence in hospital
structures through Presence Ontology (PREO). The document describes the
survey, the domain literature review and the following steps which eventually
lead to the creation of the ontology. The definition of classes and relational
properties of found results is also performed, together with a final evalua-
tion and description. Finally, the work by Gordon et al. [38] describes the
development of a prototype knowledge graph, analysing the potential of se-
mantic technologies to transform the idea of “geospatial open systems” into
“open knowledge networks”, which incorporate spatial and aspatial informa-
tion across complex organizational networks. Ontology frameworks, such as
VIVO, W3C Organization Ontology, Relation Ontology and schema.org, ex-
press the richness of relationships between organizations, projects and their
collaborative work. Particularly, the Organization Ontology is a core on-
tology for organisational architectures and roles across a multitude of do-
mains, and it can be used for representing all of the possible organisa-
tional interactions within the hospital. The areas represented by the ontol-
ogy are the following: organisational structure, reporting structure (mem-
berships, roles and relationships), location information, and organisational
history. This representation does not offer specific details of the different
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types of organizational structures, therefore, for this purpose, it is neces-
sary to create extensions vocabularies. The Organization Ontology’s classes
are Change Event, Formal Organization, Membership, Organizational
Collaboration, Organizational Unit, Organization, Post,Role and Site.
All the above are then logically related through a multitude of properties.

Two articles are about “Buildings” [8,22]. This topic is relevant in an
accurate description of the healthcare environment, for example in terms of
facility management as well as indoor localization and navigation. Donkers
et al. [22] presents the Building Performance Ontology (BOP) which aims
to enable the integration of topological building information with static and
dynamic properties, to create a homogeneous data environment used by com-
plex building performance assessments. Bassier et al. [8] offer an introduction
to the Building Topology Ontology (BOT), with the analysis of its compe-
tence areas and applications in combination with other technologies. BOT
originated from the need for the implementation of web-based applications
to enhance the BIM methods. It defines the relationships between the com-
ponents of a building and is used in the construction industry to promote
the integration of linked data in the design, planning, construction, and
maintenance of a building. The classes of the ontology follow:

e Zone is a part of the physical world or a virtual world that is inherently
both located in this world and has a 3D spatial extent;

e Site is a part of the physical world or a virtual world that is inherently
both located in this world and has a 3D spatial extent. It is intended
to contain one or more buildings;

e Building is an independent unit of the built environment with a char-
acteristic spatial structure, intended to serve at least one function or
user activity [56];

e Storey is a part of the physical world or a virtual world that is inher-
ently both located in this world and having a 3D spatial extent;

e Space is a part of the physical world or a virtual world whose 3D
spatial extent is bounded actually or theoretically, and provides for
certain functions within the zone it is contained in.

The class Zone is the main class of the BOT ontology, while Site, Building,
Storey and Space are all sub-classes. By linking the classes and the object
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properties of the BOT, it is possible to create a map, at a semantic level, of
the building, which represents a significant aspect of hospital management,
per se (Fig. [3.9). The current integration of BIM smart management sys-
tems in hospitals, also combining AI solutions with the infrastructures and
facilities, can benefit from the integration of the BOT ontology. To this end,
BOT can be the better ontology to describe hospital spaces.
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Figure 3.9: BOT Ontology - Examples of object properties linking classes
1110].

The last three documents , concern a different area of inter-
est each: “Services”, “Medical Procedure”, and “Emergency”, respectively.
Glockner et al. explore the issue of lack of semantic representation of the
logistics domain with the implementation of the Logistics Service Ontology
Design Pattern (LoSe ODP). LoSe ODP describes the concepts linked to the
logistics services area. It is an Ontology Design Pattern, which means that it
is a small ontology that can be used as a base to design more specific ontolo-
gies. Ontology Design Patterns are used as a modelling approach to unravel
issues related to ontology designs and reusability . The competency ques-
tions that led the development process of the LoSe ODP revolved around
some points of interest which needed to be covered with semantic represen-
tation: the actors involved in the providing of the service, the type of logistic
service, the legal constraints related to the service, the required resources,
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the information needed in the delivery of the service and the identification
of the logistic service providers (LSP) together with the possible means of
transportation. Many concepts represented by this ontology are taken from
other ontologies regarding the field of the logistic supply chain. LoSe ODP
reuses the notions of the differentiation between physical and informational
resources, the importance of location according to the specific service pro-
vided, the objective and policies of the logistics service and the crucial role
of time. The top level class of the ontology is LogisticsService which is
logically related to the Constraints that has to sustain, the Resources that
needs to consume in order to achieve its objective and the Capability of
the logistics service that always involves a transformation.

The article by Gibaud et al. [36] covers the topic of Surgical Data Science
(SDC) and the OntoSPM Collaborative Action. It states that information
processing is strongly needed to perform surgical tasks and how the necessity
for the creation of standardized Surgical Process Models (SPM) is relevant
in such a scenario. Moreover, it also pinpoints that within IEEE there is a
lack of appropriate regulations and standards for medical and surgical ap-
plications. The document explores and analyses OntoSPM, which has been
developed in the context of the European initiative OntoSPM Collaborative
Action [87], with the intent of developing ontology in the domain of surgical
data science, both to create modelling scenarios from descriptions of real clin-
ical cases and to have a tool that can be reusable in other contexts. OntoSPM
focuses on SPM, actions and processes including roles played by the actors,
affected objects (anatomy or pathology), instruments and materials and ways
of manipulation. The article then proceeds to exhibit the development of two
ontologies born as sub-ontologies of OntoSPM: the Ontology for Surgical
Process Models in Laparoscopy (LapOntoSPM) and the Ontology for Data
Integration in Surgery (ODIS). Current applications, as well as strategies to
extend OntoSPM, including possible related issues, are also explored. The
authors conclude by stating their strategy for ensuring medical acceptance,
including the involvement of surgeons and the adoption of OntoSPM as a
model for harmonization in surgical trials. One analysed topic which could
benefit from the introduction of technologies and ontologies in the health-
care environment is the domain of emergency management during hazard
crises. In such a scenario, having sufficient situational awareness informa-
tion is critical. This requires capturing and combining data from sources like
satellite photos, local sensors, and user-generated social media content. The
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lack of an appropriate ontology that adequately conceptualizes this domain,
gathers datasets, and integrates them, is a significant barrier to capturing,
describing, and integrating such varied and diverse information. Mazimwe
et al. [76] review numerous ontologies related to the disaster domain, such as
Empathi, the Disaster Ontology, MOAC, Emergency Fire (EF), SMEM, SO-
KNOS, DOLCE. Among all the identified ontologies, Empathi, the Disaster
Ontology, and DOLCE appear to achieve the better average score according
to the implemented FAIR principles. Namely, Empathi has been designed
with the aim of presenting state-of-the-art crisis vocabularies in order to con-
ceptualise the core concepts of the management and planning of emergency
response. The ontology has been developed importing concepts from already
existing vocabularies concerning the hazard domain together with external
ones that are not necessarily related to it. The resulting ontology contains
super-classes that provide a generic coverage of the represented topic, such as
Event, Hazard, Type, Impact, Involved Actors and Services. The broad
set of concepts covered by Empathi makes it possible to extract structured
information from sparse content, such as information coming from unstruc-
tured social media text. This semantic feature allows Empathi to enhance
supervised and unsupervised learning in the crisis domain.

3.5 Conclusion

The chapter performs a brief analysis of the evident lack of an updated
world standard for naming and coding medical devices and their fault codes
associated with the maintenance work orders. This absence leads to clear
issues when trying to collect data from different systems because mapping
across different nomenclatures is nearly impossible due to the peculiar inner
organisation of each nomenclature and CMMS software. This set of problems
prevents the extraction of harmonised Real-World Data which is restraining,
as a consequence, the development of Evidence-Based Maintenance which
could otherwise provide guidance on improving the maintenance of medical
devices while keeping medical equipment safe and reliable. In regards to the
nomenclature of medical devices, something is moving, especially thanks to
the efforts by WHO and the development of the International Classification
and Nomenclature of Medical Devices. Instead, the standardisation of failure
codes for maintenance is still in an embryonic phase as involved actors seem
more inclined to propose new classifications from scratch rather than making
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existing methodologies interoperable. Besides, they are also still attached to
legacy approaches which, for instance, do not take software failures into
account in spite of the ongoing spread of Health Information Technologies
(see Section [2.2).

The scoping review identified 32 studies on the use of semantic ontologies
to map different aspects of the healthcare environment. Studies have been
classified into ten areas of interest: eight documents are associated with
technology area, six studies are about disease vocabulary, six articles focus
on medical vocabulary, three works relate to medical data, three papers
cover the domain of human role, two are about building management, and
the remaining four ones are each about drugs, services, medical procedures,
and emergency.

A set of 34 ontologies extracted from the identified articles has been
also analysed and discussed. A subset of the extracted ontologies laid the
foundations for the development of the ODIN Ontology and the OdinEMDN
Ontology within the European Project ODIN. Although the review’s primary
objective is not to analyse the FAIRness of the ontologies, it is interesting
to observe that only seven out of the 32 identified papers make reference to
the FAIR principles [13,38,39,76,(97,/102,125]. Despite all articles agreeing
on the fact that ontologies lead to reproducible research and may improve
the adoption of FAIR principles by supporting data integration, analysis, fa-
cilitating data interpretation, interoperability, and data mining, it emerges
that appropriate metrics to evaluate the FAIRness are still developing. As
Wilkinson et al. [118] state, the FAIR principles are aspirational, in that
they do not strictly define how to achieve a state of FAIRness, but rather
they describe a continuum of features, attributes, and behaviors that will
move a digital resource closer to that goal. As a conclusion, the usefulness
of semantic ontologies lies in the possibility of providing a suitable level of
abstraction for sharing and reusing concepts in a standardised way so that
the data gathered from heterogeneous sources receive a common nomen-
clature, empowering communications among actors and easing Healthcare
Technology Management.



Chapter 4

Health Information Technology
Adverse Events Identification
and Classification with Natural
Language Processing

In this chapter, the designing and developing of the proposed framework
for facilitating the extraction of Real-World Evidence (RWE) using Natural
Language Processing (NLP) and Explainable Artificial Intelligence (xAl) is
illustrated. The framework is employed for the identification and catego-
rization of adverse events related to Health Information Technologies (HITs)
sourced from diverse Real-World Data (RWD) origins. In pursuit of this
objective, adverse event records obtained from the US MAUDE database
have been categorized by domain experts as either HIT-related or non-HIT-
related, subsequently serving as the basis for fine-tuning a pre-existing model
designed for binary text classification. The model’s performance has been
rigorously assessed through a 10-fold validation process and subsequently
evaluated against a subset of records. Additionally, XAl techniques have
been applied to elucidate the most prominent features contributing to each
classification, thereby enhancing user comprehension of HIT-related adverse
events.

46



4.1 Materials and Methods 47

4.1 Materials and Methods

4.1.1 Proposed framework

The proposed framework is illustrated in Fig. 4.1, Input data consists
of medical device adverse event reports extracted from the US MAUDE

database.
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Figure 4.1: Proposed framework.
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The developed model is based on the emilyalsentzer/Bio_Clinical BERT
model from HuggingFace, initialized from BioBERT (BioBERT-Base v1.0 +
PubMed 200K + PMC 270K) and trained on all notes from MIMIC III, a
database containing Electronic Health Records (EHRs) from Intensive-Care
Unit patients at the Beth Israel Hospital in Boston, MA . The model uses
12 layers of transformers block with a hidden size of 768 and a number of self-
attention heads as 12. The pre-trained Bio_Clinical BERT model has been
fine-tuned on 3,705 manually-labelled adverse events reports extracted from
the MAUDE database, to help the model learn domain-specific knowledge
and terminology, leading to more accurate predictions. The implemented
model performs binary text classification between HIT and non-HIT adverse
event reports. XAl is also applied to the model to understand the weights
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of each feature related to the output classes. Weighted keywords extracted
from both output classes may also be used to help users to label new records,
providing a prediction classification score. The developed framework repre-
sents a novelty in the Clinical Engineering field, as the RWE extracted can
be applied for EBM, HTM, HTA, and PMS scopes as mentioned in Section
1l

4.1.2 Dataset statistical analysis

1,857 reports extracted from the FDA MAUDE were labelled by experts as
HIT-related between January, 1st 2008 and June, 30th 2010. The remain-
ing 513,183 reports which belonged to the same time span were otherwise
classified as non-HIT. After discarding the records with no narrative data
1,848 reports
have been randomly sampled from the non-HIT population in order to build

associated, the resulting dataset contained 492,030 records.

a balanced training dataset for the BERT classifier (class weights are re-
spectively 1.0132 and 0.9871 for HIT and non-HIT adverse event reports).
Kolmogorov-Smirnov test has been performed to compute the distances be-
tween the empirical (sample) and the theoretical (original) distributions and
check whether the two follow the same distribution in relation to the manu-
facturer and the medical speciality (Fig. 4.2)).
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Figure 4.2: Results of Kolmogorov-Smirnov test applied to non-HIT data
grouped by manufacturer (left) and medical speciality (right): p-values are
0.281 and 0.846 respectively.

Manufacturer and medical speciality categorical variables were statisti-
cally described as frequency count and percentage (Fig. [4.3)).



4.1 Materials and Methods

49

12%

10.5%

Percent of population
0% % 10%

4%

%

6.8%
B.3%
51%
'

MEDTRONIC ~ BOSTONSCIENTIFIC GE HEALTHCARE

m ORIGINAL

= SAMPLE

4.6%

3.2%  32%

4.4%
3.9% 3.9% e 3T
27%
H

ROCHE ETHICON ENDO HILL-ROM DEPUY LIFESCAN, INC. STRYKER
DIAGNOSTICS SURGERY, INC. PLUVIGNER INTERNATIONAL,
LTD.

(a) Bar chart of the percentage of original and sampled datasets for the top-10

manufacturer classes.

0%

5%

2%

16.7%

Percent of population
15%

10%

5%

26.0%
I

0%

CARDIOVASCULAR
CLINICAL CHEMISTRY
GENERALHOSPITAL
ORTHOPEDIC

GENERAL AND
PLASTIC SURGERY

GASTROENTEROLOGY AND

16.6%
13.0%
12.5%
9.9%
10.0%
9.2 91t
B.5%
B.1%

UROLOGY

u ORIGINAL

= SAMPLE

5.5%

25%
1
&

5.8%
56% | o,
29%
27 21% Lo 10%  09%
- 7| e : 07%  04%  03%  01%  01%
08% | 0T%
i 03% | 03% | gom .
5]

NEUROLOGY

RADIOLOGY

OPHTHALMIC
AMESTHES|OLO

HEMATOLOGY

EAR, MOSE, AMD THROAT

OBSTETRICS AND
GYNECOLOGY

PHYSICAL MEDICINE

DENTAL
MICROBIOLO

IMMUNOLOGY

=
PATHOLOGY E

(b) Bar chart of the percentage of original and sampled datasets for the identified

medical specialities.
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Texts longer than 512 words have been truncated without losing any
meaningful information as they represent 99.14% of the whole dataset (Fig.

).
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Figure 4.4: Number of words for analysed records. The majority of records
(99.14%) present a text length which is shorter than 512 words.

The combined reports have been used for training, evaluation, and testing
on an NVIDIA GeForce RTX 3090. The model has been tested on 741 never
seen records (20% of the whole dataset). The remaining samples (2,964 rows)
have been split respectively into 80% for training and 20% for validation.

4.1.3 Explainable Artificial Intelligence

Two surrogate XAI models have been used to understand which are the
main features that affect the output of the model, in order to unravel the
decision-making process: LIME and SHAP.

LIME stands for Local Interpretable Model Agnostic Explanation. The
“local” aspect means that it is used to explain individual predictions of a
machine learning model. Each text record within the test set is explained in
terms of keywords, each one weighted in terms of relevance to the contribu-
tion to the final binary classification [93].
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SHAP (SHapley Additive exPlanations) is a method based on coopera-
tive game theory and used to increase the transparency and interpretability
of machine learning models. SHAP value shows how each feature affects each
final prediction, the significance of each feature compared to others, and the
model’s reliance on the interaction between features. To evaluate an existing
model f when only a subset S of features are part of the model, the other
features are integrated by using a conditional expected value formulation:

E[f(X>|Xs = xs]

When explaining a prediction f(X), the SHAP value for a specific feature i is
the difference between the expected model output and the partial dependence
plot at the feature’s value x; [70].

4.2 Results

Various experiments have been initially conducted in order to tweak the
model parameters. Dropout hyper-parameters have been constantly set to
0.5 for the attention layer and 0.1 for the hidden layer [24]. Three different
activation functions - the Sigmoid Linear Unit (SiLU), the Rectifier Linear
Unit (ReLU), and the Gaussian Error Linear Unit (GELU), three learning
rates for the optimization algorithm (5, 3, and 2¢7), and three batch
sizes (8, 16, and 32) have been tested as suggested by Devlin et al. [20].
Tests have been also conducted on the number of frozen layers to achieve
the best performance: 0, 4, 8, or 12 encoder layers have been frozen. A test
has been also conducted by only freezing the embedding layers. The best
performances have been achieved with 8 frozen layers, the GELU activation
function, a batch size of 16, and the AdamW optimizer with a learning rate
of 2¢®. The model has been trained for a total of 30 epochs. Fig. plots
the comparison between training and validation loss, showing how the model
begins to overfit after seven epochs.

The observed trend is coherent with the general approach of fine-tuning
BERT-based models for just a limited number of epochs [20]. Therefore, the
model has been trained only for seven epochs to avoid overfitting, obtaining
0.9680 accuracy, 0.9603 precision, 0.9764 recall, and 0.9683 F'1 score. Finally,
a new model has been trained on the same dataset with the same tuned

hyper-parameters and k-fold cross-validation (10 folds). Results are shown
in Table .11
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Figure 4.5: Comparison of training and validation loss during 30 epochs of
training.

Table 4.1: Results of 10-fold validation on 2,964 records. Highlighted fold 4
shows the best overall metrics.

Train Validation

Fold Accuracy Precision Recall F1 score
loss loss
1 0.0385 0.1277 0.9663 0.9860 0.9463 0.9658
2 0.0145 0.0169 0.9966 1.0000 0.9933 0.9966
3 0.0026 0.0102 1.0000 1.0000 1.0000 1.0000
4 0.0001 0.0012 1.0000 1.0000 1.0000 1.0000
5 0.0002 0.0088 1.0000 1.0000 1.0000 1.0000
6 0.0001 0.0028 1.0000 1.0000 1.0000 1.0000
7 0.0002 0.0026 1.0000 1.0000 1.0000 1.0000
8 0.0037 0.0047 0.9966 0.9933 1.0000 0.9966
9 0.0002 0.0143 1.0000 1.0000 1.0000 1.0000

10 0.0001 0.0014 1.0000 1.0000 1.0000 1.0000
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4.2.1 Testing and performance evaluation

The best-performing model (fold number 4) has then been tested on the
testing dataset, with the following performances: 0.9946 accuracy, 0.9893
precision, 1.0000 recall, 0.9946 Fl-score, and 98.93% Matthews Correlation
Coefficient. Fig. compares the training and validation loss in relation
to the training epochs to ensure that there is no overfitting during training.
The Receiver Operating Characteristic (ROC) curve and confusion matrix
for testing results are shown in Fig. [4.7]
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0.010 +

0.008 A

Loss

0.006 A

0.004
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Figure 4.6: Comparison of training and validation loss for fold 4. Both
losses decrease during the epochs so that it can be asserted that there is no
overfitting.
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Figure 4.7: ROC curve and confusion matrix for fold 4 tested on 741 records
(20% of the whole dataset).

The developed model has an overall classification run-time of 9.73 s +
21.5 ms for 1,000 reports. The classification run-time of one report is 9.48
ms + 5.6 us. The Python code, the training and validation datasets, as well
as the final fine-tuned model, are available on a public GitHub repository |I|
Results show better metrics than other existing HIT adverse events reports
text classifiers based on non-BERT NLP models (Table [£.2).

Table 4.2: Comparison of performances of the proposed NLP model (fine-
tuned ClinicalBERT') and other non-BERT models. LR - Logistic Regres-
sion. SVM - Support Vector Machine. CNN - Convolutional Neural Network.
HRNN - Hierarchical Recurrent Neural Network.

Model Accuracy Precision Recall F1 score
Clinical BERT 0.9946 0.9893 1.0000 0.9946
LR [15] - 0.9670 0.9420 0.9540
LR [33] - 0.6940 0.8040 0.7450
SVM+LR+CNN |[116] 0.9012 0.8796 0.8606 0.8700
LR+CNN-+HRNN [63] 0.9030 - - 0.8760

Thttps://github.com/alessioluschi/HITBert
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4.2.2 Explainable AI applied to the model

Fig. 4.8 shows the bar plot of the top 20 features obtained with SHAP
applied on the best-performing model (fold 4) on the test set. Words such
as “handheld”, “computer”, “screen”, and “software” have a high positive
contribution to the prediction of the HIT class, while “device”, “product”,
and “reported” have a negative contribution to the prediction, reflecting a
positive weight for the non-HIT class.
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SYSTEM
PRODUCT
PROGRAMMING
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REPORTED
PLUGGED
ANALYSIS
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SHAP value

Figure 4.8: Bar plot of the top 20 features analysed with SHAP.

Fig. shows how LIME explains the output classification for a given
text with the top 10 features: words such as “track”, “tracker”, or “system”
have a high weight related to the HIT output class, so they are mainly
responsible for the final classification of the model (which in this case is
concordant with the label).
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Prediction probabilities non-HIT
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REPLACED THE TRACKER, TRANSMITTER, TRANSMITTER CABLING AND BOTH RECEIVERS. THE SYSTEM WAS TESTED

AND FOUND TO BE WORKING AS INTENDED. AND PLACED BACK INTO SERVICE. IT WAS REPORTED THAT THE ITRAK
3500L SYSTEM WILL NOT TRACK. THERE WAS NO REPORT OF PATIENT INJURY.

Figure 4.9: LIME applied to record with MDR 978358 for top 10 features.
Words like “track”, “tracker”, and “system” have a strong significance for
the HIT output class, and they are those responsible for the final model
classification.

The overall weight for each keyword is calculated according to the for-

mula: i
Fo— 2 =1 Mn
‘ k

For each keyword, all the magnitudes identified within the texts m,, are
summed together and then divided for the total count of the analysed key-
word k. The calculated value F; is the overall weight associated with the
given keyword, representing the overall importance of that feature within
the whole testing set in relation to the final classification. The process is
applied both to HIT and non-HIT keywords (Fig. and Fig. 4.11)).

Words like “handheld”, “itrak”, “ultrasound”, or “centricity” are asso-
ciated with high average magnitudes in relation to the HIT class. Words
like “fowler”, “bilirubin”, “bladder”, or “reprocessed” have instead higher
average magnitudes for the non-HIT class.
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Figure 4.10: Bar plot for the keywords (features) related to HIT classification
in relation to the average normalized weight, extracted with LIME. The top
10 features are highlighted in the callout.
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Figure 4.11: Bar plot for the keywords (features) related to non-HIT classi-
fication in relation to the average normalized weight, extracted with LIME.

The top 10 features are highlighted in the callout.
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4.3 Discussion

4.3.1 Implementation and best practice

The definition of the hyperparameters of the model followed the common
best practice for fine-tuning BERT models as described by Devlin et al. [20].
All the tested values for the activation function, the batch size, the opti-
mizer, and the learning rate are those suggested by the authors of the lan-
guage representation model itself. Another common best practice is to use
only a few epochs for fine-tuning BERT models for domain-specific tasks,
as a pre-trained model usually requires a much smaller number of epochs
than models trained from scratch. In fact, the authors of BERT recommend
between two and four epochs [20]. Further training often translates to over-
fitting the data and forgetting the pre-trained weights. This phenomenon,
termed catastrophic forgetting, may occur when new data contrasts with
what the Large Language Model has previously learned, resulting in over-
writing or dampening the old information. A high variability in accuracy
between runs with the same settings has also been observed. This instability
has been known since the release of BERT. While catastrophic forgetting and
the small sizes of the dataset were first suspected as the causes of this insta-
bility, more recent work [79] suggests that optimisation difficulties leading
to vanishing gradients are the actual reasons. This represented a huge issue
during the development of the model, even though defining fixed seeds and
implementing layer-freezing during the fine-tuning phase seemed to partially
mitigate the problem.

4.3.2 Explainable Al

XAI can help understand the process behind the final classification per-
formed by the model. The two implemented strategies (SHAP and LIME)
bring similar results for the most relevant features which led the model to
the HIT class, while the results for the non-HIT class are different. The
discrepancy may be mainly due to the different types of variables analysed
in the charts. A single feature may have a not-high cumulative SHAP value
(reflected in a not-high general weight) but with a high average magnitude
due to its low frequency in the whole analysed corpora. It is also relevant
to analyse what brought the model to perform an incorrect classification.
We discuss the extracted texts analysed with LIME related to the four false



4.3 Discussion 60

positives classification (Fig. . In the first case, it clearly emerges that the
word “handpiece” is the main responsible for the misclassification, because it
has been commonly associated with HIT adverse events by the model during
the training phase (Fig. [4.12)).

Prediction probabilities non-HIT
HANDPIECE
non-HIT .
e [ 075 REPROCESSED
0.19
ANOTHER
0.17
THAT
015
ORIGINAL
013
INCIDENT
0.1
ASCENT
011
HEALTHCARE
0.10
CAUSING;
010
OPENED,
0.05l

Text with highlighted words
IN 2008, ETHICON HARMONIC SCALPEL HANDPIECE THAT WAS REPROCESSED BY ASCENT HEALTHCARE SOLUTIONS

FAILED TO WORK DURING INITIAL ATTEMPT TO USE DURING SURGERY CAUSING A DELAY IN THE SURGERY. ANOTHER
REPROCESSED HANDPIECE OPENED AND USED WITHOUT INCIDENT. ORIGINAL MANUFACTURE HAS BEEN NOTIFIED.

Figure 4.12: LIME applied to one adverse event report classified as HIT but
labelled as non-HIT by experts. The misclassification is mainly due to the
word “handpiece”.

The second and the third reports (Fig. and Fig. |4.13b]) are totally
different cases. In fact, for these reports, the initial label assigned by the

experts is actually wrong, and the texts are correctly associated with HIT
adverse events: a mix-up of images due to a communication error in the first
example, and a system freeze issue during pre-exercise image acquisition in
the second one.
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non-HIT

Prediction probabilities

non-HIT
HIT [ 1.00

Text with highlighted words

THE CUSTOMER REPORTED THAT THE SYSTEM WAS DISPLAYING A COMMUNICATION FAILED ERROR MESSAGES. THE
SYSTEM DID NOT HARM THE PT. THE WORKSTATION POWER SUPPLY WAS WITHIN ITS VOLTAGE SPECIFICATION. THE GE
SERVICE REP REPLACED THE SBC CPU BOARD AND VERIFIED THE C-ARM FOR PROPER OPERATION BY REBOOTING 20
TIMES AND USING THE C-ARM. DURING THE COURSE OF THIS REPAIR, HE FOUND A PROBLEM WITH THE IMAGES BEING
MIXED UP BETWEEN THE THUMBNAILS AND THE IMAGES, SO ANOTHER CASE WAS OPENED. SYSTEM OPERATES AS
INTENDED.

(a) LIME applied to one adverse event report classified as HIT but labelled as
non-HIT by experts. The words “images” and “system” strongly contribute to
classifying the record as HIT adverse event. By reading the text, it can be assumed
that the report is about a communication error with the subsequent mix-up of
images, which can be actually considered a HIT-related adverse event.

non-HIT

Prediction probabilities

non-HIT
HIT [ 0.f9

Text with highlighted words

WHILE ACQUIRING PRE-EXERCISE IMAGES. THE ULTRASOUND MAGHINE FROZE UP. THIS MAGHINE WAS THEN TAKEN
OUT OF SERVICE AND ANOTHER MACHINE USED TO COMPLETE THE TEST. MANUFACTURER

RESPONSE FOR ULTRASOUND MACHINE, BIOMED ULTRASOUND - ECHO SIEMENS
ENGINEER WAS CALLED IN TO CHECK ULTRASOUND UNIT. COMPLETED LEVEL ONE AND LEVEL TWO DISGNOSTICS

SYSTEM PASSED. ACCORDING TO SIEMENS, UNIT WAS OPERATING PROPERLY. NO SOLID EXPLANATION WAS GIVEN
FOR FREEZING UP.

(b) LIME applied to one adverse event report classified as HIT but labelled as
non-HIT by experts. Words such as “machine”, “images”, and “ultrasound” lead
the model toward a HIT prediction, which is actually true, being the initial label
wrongly assigned as it emerges by reading the text.

Figure 4.13: LIME applied to reports with MDR 1182990 and 1028497.
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In the last example (Fig. [4.14]), it can be observed that the features
with higher weights such as “numbers”, “34”, and “various” lead the model
toward the wrong classification, as the report is related to a medication
cassette reservoir. Additional fine-tuning of the model should be performed
in order to make it able to contextualise the words “numbers” and “various”
more specifically, resulting in lesser associated classification weights as they
are more common speech features.

Prediction probabilities non-HIT
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Text with highlighted words

PATIENT RETURNED 34 CASSETTES OF VARIOUS LOT NUMBERS. BUT PRIMARILY DEVICE AND REPORTED THAT THE
BLADDER IN THE CASSETTE WILL NOT EXPAND ENTIRELY.

Figure 4.14: LIME applied to a false-positive classification. Features with
higher weights such as “numbers”, “34”, and “various” lead the model toward
the wrong classification, being the report related to a medication cassette
TeServoir.

4.3.3 Environmental Impact of Artificial Intelligence

As a final consideration, the environmental impact of Al should also be cited.
Indeed, whenever Al models are described and analysed, a parallel discus-
sion on the environmental impact of such technologies should be performed.
COy emission from the world computing infrastructure is now equivalent to
acronautics at its top, and it is growing faster and faster each year [18].
According to Belkhir and Elmeligi [9] the demand for electricity from data
centres will contribute to 14% of the global emission of greenhouse gas by
2040. Even only the training of a small NLP model can produce about
300,000 kilograms of CO,, which is the same as five gas-fuelled cars in their
whole life cycle, or 125 flights from New York to Beijing and back [99]. In
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such a scenario, especially when discussing the scalability of an Al model to
larger case studies and for bigger stakeholders, the authors think that the
common practice of maximizing computing cycles to improve performances
must not be the only goal, but it has to be combined with the analysis of
the consumption of energy of CPUs and GPUs, not only from the economic
point of view but also as a contribution to the global pollution.

4.4 Conclusion

The proposed framework employs NLP techniques and a BERT-based model
to automatically identify adverse event reports related to HITs. Input data
come from the FDA MAUDE database of medical device adverse event re-
ports, but they can also originate from different sources. The framework
aims to extract RWE to support EBM of medical devices, HTA, and HTM,
as well as PMS as outlined in the EU-MDR. The designed model uses a
pre-trained version of Bio_Clinical BERT, additionally fine-tuned on 2,964
adverse events reports extracted from the FDA MAUDE database, which
had been previously manually labelled by experts. The model was then
been tested with 741 reports. Results show better metrics than other ex-
isting NLP HIT adverse events reports text classifiers based on non-BERT
models [15,33/63,|116]. XAI techniques have also been employed to under-
stand how the model interprets each feature, calculating the overall weight
of each word in relation to the final output classes. Both employed XAI
methods (LIME and SHAP) highlight how a subset of specific features (e.g.,
“handheld”, “computer”, “software”) have a high weight in determining the
final output class of the model, as it is conceivable and congruent with the
type of analysed events.

Highlighting both the most common faults and the unexpected new chal-
lenges before introducing a new device is vital to perform an actual assess-
ment of the whole life-cycle of the technology (from purchase to maintenance
until discontinuation), evaluating all the possible hidden costs which it may
impact. The performance and the robustness of the model can be further im-
proved by exploiting new adverse event reports extracted by the MAUDE or
other SRS databases (e.g., the EU EUDAMED and the Australian DAEN).
In doing so, the results that emerged from the implementation of XAI meth-
ods can be incorporated to ease the process of labelling new records.



Chapter 5

Conclusions

The primary objective of the developed framework is to extract Real-World
Evidence (RWE) to support Evidence-Based Maintenance (EBM) for medi-
cal devices, Health Technology Management (HTA), Health Technology As-
sessment (HTM), and Post Market Surveillance (PMS) in line with the EU
Medical Device Regulation 2017/745 (EU-MDR). Highlighting both common
issues and unforeseen challenges before introducing a new medical device is
crucial for a comprehensive assessment of the entire technology lifecycle,
spanning from procurement and maintenance to eventual decommissioning.
The literature review in Chapter [2| showed that the application of Natu-
ral Language Processing (NLP) on medical device adverse events (especially
software) is still in the embryonic phase, so this work tries to establish a novel
contribution to applying existing Deep Learning methodologies to solve un-
faced clinical and management problems.

The developed framework leverages NLP techniques and Large Language
Models, employing a pre-trained BERT model (namely, the Bio_Clinical BERT
model), fine-tuned using 2,964 adverse event reports extracted from the FDA
MAUDE database, to automatically detect those associated with Health In-
formation Technology (HIT). These reports had previously undergone man-
ual expert labelling. Subsequently, the model was tested with 741 unseen
reports, demonstrating superior performance metrics compared to other NLP
models for adverse event reports in HIT that were not based on BERT
[15,33,(63,/116].

To enhance the transparency and interpretability of the model’s decision-
making process, Explainable Artificial Intelligence (XAI) techniques were
utilized. These techniques, specifically LIME and SHAP, highlighted the
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significance of individual features, showcasing how certain features strongly
influence the model’s output, aligning with the nature of the analysed events.

The model’s performance and reliability can be further enhanced by lever-
aging new adverse event reports sourced from MAUDE or other similar Spon-
taneous Reporting System (SRS) databases, such as EU EUDAMED and the
Australian DAEN. Additionally, insights gained from the implementation of
XAI methods can be incorporated to facilitate the labelling process for new
records. Further opportunities for data access may arise, including the pos-
sibility of obtaining data from local hospitals’ Computerized Maintenance
Management System (CMMS) software.

However, a comprehensive review of existing literature performed in Chap-
ter [2] has revealed a notable absence of an up-to-date global standard for
naming and coding medical devices and their associated fault codes in main-
tenance work orders. This deficiency poses significant challenges when at-
tempting to collect data from diverse systems, as mapping across disparate
nomenclatures becomes exceedingly difficult due to the unique internal orga-
nization of each nomenclature and CMMS software. These challenges hinder
the extraction of harmonised RWD, which, in turn, constrains the develop-
ment of EBM. This approach could otherwise offer guidance for enhancing
the maintenance of medical devices while ensuring their safety and reliability.

While progress is being made in standardising the nomenclature of med-
ical devices, largely thanks to initiatives by organisations like the World
Health Organization (WHO) and the development of the International Clas-
sification and Nomenclature of Medical Devices, the standardisation of fail-
ure codes for maintenance remains in its infancy. Involved stakeholders ap-
pear more inclined to propose entirely new classifications rather than striving
for interoperability with existing methodologies.

In such context, semantic ontologies emerge as valuable tools for knowl-
edge representation, employing abstract concepts to comprehensively de-
scribe a given subject by capturing entities and their relationships. A scoping
review was conducted to assess existing ontologies capable of accommodat-
ing various use cases in the healthcare environment. The review identified 32
studies, which were classified into ten areas of interest. These areas included
technology, disease vocabulary, medical vocabulary, medical data, human
roles, building management, drugs, services, medical procedures, and emer-
gencies. A set of 34 ontologies extracted from these studies was also analysed
and discussed in Section 3.4l
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Semantic ontologies offer the potential to establish a suitable level of ab-
straction for sharing and reusing concepts in a standardised manner. This
ensures that data from diverse sources can be provided with a common
nomenclature, facilitating communication among stakeholders, and stream-
lining the integration of the proposed NLP framework for HTM and HTA.



Appendix A
Appendix

This appendix is related to the results of the scoping review, previously
presented in Chapter

67



68

"SJUSTIUOIIATD
I00P)JNO pue I00PUI UT Syse) mI0j1ad 09
SOTJRWOUNY JUSISHTP [IM S}OOI SMO[
-[e YIomourelj oy, ’Syse} Jo UOIND
-9Xo 91} SuIdpe SUOIIPUOD SNOLIBA

o8euewr 01 (JNSOJL) [PPOIN OljurumIog

SPUSTUUOIIAUY OTWRUA(] 98IR T
Ul UOIJRIIARN 01100y 0} UOI}RD

[eorsopogu() 19[duiy, ® uo peseq yiom -ddy s)] pue yiomowrel] [PPON 29] 20T
A3orouray, NOVM -ouIRI} UOTIRSIARU JOIJURWIOS SUIJUSSOI  [@IIS0[0JU() JNURWIOG d[(IXd[ Y oor
USISO(] ASO[0U() PUR MIIADY Y
ASofoju() :A|(eny) [eIUSWUOIIAUG IOOPU] e zeoe
ssurp[ing d04g QOURULION®J SUIp[ing oY) SUlUesal] I0J SOIFO[OUYIR], (OA\ OljUeUWdg SIoNUO(]
Arenqeoop ‘JuamIjeal) orewolduwAs SIS0I9[0g SISOI9[0g o[dIyNIN JO Juaw 27| 250T
9sRAsI(] OSINLS o[diymy I10J ASo[0ju0 Ue FUIPIAOLJ -Jeal], o1pewojdwig 10 A50[03u() TuRyRISH
“e1ep YV Surdionb 10j soorates 3ur
-pyewr se ‘Are[nqeoos [D-AHINONS rIRDP
Arenqesop oOayo se [[Pm sk ‘sorgo[ojuo QYO Pur  YIVA I0] swelsds Surgojewr £50 Z01) 2202
oseasI(] LIDN LIDN Jo ooueuriojrod or) SUISSOSSY  -[OJUO JO JUSUISSOSSE 9OURULIOLID — OUIIR(] URA
'51doouoo 9100 suerd juow
eIR(T SO(J 93 JO UOTJeSI[RLIdS © Sk AJO[0JU() -08RURW )R S[(RUOIJIR-UIYORU €1 zgoe
[BOIPOIA 0SOa pIrepuelg uowwio)) JIN( SuljuesorJ I0j ASo[0juo ue spremol :0OSOH osopie))
eaIY so130[0jU0 Iesx pue
JrjueuIag pagIjuspy o[a13ae 9yl Jo wry SIML Joymy ‘g

"SO[O11IR PIYIR[As 9} SOIPSLI9IRIRYD oY) Jo Arewiwung :1°y 9[qel,



69

SWIPISAG SUISSOO0IJ UOI)RW
-I0Ju] poseg-A30[0ju() pue ‘sor)

"SOTTUNTITIOD  -TUNWIWO)) [BNIA ‘OIRDYI[CIH Ul
Arenqesop YN [EN}IIA PUR OIRDY)}[EIY JO UIRWOP O3 SOLSO[OUTDII], GOAA OTIURWOS SUIZI] 18] 220T
oseasI(] VIdPeoIN Ul (oM OTJURUIOS oY) SUISN JO MOIAQY  -11() U0 MOIAdY Arerodurojuo)) y AureseueArIeN
"sy[ns (SHIYY) woisdg
-1 POALIOP S [[oM sk ‘soFe)s Fursseoord  osurdrojury]  Surdew]  seSURNIy
-98RWII UOWWIOD ssoIoe sa0Inos ajered oy) ul (NS[HJ) OUIDIPSJN UOIS
-SIp WOIJ ®JRP [RPOW-I}NUW JO SUOI} -I09IJ Ul Sursew] JI0J WIOR[]
LIION -equasardor orjuewos jroddns 0} so1} oy} Juls) SIHMNSY Surdeuwrror
Arenqesop VINA OVI  -Iiqeded  pojelsojul soanjes] [YOIYm -NON POALD( PuR Bje( [BPOIN 1] zzoe
[BOTPOIA LIDN IO  WojsAs juowoFeueull ®IRP [OIBOSOY -IYNJA JO UOIJRISOIU] OIJURTOG 'UOL
AremnqgedoA 190 O-ADI "I90URD UI SOL30[0jUO 3Ulsn yoreassy A3010ou() ur syderx) 6] 250T
oseasI(] LIDN UO SYIOM JO 9PBIIP )5€[ o) U0 MOIADY oFpo[mouy]  pur  S9130[03U() RATIG
‘NO'TId
UM SOIJURWOS UIRW S}I SUI)RIOUUR
Aq ejep Arejorp poseq-olreuuor)sonb Apnjg 9deouon)-jo
jo  Ayqerodorojur  pesoxduwit 9y} -JOOIJ :eye(] AIRIDI(] JO AN[IQRID
Are[nqesop ojerpsuowdp pue (NOTI(Q) 48001 -doiojuy oy aaoxduwy 0y A30103u() 99] ¢20%
[ROTPOIN NOTIQ -u() oAysoqry Arelorq © Surdoad(  o[A)serT Arejor © Surdopeas(] wrs|




70

“QUIDIPAWL UT U110
-10d [eUOSIOdIONUI JO UTRTOP S} ‘90Ud

A8ojojuo doussaad
oY) Jo Apnjs osed Yy :OUDIpoW

-so1d Inoqe ejep AJISSR[O PUR 9(LIOSOP Ul 90USLIodxe Uewny oY) AJISSe[d 2] 1202
90y urRWNH od4ad 09 sTomouretj 1enjdodouod © Jo uoryesl) 03 spoyjew orgdersourje 3urs() RINRIN
‘suotyeot[d
NSS -de pue so01A0p SNOOUNE0I019Y SUOWR onbruype) Surures] auIyd
oNT-1.01 AIqeIodoIojul OTJURUIDS OASIYDE O} -BW SUISn SSUIY], JO J9UISU] I0] 26] 1202
ASorouyoa, INZINPUQO A8o[0juo  otwreuAp e Jo [esodolg AS0[0jUO OIWRUAD JYSOM-IUSI Y uewyeY
OdIA ‘61-AIAOD-0dI
61-AIAOD  Pu® OdID ‘OdIA ®¥eP 61-AIAOD
Aremqesop -0dI jo sisf[eue oyj Ujm pojeiSojul suols 61-AIAOD Jo o8e oyg ut  [g] 120z
oseasI(] OdI OdID -ueixe sy pue O jo uonduose(q AS0[oju() 9seaSI(] SNOIJIJU] oY T, Moooqeq
‘wopqoxd (NyIS) Sutddeyy $30QOI SNOWOU0}
PUR UOTIJRZI[RIOT SNOSUR)NUWIG o) pue  -ne I10J uorjeuriojul surddew sno L1 1202
VTS0  $30gOI Snowouojne o031 poje[ol sjod -ouejnuwiIs pue UOIIRIO] SUIJUSST ednry
A3orouyoa, VHOD -se [[e [opow 0} A30[0juo 91o[dwiod y  -dol 10] AS0[0JU0 Uy WR[SOU() -ofou10))
S[OPOIN
‘preordde posiatodnsun Azznj  posiatednsu) Azzng [RIFUDIOPI(]
[erjuoIogIp Teraed e Suisn Sulsewr [eI)IRJ U0 poseyg SSUIY], JO
-UOISIOAP  PUR  UOIJRIDOSSE  OIJURIILS  JOUISNU] S} 10 SUINRIA-UOISIOI(] 69) 2g0T
A3orouyoay, NSS 10T Jo sisA[eue pue Apnjis sjuoseld pue UOT)RIDOSS Y OTJURIDG nry



71

-3urysoy [eordo[olq pue
oInjoRNURW ‘USISOp I0Y) ‘S[RLIOJRUL

RIR(] S[RLIS)
-RWOIE JO SISA[eUYy pur ‘UOI}eIou
-uy ‘Surddeyy 10§ (001, ¥ :(dHA)

Arenqesop -01q JNOoQe UOIIRULIOJUI SUIZIURSIO I0] ASO[0JU() S[RLIOJRWIOIY PUR ‘SpP[O] 6¢] 0207
[ROIPOIN siclel ooanosar uodo ue ‘g (] Jo uondLIdso(]  -Jed§ [RIUSTLIEdXS ‘SOdIAd(] O[T, TR [
ee( poxury
se we) ysiiqnd pue sppow Surpymg
€ pue sofewl (Jg WO PojorIjxo U0}  BJR(] POUIT Sk 9SNol I10] AI}oW0 3] 0207
ssurpring 109 -euLIOJUI Juouodwod SUIp[INg dUIquIoy) -08 SUIP[INg SUI)SIXo JUISSOI0I] Iorsseq
OAIA “SOAT)RTIIUT USTS udrso(] pue Suruue[ e}
A3o109u() -op pue Suruure[d [RJUSTUUOIIAUD [RUOIS  -USWIUOIIAUG IOP[OYNRIS-TININ
-uoIyR[OY -o1 Ioployeyels-ijnur © I10j sprepuels groddng o3 yderr) o3peimousy
A30107u() TOYVJS0eD) pue (T uo poseq ydeis e Surusso(] [spnpoiJ  pue ’¢| 120T
9[oy urwWINy -uonyeziuedr() oFpomouy odAjojord e SJurdopao(  ‘suorjeziuedi() ‘syoelorg ‘ordosq UOPIOY)
OVON
SONMOS
Gicl MOTADI
A3o109u() ‘UTRWIOP  9INJRID] JIJRWISAS Y :UIRWIOP
-1998esI(] JUOWOFRURUL I9)SRSIP 9} Ul SUOIJRII[  I9ISBSIP O Ul SOIF0[0ju0 10] sord 9] 1202
AouaBIomy] yyedury -qnd Jo ma1AdI puR YDIeds JIpewR)sAg  -pulid Y[y Jo uoryejustorduuy QMUITZRTN



72

"90URING eIR(] [LIIBING
JO 9X0jU0d oYU} Ul Julepouwr ssoo01d
[BOI3INS WO SUISNOO0] ‘AI9SINS JO UTRW
-Op oY} Ul S9I30[0jU0 FUIdO[eAdp WLIOJ
-pe[d ' Se SoAISS YOIYM ‘UOIJOY SAIJRIO
“qRIOD INdSOMO 943 JO UonRjuesald

s[epowm sseo01d [eor3Ins
Jo A30[0ju0 pIepuRIS B PIRMO]T,

o9g] 8102
pneqro

Are[nqeoop

"LO-IINONS Ut sttioy o)
surugep I10J SISe( oY} Se pasn o 0} £30
-[0qu0 [eAs[-Ieddn ue jo juswdo[eas(]

9OUDIOS [BIIPoU
[RISUSS 10] ABO[OJUO ST} UO Paseq

A8orojuo prepuess 1,D-AAINONS

g2) 810¢
yseddeg-1q

Are[nqeoop
Hvdo 4vo

"Sua
-dofeaap sy pue YO Jo uondrioso(]

SUOI}IPUOD dSBISIP
pue o8e juorjed JUSIOPIP UOALS
SJUOA® OSIOAPR JO Apnj)s Ul oge
-STL 71 PUR SJUDAD dSIOAPR SNIP JO
sisATeue pue uorjejussardol orye

-WRISAs poseq-A30[03u() HVAO

g1 6102
nx

A3ofouyoo],  wWeLIIG-T,0]

‘surioyyerd
O] SNooua30I0)eY Ul )P AIOSUIS JO
A10A00STp pur Aiqeiodolojur smofe
yer) s3deouoo T,0] A6y oY) 9(LIdSOP 0}
A30703u0 (NSS) YI0M)OU IOSUDS DIJURUL
-9S oY} JO UOIJRIIURISUI JUSTOMIYSII]

15 BE@Q.E@JHOM Jo uorjejuasald

SOOTIAIDG TOT)
-0999(] YUOAH PUR SOIJATRUY ®IR(]
UM 9S() S} PUR SUWIRAIIS BIR(]
SSUIY], JO jourequ] I0] AS070}
-UQ) JUSTOMIYSIT Y WeaI)§-T,0]

92 020
yoTes[H



73

WLIONXY "A30[09u() SNI( YY) JO SINONIIS $90INO0S 1910 PUR ULIONXY UO E__ 10T
sSnI(g QI U} pue Juip[mqg oy} jo uondudso(] Pposeq AFo[ojuo Snip e Iurp[mng RUURH
"A30103U0 pajelal s3I pue a3ueyd a8ueyo
eye( -X0 UOTJRULIOJUI WOJSAS [I[ROY JO JIOM -XO UOIIRULIOJUL [I[RIY OTUOI} E GT0Z
[BOIPOIA OIdH -owreny Tenjdoouoo oYy jo uonduoso(] -09[0 JO SJUI[[OpOW [edI80[0ju()  ARIINAOIN
110ddns uotsoop pue Ayiqerodo (NOH.L) A80103u()
-I9JUl ‘03URYDXO UOIJRULIOJUI 9AOIdWI  T[}[e9Yd[9], O, :S0JIAISG I eay
0} Tenyuojod pue Ajqqeordde syt -9[Q], JO AISAIR(] oY) SUIPIRIIY
‘oseo-osn urewr s Junepmone ‘NOHJI, S109[qQ) pue s9ssed01g JO U0 E GT0Z
A3orouroay, NOAL Jo uonejueserd pue uonduoso( -ejuesordoy [RUWLIO] B SPIEMO], ruRIURS
sjuou
‘syuomrdoeadp  -do[oAdp JUE0DY  SOIYIIUS [RIDOS g 910%
9]0 Uewn ASHINO 10201 SII puR HSYNQ JO uondiiose(  PoIe[od A[[ROIpaU JO AF0[0JUO oY T, SYOIH
SOOIAIOS SOIISL30] 10f wIdjed SOOIAIOS SOIISI30] J0f wIvjed E L2102
SOOIAIOG ddO 50T  ulsop AS0[0jUO0 UR JO UOIJRIUSSSIJ UBISOpP A30[0jU0 UR - J(() OSOT IOUYO0[5)
uorjenjoe
'sooURI9]  pur ‘Suridwes ‘SUOIJRAIISQO ‘SIOS
-JIp UrRW pPUR SUOISIOOP USISOP Aoy PUIY -ULdS JO sorjurwos oy} SurAjroods
XNSS -9q 9TeUOTIRI oY} SUISSNOSIP $IIFO[0UO  pIepUR)S HH( PUe DEM Julof g 8T0¢
ABoouydy,  YSOS NSS  ZNSS PU® ¥SOS ‘NSS oU3 Jo MOIAAQ Y :480[0jU0 NSS IR[IpOW A, 1O[[*H



74

AIe[nqesop
aseasI(]

OdH

‘uoryeuwrtojut d1dAjouoyd oanjded 0y
OdH Jo uornyduosep pue juswdo[eas g

A3o103u() 9dAjoudyJ URWN oY,

6] 0T0T
UoSuIqoy

Arenqeoop
[BITPOIN

X peyd
LION

“SHIOWNIOP
[BOTUI[D SUISTL JUSWIILIUD ASO[OJUO JI0J
poylewl SUIYDIRUL TI9YIRJ OIORIUAG
-02IX9T & JO SSOUDAIIDRYD 9} 9)en[RAG]

SIUDWINOOP [BITUI[D YIIM JUSWYDLL
-Ud AB0[0U0 10] Sulyojewr wrvjjed
OI)0RIUAS-0IXA] JO SSOUDAIIRYH

89] 1102
nry

BYR(]
[BITPOIN

INVAd

*SoM.30]
-@1RD 9OINOSOI UIYIM SN I0J SUOI}
-gJ0UUR S[(ePUR)SIOPUN-IUIYIeW JUl
-ped10 Jo [eo8 oy} yym sordoy pue
SJeULIO] ®Jep ‘SIOYIJUSPI puB BIBP
Jo sodAy ‘suorpersdo  SOIIRULIOJUTOL
Jo ASo[ojuo ue ‘NY(H Surjuesarg

syeur
-10] pur so1do} ‘SIOYIULPI pue
eep Jo sodA) ‘suorpersdo soryewr
-I0JuIolq JO A30[0JU0 UY NV(H

69 €102
uos|

A3orouyoa,

Vd0D

"UOT)eWOINy pue
SO130qO}] UI POSTl AJUOWWIOD SWLIOY JO
10s ® sossedwooud ey} A£S0[0JUO 9100
® JO UOIJONPOIJUI PUR UOIJRUWIOINY pUR
SO130(0Y] 10J $9130[0jU() poureu ‘dnoix)
Sun{Iop SYY-HHHI POULIO] A[Mau o1}
JO S3INSAI JUALIND O} JO UOIPeIUISIIJ

UoIjRUIOIN® pUR S$O190qOI
I0] AS0[0JUO 9100 ® SPIRMQ],

06] €102
SCULSCAE |



75

IM0-g/)8THIIT

06 /TUTIOTJIS /WOD BIOD/TMO-7/QT999T UOIYeWO)
121) $O1900Y ‘qnuat3//:sdaay /810 1and//:daqy -ny pue so130q0Y 10J £30[04U() 210D  YHOD
“juewyear) pue uorjuosdld ‘sisouge
-1p ‘stsouadoyjed ‘A3o[orwopids ‘uors
-stwisuelI) ‘A30[0130 1107} SUIPN[OUL
TMO OPTO/0qQO| ‘SOSBISIP SNOIJOOJUI SIIIABUOIOD JO
op1o/£30T02U0-0OPTO /810 £xeIqTT0q0 S300dSE SNOLIRA 9ZIPIRPUR])S PUR JUSS
q 6T-AIAOD /wod *qnuaTd//:sdaay ‘1and//:daay  -exdex Aeordojojuo o3 swre OAID  OdID
“surpimg
® Jo $3deouod [eorgojodo) 9100 oY
70q/0T " qnU31 13 70q/0T°qnuaT3 SJuIquOSep 10 ABo[0ju0 [eWIUIW ©
g semjoniyseyuy | *8o-pqr-ogm//:sdaqy | -8o-pqr-oem//:sdaqy st A3oj0qu() A3ojodoy, Supimg oy, 109
‘S)UOUISSOSSe 9oueuLIofIod
Surpymq xo[dwoo Aq posn juowuol
-TAUD R}RP STNOdUFOWOY € 9)8dID 0}
‘soryredord orureudp pue or1jels Yim
Tway - xsput/doq/oT Tway - xoput/doq/oT uoljemLIOjUl SUIp[ng [eordojodo) jo
*QNUATS - ST UOPXO TR *qnUAT3 - SIOYUOPXSTE UOIJRISSIUI 91} S[qeUS 0} Ssuire A30
¢g| semjonayseryuy //:sdaay //:sdaqy  -[ojuQ oeourwLIONRJ Surpimyg oYL  JOd
‘Joy oidof, 9)ISqOAA 19l uo1ydrioso(JASo[01u ()

SOI0[0JUO POYIFULDT JO OIRL, 3V O[qEL


https://alexdonkers.github.io/bop/index.html
https://alexdonkers.github.io/bop/index.html
https://alexdonkers.github.io/bop/index.html
https://alexdonkers.github.io/bop/index.html
https://alexdonkers.github.io/bop/index.html
https://alexdonkers.github.io/bop/index.html
https://w3c-lbd-cg.github.io/bot
https://w3c-lbd-cg.github.io/bot
https://w3c-lbd-cg.github.io/bot
https://w3c-lbd-cg.github.io/bot
http://purl.obolibrary.org/obo/cido.owl
http://purl.obolibrary.org/obo/cido.owl
http://purl.obolibrary.org/obo/cido.owl
https://github.com/cido-ontology/cido
https://github.com/cido-ontology/cido
http://purl.org/ieee1872-owl/cora
http://purl.org/ieee1872-owl/cora
https://github.com/srfiorini/IEEE1872-owl
https://github.com/srfiorini/IEEE1872-owl
https://github.com/srfiorini/IEEE1872-owl

76

‘popraoad osye
oI SUOIJR[SURI} URBDIOY puR T[SI[3
U] Ul poeqe[ are s3deouo)) ‘soeds
JUOUISSOSSE [SI[SUH PUR SO[RIS JUaUl
-ssosse AIejorp ureloy] wog poymnd

BIR(] NO1IQ/sat80T03U0 NOTIQ/set80T0quo aIe s3dedouo)) "ejep O[AISeJi[ AIeld
o[A9sa1 T /310 £30T03U00Tq /810" £30T0qu00Tq -Ip Jueserdor o0y swre (NOTIA)

99| Arear(g ‘Teaxodotq//:sdaay ‘Teaxodotrq//:sdaay  ASooju() o[AgsoyrT Areierq oYL  NOTIA
"STeLI9YeUOIq
pue sprogeos [ejuewinrodxa ‘sod1Adp
gop/seTI0T04UO [BOIIPOWL JO P[RY oy} ul 3Jumngore
0T 'qnUaTS /TUTYRYIRUSO/3I0| -1BD BIRD 9R)I[IOC] 0} g L3070}
*oTqQgepadeloxd “QeMOTIURWSS| -UO Ue SI J1 :ASO[0JU() S[RLIO)RWOL

6¢]  sreuwjeworg //:sdaay ‘mmm//:daqy  pue splopeos [RjUSWLIDAXH ‘S9OIAd(] qadada

TuauIage

1) -URI ®Ye(]

TWAY " US —XOpUT

/0SOp/Su/pT
*soTquewss//:daay

TWAY " US -XOpUT
/0Sop/su/pt

*soTquewss//:daay

(M O) 98enguer A30109u()
oA\ O} SUISN [opPOW pPIepUe}S UOU
-0 JIN( QY2 sjuesexdoar 9] "A30
-[OUTD9) oM DJIjURUWLS JO 9Fesn oY)
J8noIy) ‘(epowl pIepuel§ UOWIUIO))
JINA oY)} juesaexdar 03 swire A30[0)
-u() prepurjg uowrwio)) JINA 9U.L

0s0d



http://semantics.id/ns/dcso/index-en.html
http://semantics.id/ns/dcso/index-en.html
http://semantics.id/ns/dcso/index-en.html
http://semantics.id/ns/dcso/index-en.html
http://semantics.id/ns/dcso/index-en.html
http://semantics.id/ns/dcso/index-en.html
http://www.semanticweb.org/osnathakimi/ontologies/deb
http://www.semanticweb.org/osnathakimi/ontologies/deb
http://www.semanticweb.org/osnathakimi/ontologies/deb
http://www.semanticweb.org/osnathakimi/ontologies/deb
https://projectdebbie.github.io
https://projectdebbie.github.io
https://projectdebbie.github.io
https://bioportal.bioontology.org/ontologies/DILON
https://bioportal.bioontology.org/ontologies/DILON
https://bioportal.bioontology.org/ontologies/DILON
https://bioportal.bioontology.org/ontologies/DILON
https://bioportal.bioontology.org/ontologies/DILON
https://bioportal.bioontology.org/ontologies/DILON

7

SPI029Y 0IFH/sat30T03UO M0 "A3010U() PUOWDINSBOTN dFURYD
ey /810" £30T03uU00Tq “0ToY/ed 00TI93eMT] -Xi] UoIjewioju] pue Ajiqeiado

L2 OTUOI}93]H] Teaxodotq//:sdaay ‘TasTyun//:daqy -I0yU] WRISAG oIed)[ROH [euolsdy  OIHH
"SOSLIO pIezey Jo Surl
JuowI /OT -uefd pue Surdeuew AoudSIoWd JO
-98eUuRIA *1ysedus /0T qnua T3 /Tysedus UrRWOP 9} SUIULISOUOD $3dOOU0D 9100

9/ AduaBrowyy - anodreyeys//:sdaqqy /310°'prem//:sdaqy oy} sozieniydeouod jey} Agojoyu() I1yreduy
"S$OTJRULIOJUION] Pue A30701Iq
reuonyendwos  umgpm  peardsepim
Juow oI 9Jey]} SOI)IIUS  ‘POySI[qeISo-[[om
-o8rURIN a3ed Jo ABojojuo ojordwiod e st NVAA
MOPIOA /3810 £30TO0UOUEDS 810°£3o0Toquowreps :juewOSeURW B)RP pue  AS0[0)

64 ‘SOTyeuLIOJU] //+d33q //:daay -uo ssAfeur  eyep oynuebsolg  NVAA
‘Surdesped 1) pue
I93SeW/DIS TMO " UOIP/0qo  ‘syueIpatdul 1Yy ‘syonpoid SnIp jo
/uoip/Tuqpsuen/3xo /310" £xeIqTTOqO ASO[0OjUO UR ‘AB0[0YU() SNI(] 9Y) 10]

17| ssnaq "383o1q31q//:5d33Y "1and//:daayq  ysodop oy st :ABooju SnI YL,  NOYd

MO
"9GT1166.5092¢TA80T03UQ
TuauI /0T/800Z/S2T30T03U0| °SI9ISBSIP SUIUISIUOD SATJIIUS ) [[® A30
-o8eue /I9sMoIq /310°qemdTquewss| soinjded JI pur [OIJUOD I9ISESIP I0]  -[0U()
9] Aouagrouuyy /us /T3 T3uo//:sdaqy ‘mmm//:daay AS0[0jUO UR ST AS0[0JUO I9ISeSI(] O], I9)Sesi(]


http://www.semanticweb.org/ontologies/2008/10/Ontology1226057991156.owl
http://www.semanticweb.org/ontologies/2008/10/Ontology1226057991156.owl
http://www.semanticweb.org/ontologies/2008/10/Ontology1226057991156.owl
http://www.semanticweb.org/ontologies/2008/10/Ontology1226057991156.owl
http://www.semanticweb.org/ontologies/2008/10/Ontology1226057991156.owl
https://onki.fi/en/browser/
https://onki.fi/en/browser/
http://purl.obolibrary.org/obo/dron.owl
http://purl.obolibrary.org/obo/dron.owl
http://purl.obolibrary.org/obo/dron.owl
https://bitbucket.org/uamsdbmi/dron/src/master
https://bitbucket.org/uamsdbmi/dron/src/master
https://bitbucket.org/uamsdbmi/dron/src/master
http://edamontology.org
http://edamontology.org
http://edamontology.org/page
http://edamontology.org/page
http://edamontology.org/page
https://w3id.org/empathi/
https://w3id.org/empathi/
https://shekarpour.github.io/empathi.io/
https://shekarpour.github.io/empathi.io/
https://shekarpour.github.io/empathi.io/
http://whistl.uwaterloo.ca/heio.owl
http://whistl.uwaterloo.ca/heio.owl
http://whistl.uwaterloo.ca/heio.owl
https://bioportal.bioontology.org/ontologies/HEIO
https://bioportal.bioontology.org/ontologies/HEIO
https://bioportal.bioontology.org/ontologies/HEIO

78

dao~esoT upego] "SODIAISS SO19SI30] noqe uIajjyed

/IUND00TH-TORYD T /Iouyde0TH-TerydT USISop ABo[ojuo oy} sI 91 :uIded  JAO

s SOI)SISO /uod qnuat8//:sdaqy | /woo-qnuatd//:sdaay  uliso AS0[0ju() 9OIAISG SOIISISOT] 9GO
(OdIA) 430109
-U() 9SBISI(] STIOI}DSJUT STLIT A ) PUe

6TPTAODODT M0 6T-PTAOD-OPT (O(]) AS0[0JU() OSeSSI(] SMOIOJU] 61
/sat8070quU0/STO/YN | /0qO0/3I0°AIRIQTTOQO 9Y} JO UOISULIXd UR SI 1 :AJ0[0U() -JIAOD
i 61-AIAOD | "o® Tqe mmn//:sdisy ‘Tand//:dadg eseesq snonodyuy 6I-AIAOD UL -OdI
£3oT0qupg~esEOSTI(g
~STOT3D93FUT/THIA TM0°0pT/0q0

SoseasI(] /810" £30T02U00Tq /810" L1e1qIT0qO 9100

q SNOT}O9FU] ‘mmm//:sdaaqy ‘1and//:daay A30109u() 9sBASI(] SNOIPIJUT odil
/OPOT/0qo ‘wRYSAs (D] 23 Jo uoryejuasardal
0dDI/oPoT /310" £1eI1qTTOqO ASO[0JUO oY SI 1 :AF0[0jU() 9Sed

26 SoSeaSI(] /wod *qnyat8//:sdaay ‘1and//:d23y  -S[(] JO UOIJROIPISSR) [euoljewtoju] OO
"9SROSTP
URWINY Ul POISJUNOOUS SOINJed] [BOl
Tmo-dy/oqo -urp pue seneuniouqe ordAjousyd
/dde /310 /810°£IeIqTTOQO JO AIRNQRIOA POZIPIBRPUR])S B SOPIA

76) SOSeISI(] ‘xel-ody//:sdaay ‘1and//:daay  -oxd 31 :ASoj0gu() edLjousyg uwewiny  OJH


http://purl.obolibrary.org/obo/hp.owl
http://purl.obolibrary.org/obo/hp.owl
http://purl.obolibrary.org/obo/hp.owl
https://hpo.jax.org/app/
https://hpo.jax.org/app/
http://purl.obolibrary.org/obo/icdo/
http://purl.obolibrary.org/obo/icdo/
http://purl.obolibrary.org/obo/icdo/
https://github.com/icdo/ICDO
https://github.com/icdo/ICDO
http://purl.obolibrary.org/obo/ido.owl
http://purl.obolibrary.org/obo/ido.owl
http://purl.obolibrary.org/obo/ido.owl
https://www.bioontology.org/wiki/Infectious_Disease_Ontology
https://www.bioontology.org/wiki/Infectious_Disease_Ontology
https://www.bioontology.org/wiki/Infectious_Disease_Ontology
https://www.bioontology.org/wiki/Infectious_Disease_Ontology
http://purl.obolibrary.org/obo/ido-covid-19.owl
http://purl.obolibrary.org/obo/ido-covid-19.owl
http://purl.obolibrary.org/obo/ido-covid-19.owl
https://www.ebi.ac.uk/ols/ontologies/idocovid19
https://www.ebi.ac.uk/ols/ontologies/idocovid19
https://www.ebi.ac.uk/ols/ontologies/idocovid19
https://github.com/Michael-Gloeckner/LoSeOn
https://github.com/Michael-Gloeckner/LoSeOn
https://github.com/Michael-Gloeckner/LoSeOn
https://github.com/Michael-Gloeckner/LoSe_ODP
https://github.com/Michael-Gloeckner/LoSe_ODP
https://github.com/Michael-Gloeckner/LoSe_ODP

79

TMO " pelIsu

~oepo/A30T0%U0
/9IS /I99SeU/HAYA0
s8Iy /£30T09u0-9Y(QQ/WOD "STUDAD OSIOAPR SNIP
pue sjueAn] qyq0/£3o0103u0-7Y¥Q0 qUeQU0DISSNANYATS| JO BAIR 9Y} Ul AZO[OJUO [BIIPOWOIq
<zl 9SIOAPY /oo *qnuat8//:sdaay ‘mex//:sdqay  SHUOAG OSIOAPY Sni( jo ABo[0yu()  HVAO
"SUOT)RSI)SOAUI [
TMO ' TQO/0qo| -TUI[D puUe 9dualds-dJ1 jo uordriosep
L6 UOT1)23[[0)) /310 £30T03uU0-TqO /810 £1RIqTT0qO0 o1} I0] AS0[0OJUO POIRISIIUL U :SUOTL)
iz1l eye( //:d2aq ‘1and//:daqy  -eS1)soAU] [eoTpowory JI0J] ASO[0YU() 190
“Suruosear pajsisse-1ojndurod
11oddns pur ‘B)Rp JUOAS OSIOADR
TMO'980/0q0| SNOLIRA 9)RIZSIUI ‘UOIIRJOUUR JUDAD
(41 SJUDAG] /310 £30T03uU0-8®0 /810 Lxe1qTT0q0 9SIPAPR SZIpIepur)s 0} pado[aadp SI
177 OSIOAPY ‘nmm/ /:daaq ‘1and//:d2ay 31 SJUSAY OSIOAPY JO AS0o[oju() AVO
£30 "SOT)I[RULIOU(R
-[ourua, pu® SSUIPUT] ‘SOSBISIP PoYR[el Io0URD
20T [eorur[) | UOTITPO-0QO-STMINEBSOYTL TMO*3TDU/0qO| SUIPN[OUI ‘UTBWIOP I80UBD dY} Jo 93.
{2689 ‘saseast(] /sninesay]-IHN/WOd /310 £IIqTT0QO0 -I9A0D PBROIQ SOPNOUI JBY} AJo[ourul
21l uewIng| ‘qnuat3//:sdaay ‘1and//:daqy  -10) @oWAILJolI ® SI 31 :snunesoy ], [DN  LIDON


http://purl.obolibrary.org/obo/ncit.owl
http://purl.obolibrary.org/obo/ncit.owl
http://purl.obolibrary.org/obo/ncit.owl
https://github.com/NCI-Thesaurus/thesaurus-obo-edition
https://github.com/NCI-Thesaurus/thesaurus-obo-edition
https://github.com/NCI-Thesaurus/thesaurus-obo-edition
http://purl.obolibrary.org/obo/oae.owl
http://purl.obolibrary.org/obo/oae.owl
http://purl.obolibrary.org/obo/oae.owl
http://www.oae-ontology.org/
http://www.oae-ontology.org/
http://purl.obolibrary.org/obo/obi.owl
http://purl.obolibrary.org/obo/obi.owl
http://purl.obolibrary.org/obo/obi.owl
http://obi-ontology.org/
http://obi-ontology.org/
https://raw.githubusercontent.com/ODAE-ontology/ODAE/master/src/ontology/odae_merged.owl
https://raw.githubusercontent.com/ODAE-ontology/ODAE/master/src/ontology/odae_merged.owl
https://raw.githubusercontent.com/ODAE-ontology/ODAE/master/src/ontology/odae_merged.owl
https://raw.githubusercontent.com/ODAE-ontology/ODAE/master/src/ontology/odae_merged.owl
https://raw.githubusercontent.com/ODAE-ontology/ODAE/master/src/ontology/odae_merged.owl
https://raw.githubusercontent.com/ODAE-ontology/ODAE/master/src/ontology/odae_merged.owl
https://github.com/ODAE-ontology/ODAE
https://github.com/ODAE-ontology/ODAE

30

26) 101

g0T80T03U0 -WZWOUO
/TeOTuy294 /310
‘wgwauo MMM/ / :sdaqy

TM0* A30TO3UO
~oseq/Is)SeuW/Mel
/£3oTo0qupeseq
/SYIW/30 * igwauo
313/ /:sdaay

"SUD{IOMIDJUI DIJURBTIDS d[(eUD O}
IOpJO Ul SOTpOq JIoyj0o AQ pouyop oq
09 pojoadxe a1e s3deouod s3I JO SU0S
JO sOSSe[D-qNG "JAZNPUO Ul pajpury
oI JRY) ®IRP JO SOIJURWOS O SUl
-AJ100ds 10J YIomowIRIy SISR] B SOIN)
-19su0d  A3o[oju() oseq S, JNGINOUQ

INCINPUO

BeIs
il [eorur)

MOTATSAQ-HSHWO
/TATA/HSYNO/ TWq 0
/wod *qnyatd//:sdaay

TMO " 9SIWO /0q0
/3810 LxeIqTTOqO
*1and//:daaqy

"Suory}
-eZIUBSIO PUR S[RNPIAIPUI SNOLIBA JO
S9[01 o) pur uorjeuLIojuI dTydersou
-op se Pns ‘eIrd [IJRAY 0} poje[al
QIR JRY) SOIJIJUS [RIDOS JO UTRUWIOP 9}
SIOA0D ASO[OJUO SIUY :SOIIIUH [RID
-0Q pae[oy A[[edIpaIy Jo ASo[oju()

HSHINO

£80
-[ouImIo,
[B2TUID
‘soseasI(]

¢zl gl uewN]

swd0/SWH0
/wod *qnyat8//:sdaay

M0 * su30/0qo
/310 LxeI1qTTOqO
-1and//:daay

" Jopraoad areoyjesy, pue
‘querged, ‘ sisouderp, ‘0SIN0d aseo
-SIp, ‘,IopIosIp, ‘eseosIp, :JuIpnpo
-ur ‘sourdIosIp [edIpaul SSOI0R Posn
QIR )R} SULIO) [RISUSS AIOA SOPN[D
-ul GINH(  CI9JUNOodUS [RIIUID © Ul
POAJOAUL SOTIJULD JO ASO[OJUO 90U
-10G [ROIPOIN [RIOUSY) 10} ABO[0jU()

SINDO


http://purl.obolibrary.org/obo/ogms.owl
http://purl.obolibrary.org/obo/ogms.owl
http://purl.obolibrary.org/obo/ogms.owl
https://github.com/OGMS/ogms
https://github.com/OGMS/ogms
http://purl.obolibrary.org/obo/omrse.owl
http://purl.obolibrary.org/obo/omrse.owl
http://purl.obolibrary.org/obo/omrse.owl
https://github.com/ufbmi/OMRSE/wiki/OMRSE-Overview
https://github.com/ufbmi/OMRSE/wiki/OMRSE-Overview
https://github.com/ufbmi/OMRSE/wiki/OMRSE-Overview
https://git.onem2m.org/MAS/BaseOntology/raw/master/base_ontology.owl
https://git.onem2m.org/MAS/BaseOntology/raw/master/base_ontology.owl
https://git.onem2m.org/MAS/BaseOntology/raw/master/base_ontology.owl
https://git.onem2m.org/MAS/BaseOntology/raw/master/base_ontology.owl
https://git.onem2m.org/MAS/BaseOntology/raw/master/base_ontology.owl
https://www.onem2m.org/technical/onem2m-ontologies
https://www.onem2m.org/technical/onem2m-ontologies
https://www.onem2m.org/technical/onem2m-ontologies

81

‘uorjelyiqeyar ut jroddns

YWd/SeT30T03U0 MO “YNd/A30Toquo| UOISIEp Pposeq-19mnduwiod 03 paye|
/310 £30T03U00Tq /310 £30T0qu00Tql -01 UOIjRIUSsaIdol SFPO[MOUY] :UOT}
18] woreIIIqRYRY "Teazodorq//:sdaay ‘Tand//:daaq -eYIIqerPy pue SUIPOIN [edISAUd YN
"SuoIyeZIu
-R3I0 [RJUSWILIOAOS FUIPN[OUL S9INY
-ONIYS [RUOIJRZIURSIO PUR SUOI)RZIU A30
peis /310-qeson /Y] 310/su -e3I0 UO uUOIjRWIOJUI JOo womedIqnd  -[03uU()
3¢ [eotuty) /310 gm-mmn//:sdaaqy /310°gm-mmm//:daqy  o[qrUD 0} pouUSISOp SI AS0[0IUO STYEPIIRZIURSI()
£3oT0qu0 "SNIe.IS
=pTs;dyd-niop/iJ Juormo pue suorjdwmnsse JuryIom
“[SoUUSI-ATUN WdS03uQ/TMO  ‘suoljeArjow :s[@powr ssooold [edid
o¢| A1931ng ‘wdsoquo//:sdaay | ‘wds/stoTpem//:da3y -Ins I0J AS0[0UO 9100 ® ‘INJSONO NSO
werqord VTS
WYIS03UO/ETOETXOTY WYIS03UO/ETOETXSTY| oY) PUR $]0OI SHOWOUOINR 0} Paje]
L) $30q0Y /wod - qnuat8//:sdaay | ywos-qnuatd//:sdaay -oa spoadse [[e S[PpoW AS0[0juO0 SYINV TSI


https://github.com/Alex23013/ontoSLAM
https://github.com/Alex23013/ontoSLAM
https://github.com/Alex23013/ontoSLAM
https://github.com/Alex23013/ontoSLAM
http://medicis/spm.owl/OntoSPM
http://medicis/spm.owl/OntoSPM
https://ontospm.univ-rennes1.fr/doku.php?id=ontology
https://ontospm.univ-rennes1.fr/doku.php?id=ontology
https://ontospm.univ-rennes1.fr/doku.php?id=ontology
https://ontospm.univ-rennes1.fr/doku.php?id=ontology
http://www.w3.org/ns/org
http://www.w3.org/ns/org
https://www.w3.org/TR/vocab-org/
https://www.w3.org/TR/vocab-org/
http://purl.bioontology.org/ontology/PMR.owl
http://purl.bioontology.org/ontology/PMR.owl
http://purl.bioontology.org/ontology/PMR.owl
https://bioportal.bioontology.org/ontologies/PMR
https://bioportal.bioontology.org/ontologies/PMR
https://bioportal.bioontology.org/ontologies/PMR

82

‘SI0%eNj0R
se [Pem se ‘sorpredord peAlssqo o)
pue ‘os op 03 posn sorduwes ot
‘)SOI0JUI  JO SOINYRSJ POIpPNIS OY)
‘soInpodold PoAJOAUL oY} ‘SUOI}RA
-19SqO IOY) PUR SIOSUSS FUIGLIOSIP

26/69 USS-qed0A /Y], uss-qedoa/y]/ I0] ASojojuo ue st A£3o[ojuo (NSS)

107] SI0SU9G /310 gm-mmn//:sdaqy | /8io-gmrmmm//:sdaqy IomjoN  IOSUDS  dljUBWLG AT, NSS
010S/set80T03u0 010S/set80T03uU0

16 SUI, /310 £30T03U00Tq /310 £30T03U00Tq A30[09U() SULIQT, [ROTUI[) OUIDIPIIA
iczl [eotur) *Teaxodotq//:sdaay ‘Teaxodotq//:sdaay JO  QINIBPUAWION  POZIjRWRISAS  OLDS

‘QUIDIPoW Ul ddusLIed

-Xo uewny oy} 10} [ppou renidoouod

® sopraoid ABO[0ju() 9oUdsaId O,

"SOTUI[O pue s[ejldsoy se [Yons sjyuoum

-UOIIAUS Ul SPUSLI IO SIoqUIOW AJl

-wrey pue ‘sjusryed ‘sropraord Suoure

Aep Aroas oor(d Sulyr) SIDIUNOOUS

Tway * gnoqe/aoussaxd /£80T0qu0/810 o1 sppouwr ey} sdrysuorje[pl pouy

peIs /Tps " pIoJuUe]S ‘£3oTo0quo-sdussaad -op YHm SULIO) JO AIR[NQRIOA OIjR
i) reoruIy) ‘pawm//:sdaay //:d11y  -weshs v st 91 :ABo[0ju() 9oueserd  OHHd


http://presence-ontology.org/ontology/
http://presence-ontology.org/ontology/
http://presence-ontology.org/ontology/
https://med.stanford.edu/presence/about.html
https://med.stanford.edu/presence/about.html
https://med.stanford.edu/presence/about.html
https://bioportal.bioontology.org/ontologies/SCTO
https://bioportal.bioontology.org/ontologies/SCTO
https://bioportal.bioontology.org/ontologies/SCTO
https://bioportal.bioontology.org/ontologies/SCTO
https://bioportal.bioontology.org/ontologies/SCTO
https://bioportal.bioontology.org/ontologies/SCTO
https://www.w3.org/TR/vocab-ssn
https://www.w3.org/TR/vocab-ssn
https://www.w3.org/TR/vocab-ssn
https://www.w3.org/TR/vocab-ssn

33

‘(0dr) 430
AO@QO @wd@mﬁg wﬁOEU@mQH @ﬂu wO Qoﬂm

opTA TMO 0OpPTA/OQO| -U0IX0 UR ST (SNIA (O([) ASo[ojuQ
/sa180109U0/STO /N /310 £IeIqTTOQO 9SBISI(] SNOIJDIJU] SNIIA O L3070}
q SoSeaSI(] ‘oe'Tqe-mmn//:sdaay ‘1and//:daay  -u() oseesi(] SNOIOOJUl SNIIA OFL,  OdIA
U099
/£3oToquQUaTESYSTSL TMO U093 /1q adIn
(55 31eayPa, /wod *qnyaTd//:sdaay *seqnu-mmn//:daay A30100u() YIRS,  NOHL
"JULUI)eDI)
onrpewoydwids QN 10 (SSAD) wWe)
-sAg 110ddng UOISIO9(] [eIIUL[)) U3
-[[eyul jo juowdo[eAdp Y} PIemo)
doys 1ofewr ® sopraoid pue QN JO
Jfuouwrjear) drpemwo}dwAs Jo uorejuss
DSWILS/Sat80T03UO OSHIS/seT30T0quo| -21dol OI)URWSS SAISUSYIdUIOD }SITf
/310 £30T03u00Tq /310" £30T0qu00Tq oY} ST ABO[0ju() SISOIODS o[dI NN
27 SOSeISI(] ‘Teaxodotq//:sdaay ‘Teaxodotq//:sdaay jo juowgeal], onewoldwdS oYL, OSALS


https://bioportal.bioontology.org/ontologies/STMSO
https://bioportal.bioontology.org/ontologies/STMSO
https://bioportal.bioontology.org/ontologies/STMSO
https://bioportal.bioontology.org/ontologies/STMSO
https://bioportal.bioontology.org/ontologies/STMSO
https://bioportal.bioontology.org/ontologies/STMSO
http://www.nutes.ufpe.br/teon.owl
http://www.nutes.ufpe.br/teon.owl
https://github.com/TelehealthOntology/teon
https://github.com/TelehealthOntology/teon
https://github.com/TelehealthOntology/teon
http://purl.obolibrary.org/obo/vido.owl
http://purl.obolibrary.org/obo/vido.owl
http://purl.obolibrary.org/obo/vido.owl
https://www.ebi.ac.uk/ols/ontologies/vido
https://www.ebi.ac.uk/ols/ontologies/vido
https://www.ebi.ac.uk/ols/ontologies/vido

Appendix B

Publications

This research activity has led to several publications in international journals
and conferences. These are summarized below [l

International Journals

1. A. Luschi, P. Nesi, and E. Iadanza, “Evidence-based Clinical Engineering;:
Health Information Technology Adverse Events Identification and Classi-
fication with Natural Language Processing”, Heliyon, vol. 9(11), 21723,
2023, [DOI:10.1016/j.heliyon.2023.e21723].

2. A. Luschi, C. Petraccone, G. Fico, L. Pecchia, and E. [adanza, “Semantic
Ontologies for Complex Healthcare Structures: A Scoping Review”, IEEFE
Access, vol. 11, pp. 19228-19246, 2023, [DOI:10.1109/ACCESS.2023.3248969].

International Conferences and Workshops

1. E. Iadanza and A. Luschi, “Standardization of failure codes and nomen-
clature of medical devices for Evidence-Based Maintenance”, in IFMBE
Proceedings, 16th Mediterranean Conference on Medical and Biological En-
gineering and Computing (MEDICON) and 5th International Conference
on Medical and Biological Engineering (CMBEBIH), Sarajevo (Bosnia and
Herzegovina), vol. 94, pp. 170-177, 2024.

2. A. Luschi, P. Nesi, and E. ladanza, “Evidence Based Management of med-
ical devices using natural language processing and neural networks to study

!The author’s bibliometric indices are the following: H-index = 9, total number of
citations = 167 (source: Scopus on Month 1, 2024).
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medical devices failures”, in IFMBE Proceedings, IUPESM World Congress
On Medical Physics and Biomedical Engineering, Singapore (Singapore),
vol. In Press, 2022.

3. L. Mascii, A. Luschi, and E. Iadanza, “Sentiment Analysis for Perfor-
mance Evaluation of Maintenance in Healthcare”, in IFMBE Proceedings,
4th International Conference on Medical and Biological Engineering (CM-
BEBIH), Mostar (Bosnia and Herzegovina), vol. 84, pp. 359-367, 2021,
[DOI:10.1007/978-3-030-73909-6_41]. (IFMBE Best 2022 manuscript
award)

National Conferences

1. A. Luschi, P. Nesi, and E. Iadanza, “Health Information Technology Ad-
verse Events Identification and Classification with Natural Language Pro-
cessing and Deep Learning”, in Gruppo Nazionale Bioingegneria (GNB),
8th National Congress of Bioengineering, Padova (PD), Italy, pp. 142-145,
2023.

2. A. Luschi, P. Nesi, and E. ITadanza, “Evidence Based Management: in-
telligenza artificiale a supporto della classificazione degli eventi avversi per
le tecnologie informatiche sanitarie”, in XXIII Convegno Nazionale Associ-
azione Italiana Ingegneri Clinici, Firenze (FI), Italy, 2023.
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