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We explore the usage of pulse sequence optimization to boost the quantum properties of topological defects
in molecular graphenoids at high temperatures. We reach spin-lattice relaxation times on the same order as those
of the best quantum devices in the literature, ∼1 ms at room temperature. The coherence time is shown to be
heavily affected by the hyperfine interaction and by the high concentration of hydrogen atoms in particular.
We test and compare the applicability and performance of different decoupling sequences in enhancing the
coherence, identifying the best-performing sequences for the purposes of robust state initialization and coherence
optimization. Coherence times up to 30 μs are reached, and we provide insight into the system-environment
interaction mechanisms, with a semiclassical model that considers the nuclear bath as a source of a classical
random noise and the dynamical decoupling as a filter function. Full deconvolution of the noise spectrum of
the bath is obtained, and we show the noise density has a Lorentzian shape whose parameters describe the
nuclear-bath dynamics.
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I. INTRODUCTION25

The key concept of solid-state quantum information de-26

vices is that of a spin coupled to a noisy environment that27

causes decoherence [1]. The necessity of reducing this noise,28

and consequently extending the coherence time, is at the heart29

of the use of cryogenics in quantum systems. The study of30

the noise and its dephasing effects is thus especially im-31

portant for high-temperature quantum systems and lies at32

the heart of raising the operating temperature of quantum33

devices. By reducing the effective interaction between the34

spin and its environment, it has been possible to extend the35

coherence times of defect centers in solid-state systems by36

several orders of magnitude [2]. Central to these methods are37

dynamical decoupling techniques, which can minimize the38

effects of nuclei-induced decoherence [3,4]. Spectral decom-39

position techniques are a key aspect to unravel the various40

dynamic components in the solid-state spin bath [5], and41

they offer a fundamental tool to boost the quantum coherence42

properties.43

Molecular graphenoids are graphene-based systems that44

allow creating aromatic structures with full control over the45

edge topology and morphology. They offer an exciting ex-46

perimental ground to test theoretical predictions about the47

quantum properties of carbon nanostructures, and they offer48
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perspective technological advantages for spintronics [6], bat- 49

teries [7], nonlinear optics [8], and optically induced singlet 50

fission [9]. A large body of theoretical work has studied 51

magnetism in graphene nanoflakes and the possibility of 52

introducing spins through defects or topological alterations 53

[10,11]. As individual units of the graphenoids’ honeycomb 54

lattice can be shaped to resemble defects, such as pentagonal 55

or heptagonal rings, they also offer model systems for quan- 56

tum units based on carbon and display excellent coherence 57

times. There is considerable interest in having delocalized 58

spins in graphenelike nanostructures to be used as quantum 59

systems [12]. Excellent quantum properties were demon- 60

strated in graphene nanoribbons [13] and in graphenoids, up 61

to room temperatures [14]. 62

As a consequence, graphenoids appear to be extremely 63

appealing prospective systems for room-temperature quantum 64

processing. Quantum systems such as donors in Si [15], nitro- 65

gen vacancy (NV) centers in diamond [16], and color centers 66

in SiC [17] have undergone several years of optimization and 67

are more established. Graphenoids, on the other hand, do com- 68

pare favorably to shallow NV centers [18] and nanodiamonds 69

[19] at room temperature. Additionally, their chemistry offers 70

the possibility of functionalization with photo- or bioactive 71

groups, and they already outperform all metal-based molecu- 72

lar systems above 80 K [20–24]. 73

Current limitations to the performance of molecular 74

graphenoids are due to environmental nuclei, which are 75

strongly detrimental to electron spin coherence. There 76

are numerous approaches that can be used to mitigate 77
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nuclei-induced decoherence: isotopic enrichment, clock tran-78

sitions, and dynamical decoupling.79

The first approach is the most effective [25–28], but it is80

also very expensive. Moreover, it is not generally applicable81

because not all elements have nuclear-spin-free isotopes. For82

example, 13C and 29Si can be substituted with 12C and 28Si,83

which do not have nuclear spin, whereas hydrogen can be84

substituted with deuterium, which has a much lower gyromag-85

netic ratio but still retains a nuclear spin. Clock transitions are86

special avoided-crossing points for which the magnetic field87

becomes insensitive to fluctuations, to first order. In numer-88

ous systems, working around clock transitions has resulted89

in strong increases in coherence [29–32]. Nevertheless, clock90

transitions are not present in all complexes and are usually91

related to systems with strong hyperfine couplings or zero-92

field splittings typical of heavier elements.93

Instead of relying on engineering the quantum system it-94

self, dynamical decoupling relies on the engineering of the95

control sequences. In this work, we unravel how the perfor-96

mance of nanosized carbon units, and thus the spin quantum97

coherence of pentagonal defects in the honeycomb carbon98

lattice, can be optimized. We show how the coherence times99

can be boosted up to 0.1 ms at 200 K and 0.03 ms at room100

temperature. In the presence of an environment dominated101

by interactions with hydrogen nuclei, we model the bath as102

a classical noise, and we achieve the deconvolution of its103

spectral density.104

II. THE SYSTEM105

A. Graphenoid system and its decoherence106

The molecular graphenoid under study is shown in Fig. 1.107

The presence of two pentagonal sites included in the hexag-108

onal lattice introduces an imbalance in the sublattices.109

According to Lieb’s theorem [33], such an imbalance gives110

rise to a system with S = 1, and the molecule is a singlet111

ground state with a closely lying, thermally accessible triplet112

excited state, which becomes populated at higher temperature113

T . We describe the Hamiltonian as a central electron-spin114

system coupled to a nuclear bath (in units of h̄):115

Ĥ = ĤS + ĤSB + ĤB (1)

= ŜJŜ + μBgBŜz + ŜDŜ

+
N∑

i=1

ŜAiÎi +
N∑

i=1

μngnBÎi
z +

N∑
i �= j

ÎiPijÎj, (2)

where Ŝ and Î are electron- and nuclear-spin operators, respec-116

tively; J is the exchange coupling; B is the external magnetic117

field; μB is the Bohr magneton; g is the Landé factor; D is118

the zero-field splitting tensor; Ai are the hyperfine-coupling119

tensors; N includes all nuclei coupled to the central spin (the120

68 H in the molecule plus any other spin-active nucleus in the121

matrix within a limited radius in the vicinity of the molecule);122

μn is the nuclear magneton; gn is the isotropic nuclear Landé123

factor; and P includes all types of nuclear-nuclear interactions.124

The first three terms of the Hamiltonian exclusively de-125

scribe the electron-spin system: from previous measurements126

[14], we know that J = 550 K, g = 2.0027 (which we can127

consider largely isotropic) and that the largest principal value128

(a)

(b)

(c)

FIG. 1. (a) Chemical scheme of the molecule under study.
(b) Three-dimensional structure of the molecule under study (gray =
C, white = H) and spin density calculated by DFT using the Becke,
3-parameter, Lee-Yang-Parr functional (B3LYP) with the 6-31G**
basis set, with an isovalue of 0.005. (c) Echo-detected field sweep at
room temperature in OTP and d14OTP (9.7 GHz); the two spectra are
arbitrarily stacked vertically for clarity.

of D is limited as D < 1MHz (which is common for largely 129

delocalized spins in organic molecules [34–36]). The hyper- 130

fine term incorporates the system-bath interaction. Hyperfine 131

coupling is not resolved in Fig. 1(c) and contributes only 132

to increasing the width of the spectrum, indicating weakly 133

coupled hydrogen nuclei. The latter two terms in Eq. (1) refer 134

purely to the nuclear bath: they have a negligible effect on 135

the field-sweep spectrum but strongly contribute to the spin 136

dynamics. In particular, we can simplify Pij to represent only 137

nuclear-nuclear dipolar interactions. If we consider only the 138

secular term of the dipolar interactions, we can write it with 139

the point-dipole approximation: 140

Pi j = μ0γiγ j h̄
2

4πR3
i j

(1 − 3 cos 2θ ), (3)

where γi and γ j are the gyromagnetic ratios of the ith and jth 141

nuclei, Ri j is the distance between the two nuclei, and θ is the 142

angle between the distance vector and B. At the experimental 143
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B = 333 mT the Larmor frequencies of the electron spin and144

the hydrogen nucleus are ωS = 9.3 GHz and ωn = 14.2 MHz,145

respectively. Therefore, we can establish the following hierar-146

chy for the Hamiltonian contributions: J � ωS � ωn > A >147

D � P.148

The description of decoherence can start from considering149

an arbitrary superposition of states:150

|ψ (t = 0)〉 = cos
θ

2
|↑〉 + eiφ sin

θ

2
|↓〉, (4)

where |↑〉 and |↓〉 refer to ms = 0 and ms = ±1 of the spin151

Hamiltonian, the angle θ describes an initial condition, and152

φ represents a phase difference between the two states. In our153

experiments the superposition of states is generated by the first154

pulse; therefore, θ = π/2.155

Two parameters are used to describe the quantum proper-156

ties of the molecular graphenoid: the spin-lattice relaxation157

time T1 and the coherence time T2. T1 characterizes the time158

constant for a spin flip, which requires an exchange of energy159

that needs to be provided or absorbed by the lattice. T2 is160

usually referred to as the survival of a coherent superposition161

of states of an individual quantum system. Since our measure-162

ments are on ensembles, T2 is not rigorously defined, and we163

define Tm as the coherence time [37], including in it the instan-164

taneous diffusion and partial dilution of the randomly oriented165

ensemble, so that Tm � T2. Theory shows that the maximum166

limit to coherence is given by the spin-lattice relaxation time167

T2 � 2T1. Nonetheless, in multiple practical situations, T1 �168

T2, and the decoherence regime is defined as pure dephasing,169

in which case the coupling from the environment leads to170

accumulation of a random phase between the two states:171

|ψ (t )〉 = cos
θ

2
|↑〉 + eiφ̃(t ) sin

θ

2
|↓〉. (5)

If we introduce a density-matrix formalism ρ = |ψ〉〈ψ |, we172

can quantify and monitor decoherence at any time t as the173

ratio between the off-diagonal matrix elements at time t and174

at time 0 [5]:175

W (t ) = |〈ρ↓↑(t )〉|
|〈ρ↓↑(0)〉| . (6)

Experiments show that W (t ) decays exponentially with a char-176

acteristic time Tm, although this decay might not be strictly a177

single exponential. We can simplify the system Hamiltonian178

according to the hierarchy defined above. The large exchange179

coupling J places the system in the high-exchange regime:180

having separated singlet and triplet states does not play a role181

in the experiment since no transitions can be driven. Hence,182

this term can be excluded. Additionally, at the B used, the183

Zeeman term dominates the dipolar one by several orders of184

magnitude, and the spin can be considered quantized on the B185

axis. The system Hamiltonian can thus be simplified:186

ĤS = 	Ŝz, (7)

where we consider the experiment in a rotating framework so187

that 	 = ωS − ωMW , which is common in magnetic resonance188

[37].189

The system-bath and bath Hamiltonians can also be simpli-190

fied by assuming a pure dephasing regime, i.e., T1 � Tm (this191

hypothesis will be validated by experimental results in Fig. 4192

below). Thus, the total Hamiltonian can be written as 193

Ĥ (t ) = [	 + β(t )]Ŝz, (8)

where β(t ) is a classical random variable. This semiclassi- 194

cal model describes the effect of the bath as a fluctuating 195

modulation of the resonant frequency of the spin system. It 196

can be related to the Overhauser field produced by the flip 197

flop of neighboring nuclear spins that modify the local B 198

perceived by the central spin. Therefore, the quantum origin 199

of this classical noise can be fully mapped onto the intrabath 200

dynamics [38]. 201

Here, we assume β(t ) is a Gaussian. Such an assumption 202

relies on the pure dephasing regime and on the fact that 203

the noise is produced by an ensemble of weakly interacting 204

systems, as validated theoretically [39]. Effects arising from 205

non-Gaussian behaviors [40] of β(t ) are here disregarded, and 206

we can write 207

〈β(t )〉 = 0, (9)

〈β(t )β(t + t ′)〉 = ξ (t ′), (10)

where ξ is the autocorrelation function. The noise spectrum of 208

the nuclear bath is then completely and fully described by the 209

Fourier transform of ξ : 210

S(ω) =
∫ +∞

−∞
ξ (t )e−iωt dt, (11)

which is the spectral-density function. 211

B. Nuclear bath decoupling and filter function 212

Dynamical decoupling consists of applying a sequence of 213

n π pulses at times tk in order to reverse the destructive 214

effect of the environment on quantum coherence [3,41]. The 215

Hahn echo sequence itself can be considered the simplest 216

dynamical-decoupling sequence, as it applies a single refo- 217

cusing π pulse [42], sufficient to remove any static noise. 218

The Carr-Purcell (CP) sequence increases the number of π 219

pulses to arbitrary n [43], while the Carr-Purcell-Meiboom- 220

Gill (CPMG) sequence improved CP by modifying the phase 221

of the π pulses in order to be perpendicular to the first pulse 222

[44]. The phase difference between the initial π/2 pulse and 223

the decoupling pulses was tuned to remove pulse-formation 224

errors, and CPMG always outperforms CP [4]. The sequences 225

of the XY family (XY4, XY8, XY16) [45,46], which by mul- 226

tiaxis decoupling do not require a stringent phase condition 227

between the first pulse and the train of π pulses, are robust 228

against any initial condition [4]. 229

The above sequences have in common that the inter- 230

pulse spacing is kept constant (Fig. 2), so they are called 231

periodic dynamical decoupling (PDD). Theoretical under- 232

standing of dynamical decoupling led to the development of 233

sequences with unevenly spaced pulses whose positions can 234

be optimized to increase coherence. Analytically constructed 235

sequences, such as Ürhig dynamical decoupling [47], can 236

maximize the performance in a bosonic environment, a result 237

later demonstrated to be universal [48]. Pulse-formation errors 238

arising in PDD can be corrected naturally by concatenated 239

dynamical decoupling, which links together blocks of pulses 240

up to higher orders [49]. An alternative approach to pulsed 241

004100-3



FEDERICO LOMBARDI et al. PHYSICAL REVIEW B 00, 004100 (2022)

FIG. 2. Pulse sequences used in this paper. In all dynamical-
decoupling sequences, the first pulse is a π/2 pulse, while the
decoupling pulses are π pulses. All sequences are symmetrical. Each
π pulse refocuses an echo which is formed at a distance τ from
the pulse itself, but only the last echo is measured, and its decay
is followed while increasing τ. Pulses of different phases are in
different colors, the letters indicate the phase of the pulse, and the
overbars indicate negative phase.

control is continuous dynamical decoupling, in which a con-242

tinuous drive is used to produce long-lived dressed states243

[50], which can be combined together with pulsed control244

[51]. Nonetheless, the complexity added by uneven spacings245

or by continuous microwave fields is not always matched246

by a substantial performance increase with respect to PDD247

[4]. Therefore, most experimental results still rely on the less248

sophisticated CPMG, which has been employed to impressive249

results in a plethora of quantum systems, such as NV centers250

[2,27,52,53], trapped ions [54], and GaAs quantum dots [55].251

For a spin system under the general noise spectrum of252

S(ω), a π pulse in the control sequence flips the sign of the253

phase accumulation [5,56]. The effect is depicted in Fig. 3254

FIG. 3. CPMG6 sequence and trend of the evolution phase. Here,
pulses are considered ideal, and the effect of a π pulse is to flip the
sign of the evolution.

for CPMG6, assuming ideal pulses (true for tp � τ/n). For n 255

arbitrary pulses we can then write the evolution of the phase 256

as 257

f (t, τ ) =
n∑

k=0

(−1)k
(t − tk )
(tk+1 − t ), (12)

where t0 = 0, tk = (k−1/2)τ
n , tn+1 = τ , and 
(t ) is the Heaviside 258

step function (see Fig. 3 for this function for CPMG6). The 259

Fourier transform of Eq. (12) f̃ (τ, ω) is the resulting filter 260

function produced by the CPMG sequence. It is equivalent to a 261

high-pass filter, centered at ω0 = πn/τ , with a width of π/τ . 262

Higher-harmonic components still let high-frequency noise 263

through, but assuming that limω→∞ S(ω) = 0, filtering can be 264

improved by decreasing τ and increasing n. The decoherence 265

will then depend on the convolution between the characteristic 266

spectral density S(ω) and the F (τ, ω) of the applied control: 267

χ (τ ) = 1

2π

∫ ∞

0
S(ω)|F (τ, ω)|2dω, (13)

where F (τ, ω) is the Fourier transform of f (t, τ ), so that 268

W (τ ) = e−χ (τ ). From these expressions it is then, in principle, 269

possible to obtain information about the noise spectrum S(ω) 270

by measuring the coherence decay of the system and knowing 271

the sequence filter function. 272

III. EXPERIMENTAL METHODS 273

In order to eliminate intermolecular dipolar interactions, 274

we dissolved the graphenoid in ortho-terphenyl (OTP) and 275

deuterated OTP (d14OTP), with a concentration of 1 mM. 276

Samples were transferred to quartz tubes and degassed with 277

five cycles of freeze-pump-thaw to remove oxygen before 278

flame sealing. As the melting temperature of OTP is 329 K, 279

the samples were in the solid state for all the experi- 280

ments. Measurements were conducted using a Bruker Elexsys 281

E580 electron paramagnetic resonance (EPR) spectrome- 282

ter equipped with a 1 kW traveling-wave tube amplifier, a 283

dielectric-ring resonator Bruker ER 4118X-MD5, and an Ox- 284

ford Instruments CF9350 cryostat with an ITC503 controller. 285

For all experiments, the resonator was fully overcoupled to a 286
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Q factor of about 300 to minimize the detection dead time, and287

the frequency was in the X -band range, around 9.7 GHz. We288

used only pulse excitation, with 16 and 32 ns long rectangular289

π/2 and π pulses, respectively.290

The experimental apparatus allowed a minimum interpulse291

distance of 120 ns and a maximum of 31 pulses per sequence.292

In particular, the limitation here is not only the highest number293

of pulses but also the minimum interpulse distance, which is294

quite long because of restrictions on the resonator. Indeed,295

using a very large number of pulses without being able to296

reduce the minimum interpulse distance would mean having a297

long dead time, which makes it much harder to extract relevant298

time constants.299

We measure the spin-lattice relaxation time T1 using a300

picket-fence recovery sequence and Tm with a Hahn echo se-301

quence (see Fig. 2). Several dynamical decoupling sequences302

were applied, as in Fig. 2, to measure T DD
m . In all cases B was303

fixed at the highest value of the echo-detected field sweep seen304

in Fig. 1(c). The shot-repetition time was always adjusted to305

be 5 times T1 so that all spins would be at equilibrium for every306

new measurement. For all sequences we used an appropriate307

phase cycling to remove spurious signals.308

There are two ways to measure a dynamical decoupling309

decay with EPR. The first method consists of sending an310

arbitrarily large number of pulses fixed at a certain inter-311

pulse distance and observing the transient echo signal that312

is refocused by each pulse at half the interpulse distance313

[see Fig. 5(a) below]. The experiment can then be repeated314

at different interpulse distances. This is known to produce a315

modulation in the extracted time constants that reflects the316

action of nuclei on the central spin [57,58]. The second way317

keeps the number of pulses fixed, the interpulse distance is318

incremented, and only the last echo is integrated. The exper-319

iment can then be repeated with a varying number of pulses.320

The two methods employ the same sequence but provide fun-321

damentally different data. The former determines an optimal322

τ value for which the decoupling is at maximum, while the323

latter describes the behavior of the coherence time while it is324

regulated by different dynamical decoupling filter functions.325

Here, we focus on the second approach.326

For every measurement we obtain a time trace that we327

fit with the relevant models using the Levenberg-Marquardt328

algorithm. We fit the picket-fence recovery data with a double-329

exponential model,330

Y (T ) = A1 exp −T/T1 + A2 exp −T/Tsd + y0, (14)

where T1 is the spin-lattice relaxation time, Tsd takes into ac-331

count the faster spectral diffusion, and A1 and A2 are weights332

for which we always achieve |A1| � |A2|, showing that spin-333

lattice relaxation time dominates the decay. We fit the Hahn334

echo and dynamical-decoupling data with a stretched expo-335

nential model:336

Y (τ ) = A exp

(
τ

Tm

)x

, (15)

where Tm is the coherence time and x is the stretching pa-337

rameter. In addition to this, when the coherence decay was338

modulated by nuclear effects, we fit only the peak of each339

oscillation.340

FIG. 4. Temperature dependence of the relaxation times (top)
and the stretched parameter x (bottom). Open symbols show the
spin-lattice relaxation time, and solid symbols show the coherence
time. Squares show the measurements in OTP, and circles show
d14OTP. The green dashed line indicates the glass transition temper-
ature (243 K) for OTP and d14OTP.

The Hahn echo sequence and the dynamical decoupling 341

techniques represent a direct measurement of the coherence 342

W (t ) as defined in Eq. (6). The main limitations of the mea- 343

surement are the dead time and the discrete time acquisition, 344

which can distort the theoretical profile of the coherence de- 345

cay. The function Y (τ ) in Eq. (15) relates to W (t ) because 346

it provides the phenomenological model to interpret the de- 347

cay and extract meaningful parameters that can be compared 348

across measurements. Nonetheless, we use the experimental 349

measurements of W (t ) and the theoretical expression of the 350

filter function to deconvolute the integral in Eq. (13) and yield 351

a discrete representation of S(ω) as described in Sec. IV C. 352

IV. RESULTS AND DISCUSSION 353

A. Relaxation times 354

We first analyze the relaxation behavior while varying the 355

temperature in the 175 to 293 K range. As can be seen from 356

Fig. 4, T1 monotonically decreases with increasing temper- 357

ature, and there is negligible difference between the results 358

in the protonated and deuterated matrix since nuclear spins 359

have little impact on spin–phonon interactions. Similarly, Tm 360

decreases with increasing temperature, with the difference 361

between the two matrices owing to the lower gyromagnetic 362

ratio of deuterium, which produces a weaker nuclear-nuclear 363

dipolar coupling and therefore longer Tm. The most striking 364

difference between OTP and d14OTP, however, is the stretch- 365

ing parameter x, which can be related to the main decoherence 366

channel. We define the rate of dephasing as a sum of different 367

contributions: 368

� = �NSD + �motion + �id + 1

2T1
, (16)
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where �NSD refers to nuclear-spin diffusion (NSD), �motion is369

the contribution of molecular motions, and �id is the contribu-370

tion of instantaneous diffusion.371

From Fig. 4, we see that T1 � Tm, so we can disregard the372

latter term at any temperature because of our assumption of373

pure dephasing. We have checked for instantaneous diffusion374

at 293 K by measuring Tm with shorter π pulses in the echo375

sequence: 6% and 7% increases are reported in OTP and376

d14OTP, respectively, after removing all effects from the π377

pulse. This increase shows a moderate effect of instantaneous378

diffusion, but it also indicates that it cannot be responsible for379

the threefold decrease in Tm from 200 to 293 K. Therefore, we380

will disregard the term.381

We can divide the first two contributions into matrix-382

related and system-related components:383

� = �NSD + �motion

= �m
NSD + �s

NSD + �m
motion + �s

motion, (17)

but for �motion we can disregard matrix effects below the glass384

temperature. In OTP, the stretch parameter x ∼ 2 highlights385

that the main decoherence channel is NSD. In this case, it is386

not possible to distinguish between the system and matrix bath387

because they both contain hydrogens. On the other hand, in388

d14OTP the nuclear bath of the matrix consist of deuterium,389

which has a gyromagnetic ratio one sixth that of hydrogen.390

From Eq. (3) we see that for homonuclear dipolar coupling,391

P ∝ γ 2. Therefore, the deuterium bath has much slower dy-392

namics than the hydrogen bath. The EPR literature estimates393

a decrease of NSD by a factor of 10 to 30 upon deuteration394

[37,59]. Thus, �s
NSD � �m

NSD. In the case of d14OTP, however,395

�s
NSD is affected by only the 68 hydrogens in the molecules,396

producing a bath that is numerically smaller than the one in397

OTP (system + matrix). Hence, the molecular-motion term398

�m
motion, which is unmodified in the two matrices, becomes399

the largest contribution, explaining the value of the stretch400

parameter of ∼0.6.401

Above the glass-transition temperature of the matrix, when402

the matrix enters a viscous regime, self-rotation becomes403

relevant [60,61], and the matrix physical behavior starts to404

approach that of an isotropic liquid. As can be seen, OTP and405

d14OTP stretch parameters converge toward the same value406

because the two matrices are similar, except that d14OTP has407

a larger inertia because deuterium is heavier than hydrogen.408

The coherence time in d14OTP remains larger than that in409

OTP because the effect of the matrix nuclear spin is no410

longer negligible. Although current instruments do not allow411

measurements above 300 K, based on previous comparisons412

between toluene and deuterated toluene [14], we expect the413

two matrices to converge to stretch parameter x = 1 and iden-414

tical Tm above the melting temperature of 329 K.415

B. Sequence testing416

Here, we address, from the perspective of molecular417

graphenoids, some of the uncertainty in the magnetic-418

resonance literature about the effects of coherence-enhancing419

pulse sequences. CPMG sequences on nuclear states show420

surprisingly long and stretched decays attributed to the non-421

ideality of π pulses that have a finite length: during the pulse422

duration, the time-dependent Hamiltonian of the system is423

active [62–64]. In EPR, when the bandwidth of the pulses is 424

not sufficient to excite the entire spectrum, a CPMG sequence 425

can lead to a spurious signal that overlaps with the echo [65], 426

which can be partially prevented by advanced cycling of the 427

pulse phases [57,66,67]. 428

The use of CPMG in the molecular graphenoids is substan- 429

tially different than in many previously discussed systems: 430

the full spectrum is 1.5 mT wide, while the bandwidth of a 431

16 ns rectangular pulse is 1.33 mT, i.e., enough to excite most 432

of the spectrum [Fig. 1(b)]. The use of 8 ns pulses yielded 433

the same results, as expected. We can compare two-step and 434

2n-step phase cyclings, where n is the number of π pulses in 435

the decoupling train: the former, which phases only the first 436

pulse on the ±x channel, is standard CPMG; in the latter all 437

pulses except the last are phased on their ±x channel, and we 438

call it CPMG±. Analogously, we will call CP± the sequence 439

entailing a 2n phase cycling based on CP. The purpose of 440

CPMG± is to cover all possible phase relationships [68]. 441

In Fig. 5(a) we compare the transient echoes of all different 442

phase cyclings in an eight-pulse decoupling sequence with 443

the same interpulse spacing. The decay of the echo intensity 444

at different times indicates that CPMG presents the slowest 445

decay, CP yields the fastest decay, and the two CPMG± and 446

CP± sequences with 256-step cycling have intermediate per- 447

formance, with the exact same decay trend but differing by the 448

sign of the echo. It is somewhat expected for a CP sequence 449

to perform worse than CPMG [4] because the longitudinal 450

pulse axis (phase y) removes the pulse errors that occur when 451

the pulse axis is transverse with respect to the spin vector 452

(phase x). It is very surprising, however, that a more complete 453

phase cycling not only removes the possible spurious signal 454

but also equalizes CP and CPMG. This result thus shows that 455

the 2n-step phase cycling makes the sequence more robust to 456

the initial condition, but at the cost of lower performance. 457

Figures 5(b) and 5(c) prove that this difference between the 458

two-step and the 2n-step phase cyclings is preserved for any 459

number of π pulses n. Good agreement is obtained between 460

the data and a polynomial dependence on n: 461

T DD
m (n) = Tmnβ, (18)

where Tm is here considered a free parameter and β is an 462

enhancement factor: the larger β is, the better the perfor- 463

mance of the sequence is. Whatever B and frequency (9 and 464

34 GHz were probed, i.e., X and Q bands) are used, the 465

same enhancement is observed. Even when changing T to 466

200 K or switching samples to the d14OTP matrix, CPMG 467

always prolongs Tm more than CPMG±. On the other hand, 468

the performance of the CPMG± experiment in terms of the β 469

exponent is analogous to the XY sequences. Because CPMG 470

is known to offer better decoupling than XY, but with stronger 471

dependence on the initial conditions [4,69], we conclude that, 472

for a sample with a narrow spectrum that is well excited 473

by a short π pulse, a two-step pulse cycling is sufficient to 474

remove spurious signals, whereas the 2n-step cycling removes 475

the dependence on the initial condition by mimicking the 476

effect of pulses on both axes at the cost of performance. 477

Additionally, the 2n-step phase cycling is more costly than the 478

XY sequences that can achieve the same result, but without 479

the complexity of large numbers of cycles. CPMG± will thus 480
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(a) (b)

(c)

FIG. 5. (a) Transient recording of the signal for CP8 and CPMG8 with two different phase cyclings as described in text. The gray rectangles
indicate the pulse position with their phase and the negative or positive channel. (b) Room-temperature X -band (9 GHz) measurements of the
coherence time in OTP under CPMG dynamical decoupling. (c) Room-temperature Q-band (34 GHz) measurements of coherence time. Solid
lines are fit with the polynomial equation in the text. Solid green triangles are CPMG sequences, while open pink triangles are CPMG±
sequences.

be considered redundant with respect to XY sequences in the481

following.482

C. Dynamical decoupling483

In Fig. 6 we show the behavior of time decay traces when484

applying different sequences with their fits, and in Fig. 7 we485

present the results for all the dynamical decoupling sequences486

for both matrices at 200 and 293 K, fitting the data with487

Eq. (18). At every T and in every matrix, CPMG outperforms488

other sequences, while XY4, XY8, and XY16 appear roughly489

equivalent. It appears that up to n = 30 pulses, there is no490

benefit in switching to XY pulses, probably because the ac-491

cumulated pulse-formation error is not large enough.492

In rationalizing the effect of dynamical decoupling, it has493

been argued that the enhancement factor from a pulse train494

is described by T DD
m = Tmn(1−1/x), where x is the stretched495

parameter of the Hahn echo fit from Eq. (15) [70]. This im-496

plies that the enhancement of Tm can be achieved only when497

x > 1, when nuclear-spin diffusion is the dominant factor.498

Conversely, here, we demonstrate that Tm always increases499

with n, even for x < 1, which is the case for the d14OTP matrix 500

at 200 K. 501

In NV centers, T DD
m is enhanced by a factor β = 2/3 [52], 502

and an analogous scaling with n is found in several other 503

systems: spin qubits in GaAs lead to β = 0.72 [71], and 504

β = 0.6 was observed for a solid-state ensemble of malonic 505

acid radicals [66]. Overall, it appears that most systems where 506

the bath is made of nuclear spins—13C for NV centers, Ga and 507

As nuclei for GaAs quantum dots, and 13C and H for malonic 508

acid—display β ≈ 0.6 to 0.7. 509

The connection between β and the shape of S(ω) remains, 510

however, an open question. It has been shown theoretically 511

[52] that β = 2/3 for a Lorentzian spectral-density function: 512

S(ω) = ητc

π

1

1 + (ωτc)2
, (19)

where η is the average interbath coupling strength and τc is 513

the bath correlation time related to the flip-flop time. Single 514

NV centers show excellent agreement with this theoretical 515

background because they are affected by a few nearby in- 516

dividual nuclear spins in a process well described by an 517

FIG. 6. Coherence decay traces at 200 K for OTP following application of different sequences. It can be observed that a modulation is
superimposed on the signal, which is due to the hyperfine coupling to nearby nuclei. Solid lines are fit to the function in Eq. (15). The lines are
fit only to the peak of the modulation as discussed in Sec. III.
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(a) (b)

FIG. 7. (a) Summary of coherence time vs number of decoupling pulses at 200 K (solid symbols) and 293 K (open symbols) in OTP.
(b) Summary of coherence time vs number of pulses at 200 K (solid dots) and 293 K (open symbols) in d14OTP. Solid lines are a fit of CPMG
data with the polynomial expression in the text. The dashed line is Tmn2/3, which represents the performance under a pure Lorentzian spectral
density function as in Eq. (19).

Ornstein-Uhlenbeck model [52,53]. When the central spin is518

perturbed by an ensemble of many nuclei, the spectral density519

agrees better with a 1/ f noise, and S(ω) ∝ ω−γ [71]. The520

high-frequency tails of the two distributions do not differ very521

much, and to distinguish these two noise environments, it is522

thus paramount to achieve good experimental sensitivity to523

the low-frequency components of S(ω).524

In Fig. 7, the dashed line represents an ideal trend that525

assumes β = 2/3 and S(ω) as in Eq. (19). A comparison with526

the experimental data reveals that, in all cases except OTP at527

200 K, the molecular graphenoid underperforms with respect528

to a Lorentzian noise and, more generally, also with respect529

to the quantum systems mentioned above. We interpret this530

result by considering a breakdown of the decoherence rate531

(17). Dynamical decoupling is efficient when acting on the532

�NSD term: when this is the dominant term, the maximum533

performance is obtained, as in OTP 200 K, which can be534

related to the Ornstein-Uhlenbeck picture. On the other hand,535

the sequence is much less efficient when the �motion term536

dominates, yielding β ≈ 0.44 to 0.46 for different matrices at537

different T . Indeed, the main difference from the quantum538

systems mentioned above is that they are not affected by any539

kind of internal motion.540

Insight into the reasons for this similarity between the541

sample in OTP at 200 K and the pure Lorentzian noise can542

be obtained by extracting the spectral deconvolution of the543

noise-density function S(ω) [53]. The integral in Eq. (13) can544

be decomposed into a sum of discrete terms, and for CPMG545

with even n, the filter function is546

| f̃ (ω, τ, n)|2 = 4

ω2
sin2

(
ωτ

2

)
sin4 ωτ

4n

cos2 ωτ
2n

, (20)

which can be used to construct a matrix ζ with elements547

ζi j = | f̃ (ωi, τ j, n)|2, where n is fixed by the sequence used.548

Equation (13) then leads to the eigenvalue problem χ = ζS,549

where the solution is attained with a least-squares approach 550

[53]. For each CPMG trace, we used ωstep = 0.1 MHz, and 551

we binned the values of the extracted S(ω) into 100 bins with 552

0 < ω < 400 MHz, fixed at the center of every bin. In this 553

way it is possible to extract the full spectral density S(ω) vs 554

frequency ω by averaging the curves extracted for each CPMG 555

sequence, as shown in Fig. 8. The resulting spectral density 556

shows a leveling off at low frequencies, becoming substan- 557

tially flat below 25 MHz. This behavior thus agrees better with 558

a Lorentzian noise distribution than 1/ f pink noise, as shown 559

in Fig. 8. Additionally, it is a better physical representation 560

to assume that limω→0 S(ω) goes to a finite value and not to 561

infinity. From the Lorentzian fit we obtain a value for the 562

FIG. 8. Spectral density S(ω) obtained from the deconvolution of
CPMG data in OTP at 200 K. The blue dots are the spectral density
function for individual traces, while the orange triangles are their
mean. Solid lines are fit with the models discussed in text. The shaded
area includes the Lorentzian fitting to the individual CPMG traces.
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correlation time from Eq. (19), τc = 20 ± 1 ns. This value563

is fully representative of the higher concentration and fast564

dynamics of hydrogen nuclei in graphenoids and indicates an565

important source of decoherence. For comparison, 13C nuclei566

in NV centers offer values about 500 times slower [53].567

V. CONCLUSIONS568

Our results demonstrated how spectral deconvolution and569

dynamical decoupling techniques can boost the performance570

of spin-active molecular graphenoids at high temperatures.571

Some of the uncertainty about the effects of coherence-572

enhancing pulse sequences was addressed with respect to573

optimizing the room-temperature behavior of molecular574

graphenoids, and 2n-step phase cycling was found to produce575

more robust results for the initial condition, but at the cost576

of lower performance overall. For a fixed initial condition,577

CPMG was revealed to be the best-performing protocol, while578

the XY family sequences can be employed to allow a more579

flexible initialization at the cost of lower-level decoupling.580

These results led to extremely high room-temperature coher-581

ence times, up to 30 μs. Moreover, they provided insight into582

the spectral components of the noise affecting the quantum583

performance of carbon nanosystems. Noise components in the584

quantum dynamics of the bath were detected that are linked to585

nuclear-spin flip flop and molecular motions. The spectral de-586

convolution provided much deeper insight, not only showing587

the shape of the spectral-density function but also revealing a 588

correlation time that is representative of the fast dynamics of 589

hydrogen nuclei. These results validate the use of theoretical 590

frameworks based on the interpretation of nuclear-spin baths 591

as generators of classical Gaussian noise. 592

Our platform opens the door to exploring the potential 593

advantages of carbon nanostructures at room temperature, 594

including in spintronic devices, where graphene systems have 595

been shown to possess long spin-coherence lengths [72] and 596

outperform metal-based solid qubits [21–24] and shallow- 597

implanted diamond defects [19,73]. Chemical tuning of these 598

graphenoids is now possible, following the indications pro- 599

vided by the analysis of the noise influencing the decoherence. 600

Since the enhancement factor found from CPMG results is 601

affected by molecular motions, which are less susceptible to 602

efficient decoupling, the next natural step would be further en- 603

gineering, by chemical tuning, of the molecular graphenoids, 604

which would naturally focus on the synthetic tailoring of the 605

edge groups to freeze their motions. 606
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[71] J. Medford, L. Cywiński, C. Barthel, C. M. Marcus, M. P.
Hanson, and A. C. Gossard, Phys. Rev. Lett. 108, 086802
(2012).

[72] W. Han, R. K. Kawakami, M. Gmitra, and J. Fabian, Nat.
Nanotechnol. 9, 794 (2014).

[73] W. Zhang, J. Zhang, J. Wang, F. Feng, S. Lin, L. Lou, W. Zhu,
and G. Wang, Phys. Rev. B 96, 235443 (2017).

004100-10

https://doi.org/10.1038/nmat2420
https://doi.org/10.1038/nmat3182
https://doi.org/10.1038/ncomms2771
https://doi.org/10.1038/nnano.2014.216
https://doi.org/10.1038/nnano.2013.117
https://doi.org/10.1038/nature16984
https://doi.org/10.1021/jacs.7b03123
https://doi.org/10.1039/D0SC01187H
https://doi.org/10.1103/PhysRevLett.62.1201
https://doi.org/10.1039/C7CC09949E
https://doi.org/10.1002/anie.201804276
https://doi.org/10.1016/j.chempr.2018.03.020
https://doi.org/10.1088/0034-4885/80/1/016001
https://doi.org/10.1103/PhysRevB.90.115431
https://doi.org/10.1088/1361-648X/aa7648
https://doi.org/10.1103/PhysRevA.58.2733
https://doi.org/10.1103/PhysRev.80.580
https://doi.org/10.1103/PhysRev.94.630
https://doi.org/10.1063/1.1716296
https://doi.org/10.1016/0022-2364(86)90160-5
https://doi.org/10.1016/0022-2364(90)90331-3
https://doi.org/10.1103/PhysRevLett.98.100504
https://doi.org/10.1103/PhysRevLett.101.180403
https://doi.org/10.1103/PhysRevLett.95.180501
https://doi.org/10.1038/nature10319
https://doi.org/10.1088/2058-9565/ab2afd
https://doi.org/10.1126/science.1192739
https://doi.org/10.1038/ncomms1856
https://doi.org/10.1038/nature07951
https://doi.org/10.1038/nphys1856
https://doi.org/10.1088/1367-2630/10/8/083024
https://doi.org/10.1039/C3CP53423E
https://doi.org/10.1103/PhysRevB.101.094406
https://doi.org/10.1007/BF01323572
https://doi.org/10.1021/jp953538d
https://doi.org/10.1103/PhysRevB.68.153302
https://doi.org/10.1103/PhysRevLett.98.190401
https://doi.org/10.1103/PhysRevB.77.214306
https://doi.org/10.1016/0022-2364(90)90113-N
https://doi.org/10.1038/nature08470
https://doi.org/10.1039/C7CP07074H
https://doi.org/10.1103/PhysRevLett.105.200402
https://doi.org/10.1021/jz301788n
https://doi.org/10.1103/PhysRevLett.108.086802
https://doi.org/10.1038/nnano.2014.214
https://doi.org/10.1103/PhysRevB.96.235443

