UNIVERSITA
DEGLI STUDI

FIRENZE

FLORE
Repository istituzionale dell'Universita degli Studi
di Firenze

On the convergence of a modified version of the SVMlight algorithm.

Questa ¢ la Versione finale referata (Post print/Accepted manuscript) della seguente pubblicazione:

Original Citation:

On the convergence of a modified version of the SVMlight algorithm / L. PALAGI; M. SCIANDRONE. - In:
OPTIMIZATION METHODS & SOFTWARE. - ISSN 1055-6788. - STAMPA. - 20:(2005), pp. 315-332.

Availability:
The webpage https://hdl.handle.net/2158/256053 of the repository was last updated on

Publisher:
Taylor & Francis Limited:Rankine Road, Basingstoke RG24 8PR United Kingdom:011 44 1256 813035,

Terms of use:
Open Access

La pubblicazione & resa disponibile sotto le norme e i termini della licenza di deposito, secondo quanto
stabilito dalla Policy per I'accesso aperto dell'Universita degli Studi di Firenze
(https://www.sba.unifi.it/upload/policy-0a-2016-1.pdf)

Publisher copyright claim:

La data sopra indicata si riferisce all'ultimo aggiornamento della scheda del Repository FlIoRe - The above-
mentioned date refers to the last update of the record in the Institutional Repository FIoRe

(Article begins on next page)

25 July 2025


https://hdl.handle.net/2158/256053

This article was downloaded by: [University of Florence]

On: 28 October 2008

Access details: Access Details: [subscription number 790403782]
Publisher Taylor & Francis

Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

wuei: | Optimization Methods and Software
Publication details, including instructions for authors and subscription information:
http://www.informaworld.com/smpp/title~content=t713645924

mi 1 On the convergence of a modified version of SVM" algorithm
ptlmlla Iﬂ“ L. Palagi % M. Sciandrone ®

2 Dipartimento di Informatica e Sistemistica 'Antonio Ruberti’, Universita di Roma ‘La Sapienza', Roma, Italy °

Istituto di Analisi dei Sistemi ed Informatica ‘Antonio Ruberti', Consiglio Nazionale delle Ricerche, Roma, ltal
Methods & Software g y
S U Online Publication Date: 01 April 2005

On mathematical diagnostics

dedicated to

Professor Franco Giannessi
en e oecasion of his

Tioth birthday

Guest Editars:

Wiadimir E Demyanaw and
Manlic Gasdioss

fiae Taylor i Francs
) i

To cite this Article Palagi, L. and Sciandrone, M.(2005)'On the convergence of a modified version of SVM'9" algorithm',Optimization
Methods and Software,20:2,317 — 334

To link to this Article: DOI: 10.1080/10556780512331318209
URL: http://dx.doi.org/10.1080/10556780512331318209

PLEASE SCROLL DOWN FOR ARTICLE

Full terns and conditions of use: http://wwinformworld.conlterns-and-conditions-of-access. pdf

This article may be used for research, teaching and private study purposes. Any substantial or
systematic reproduction, re-distribution, re-selling, |loan or sub-licensing, systematic supply or
distribution in any formto anyone is expressly forbidden.

The publisher does not give any warranty express or inplied or make any representation that the contents
will be conplete or accurate or up to date. The accuracy of any instructions, formul ae and drug doses
shoul d be independently verified with primary sources. The publisher shall not be liable for any |oss,
actions, clainms, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly
or indirectly in connection with or arising out of the use of this material.



http://www.informaworld.com/smpp/title~content=t713645924
http://dx.doi.org/10.1080/10556780512331318209
http://www.informaworld.com/terms-and-conditions-of-access.pdf

14:02 28 Cctober 2008

[University of Florence] At:

Downl oaded By:

Optimization Methods and Software . Taylor & Francis
Vol. 20, No. 2-3, April-June 2005, 317-334 e

Taylor & Francis Group

On the convergence of a modified version
of SVM/8" algorithm

L. PALAGI} and M. SCIANDRONE#*

tDipartimento di Informatica e Sistemistica ‘Antonio Ruberti’,
Universita di Roma ‘La Sapienza’, Via Buonarroti 12, 00185 Roma, Italy
FIstituto di Analisi dei Sistemi ed Informatica ‘Antonio Ruberti’,
Consiglio Nazionale delle Ricerche, Viale Manzoni 30, 00185 Roma, Italy

(Received 29 November 2002; in final form 8 September 2003)

In this work, we consider the convex quadratic programming problem arising in support vector machine
(SVM), which is a technique designed to solve a variety of learning and pattern recognition problems.
Since the Hessian matrix is dense and real applications lead to large-scale problems, several decom-
position methods have been proposed, which split the original problem into a sequence of smaller
subproblems. SVM! 8" algorithm is a commonly used decomposition method for SVM, and its conver-
gence has been proved only recently under a suitable block-wise convexity assumption on the objective
function. In SVM/8" algorithm, the size ¢ of the working set, i.e. the dimension of the subproblem,
can be any even number. In the present paper, we propose a decomposition method on the basis of
a proximal point modification of the subproblem and the basis of a working set selection rule that
includes, as a particular case, the one used by the SVM/# algorithm. We establish the asymptotic
convergence of the method, for any size ¢ > 2 of the working set, and without requiring any further
block-wise convexity assumption on the objective function. Furthermore, we show that the algorithm
satisfies in a finite number of iterations a stopping criterion based on the violation of the optimality
conditions.

Keywords: Support vector machines; SVM!8" algorithm; Decomposition methods; Proximal point

1. Introduction

The support vector machine (SVM) [1,2] is a promising technique for solving a variety of
machine learning, classification and function estimation problems. Given a training set of
input-target pairs (x, y’),i =1,...,[, with x' € R*, and ¥ € {—1, 1}, the SVM technique
requires the solution of the following convex quadratic programming problem

1
min  f(a) = Ea/Qa —ea

st. yYa=0 (D

<a <Ce,
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where « € R, Q isal x 1 positive semidefinite matrix, e € R! is the vector of all ones,
y € {—1,1} and C is a positive scalar. The generic element g;; of the matrix Q is given
by y'y/ K (x', x7), where K (x, z) = ¢(x) ¢ (z) is the kernel function related to the nonlinear
function ¢ that maps the data from the input space into the feature space.

Problem (1) is a convex problem with a very simple structure; however, since Q is a
fully dense matrix, traditional optimization methods cannot be directly employed when the
dimension [, i.e. the number of training data, is extremely large, as it happens in many real
applications. This has motivated the study and design of block decomposition methods [3—5]
which involve the solution of many subproblems of smaller dimension in place of the original
problem.

In a general decomposition framework, at each iteration k, the vector of variables a* is
partitioned into two subvectors (oz’;V, otkW), where W C {1, ...,1[} identifies the variables of

the subproblem to be solved and is called the working set, and W = {1,...,I1} \ W (for
notational convenience the dependence of W and W on k is omitted). Then, starting from the
current vector of = (oz{jv, ockW), which is a feasible point, the subvector oc"jVH is computed as
the solution of the following subproblem

. k
min  f(awy, aW)
aw

Yiwow = =yl (2)

0<awy < Cey.

The subvector a%’ ! is unchanged, i.e. a% I'= ok | and the new iterate is given by af*! =

W
(o/v};L h a%” 1. In general, the cardinality ¢ of the working set, i.e. the dimension of the subprob-
lem, is prefixed according to, for instance, the available computational capability, and is kept
constant for all iterates. The rule used for selecting the working set W at each iteration plays
a crucial role, since it influences the convergence properties of the generated sequence {af}.
Note that the most popular convergent decomposition methods for nonlinear optimization,
such as the successive over-relaxation algorithm and the Jacobi and Gauss—Seidel algorithms
are applicable only when the feasible set is the Cartesian product of subsets defined in smaller
subspaces [6]. Since problem (1) contains an equality constraint, such decomposition methods
cannot be employed.

A very simple decomposition method for SVM is the sequential minimal optimization
(SMO) algorithm [S], where only two variables are selected in the working set at each iteration,
i.e.q = 2, so that an analytical solution of the subproblem (2) can be found, and this eliminates
the need to use an optimization software. The choice of the two variables with respect to
optimization is performed, is determined by some heuristic devoted to individuate which ones
may provide a better contribution to the progress towards the solution.

A modified version of SMO has been proposed in ref. [7], where the two indices of the
working set are those corresponding to the ‘maximal violation’ of the Karush—Kuhn-Tucker
(KKT) conditions. This modification of SMO algorithm can in turn be viewed as a special
case of the SVM/#" algorithm [3], which is based on a specific procedure for choosing the g
elements of the working set, where ¢ is any even number.

SVM'& algorithm is a commonly used decomposition method for SVM, and its conver-
gence properties have been established only recently. In particular, for any even size g of the
working set, the asymptotic convergence of the algorithm has been proved in ref. [8] under a
suitable strict block-wise convexity assumption on f. However, as remarked in ref. [9], this
assumption may not hold if, for instance, some data points in the training set are the same.
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In ref. [12], the convergence of the algorithm is proved, for the special case of ¢ = 2, without
requiring the strict block-wise convexity assumption on f.

In this work, we define a decomposition method which is similar to the SVM! 8" algorithm.
The differences are in the selection rule and in the objective function of the subproblem to be
solved at each iteration. In particular, we introduce a working set selection (WWS) rule that
includes, as a particular case, the one used by the SVMlisht algorithm, but does not restrict
the size g of the working set to be an even number (the only constraint is ¢ > 2). Moreover,
alternatively to the standard subproblem (2), we define a modified subproblem of the form

: k k 12
min flaw, agp) + tllow —ayll

’ ok

Ywlw = =Yy
0<aw < Cey,

where the objective function contains the additional quadratic proximal point term
Tllaw — a(},”z, where T > 0. Roughly speaking, the proximal point term plays the role of
a ‘convexifying’ term of the objective function of the subproblem with respect to the subvec-
tor ay . This allows us to remove the block-wise convexity assumption on f needed to prove
convergence of the SVM/¢"" algorithm. In particular, under the only assumption that f is
convex, we prove that any limit point of the sequence {a*} generated by our decomposition
method is a solution of problem (1). The convergence analysis is based on some key ideas
exploited in ref. [8], but follows a different guideline inspired from preceding papers [10,11]
concerning decomposition methods for nonlinear optimization.

We emphasize that the focus of this paper is theoretical, namely the study of the convergence
properties of the proposed SVM/ 4" _type decomposition algorithm. However, we believe that
the proximal point modification may be helpful also from a numerical point of view when
using iterative methods to solve the subproblems (hence in the case ¢ > 2). In our opinion, the
study of methods for solving the subproblems and the definition of suitable truncated criteria
deserve attention and need further work, but this is out of the scope of this paper.

The paper is organized as follows. In section 2, we state some definitions and technical
results that we use to prove convergence of the method. In section 3, we introduce the WSS
rule and the decomposition algorithm (called proximal point decomposition, PPD, algorithm).
Section 4 is devoted to the convergence analysis of PPD algorithm, and we prove that every
limit point of the sequence generated is a global minimum of Problem (1). In section 5, we
show that a stopping criterion, derived in ref. [7], used in ref. [12] and analysed in ref. [13],
which is based on the gap of the violation of the optimality conditions, can be used in PPD
algorithm. Finally, section 6 contains some concluding remarks.

2. Notation and preliminary results

In this section, we state some results on problem (1) (whose proofs are reported in the
Appendix) that will be used for the convergence analysis of the decomposition algorithm
defined in the next section. Actually, these results, except for Proposition 3, have been proved
in ref. [14], where a decomposition method for problem of type (1) is proposed that uses a
different approach with respect to the SVM"#"" one for the WSS.

First, we introduce some basic notation and definitions. Throughout the paper, we denote
by F the feasible set of problem (1), namely

F={aeeR:yYa=0,0<a<Ce,
and by Vf = Qo — e the gradient of f.
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Given a vector & € R, and an index set W C {1, ..., 1}, we have already introduced the
notation ayy € R! to indicate the subvector of & made up of the component o; withi € W.
Furthermore, given a matrix Q and two index sets U, V C {1, ..., [}, we denote by Qyy the
|[U] x | V| submatrix made up of elements ¢;; withi € U and j € V.

For every feasible point v, we denote the sets of indices of active (lower and upper) bounds
as follows:

L)={i:a0; =0}, U(x)={i:a; =C}.
Since the feasible set F is compact, problem (1) admits solution. Moreover, as f is convex

and the constraints are linear, a feasible point «* is a solution of problem (1) if and only if the
KKT conditions are satisfied, i.e. a scalar A* exists such that

>0 ifi e L(a¥)
(V@) +21"yi 1 <0 ifi e U@
=0 ifi ¢ L(a*)UU (.

The KKT conditions can be written in a different form. To this aim, the sets L and U can be
splitinto L™, L™ and U™, U™, respectively, where

L (@) ={ieLl@:y, <0}, LY (@) ={ieL@:y >0)
U ()={ieU():y <0}, UT(a)={i € U(a):y; > 0}.

We report the KKT conditions in the following proposition.

PRrOPOSITION 1 (Optimality Conditions) A point o* € F is a solution of problem (1) if and
only if there exists a scalar A* satisfying

A > —@ VieL (@) UU (")
A< _@ VieL (@*)UUT(a*) 3)
3* — _w Vi¢ L) UU(a").

In correspondence to a feasible point «, the following index sets can be defined:

Ra)=LT(@)UU (@) U{i:0 <a; <C},
S@) =L ()UUT(@)U{i:0 <a; <C}.

These sets have been introduced in ref. [8] in the form

R(a) ={i: (¢; < Cand y; > 0) or (o; > 0and y; < 0)},

4)
S)={i: (¢; <Candy; <0)or («; >0and y; > 0)},
where the indices in R(«) are called ‘bottom’ candidates, and the indices in S(«) are ‘top’
candidates.
We have the following results.
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PROPOSITION 2 A feasible point «* is a solution of problem (1) if and only if there exists no
pair of indices i and j, withi € R(a*) and j € S(a*), such that

_(Vf@)) o (Vf(a");
Yi Vj '

®)

PROPOSITION 3 Let {aX} be a sequence of feasible points convergent to a point &. Then for
sufficiently large values of k we have

R@) S R(@") and S@) < S().
The set of the feasible directions at « is the cone
D) ={deR:yd=0,d >0,VieL(a,andd; <0, Vi € U(a))}.
Then we can state the following result.

PROPOSITION 4 Let & be a feasible point. For each pairi € R(&) and j € S(&), the direction

d € R such that

1 1
di=—, di=——, dy=0 for h#i,j
Yi Yj
is a feasible direction at &, i.e. d € D(Q).

3. A proximal point modification of SVM*&* algorithm

The basic strategy of a decomposition method is that of performing, at each iteration, the
minimization of the objective function with respect to only a subset of variables, holding fixed
the remaining variables. With reference to SVM problem (1), the subproblem (2) to be solved
at any iteration k takes the form:

. 1
min f(aw, ah) ==aly Qwwaw — (€ — Quypas) aw
odw 2
Yiwow = —yio (6)
0 <aw < Cew,

where W is the working set at iteration k and W= {1,...,}\W (for notational convenience
we have omitted the dependence of W and W on the iteration counter k when this is not
confusing). Note that, due to the presence of the linear equality constraint, the smallest number
of variables that can be changed at each iteration to retain feasibility is two, so that the
cardinality g of the working set W must be at least two.

As already observed in the introduction, a fundamental issue in the design of a decomposition
method is the rule for selecting the working set W at each iteration. SVM' 8" algorithm is a
commonly used decomposition method for SVM, and is based on a specific rule related to the
violation of the optimality conditions.

In particular, the idea in ref. [3] is to find a steepest descent feasible direction with exactly ¢
non-zero elements and to select in the working set the indices corresponding to these elements.
This leads to solve the problem

min {Vf(oe")/d: de D@, —e<d<e,

{iz d; # 0} = q.

A simple strategy to solve it, and hence to identify the indices in W, has been proposed in
ref. [3]. In ref. [14] it has been point out that, in theory, a solution satisfying the constraint
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‘ {i:d; #0} ‘ = g may not exist. Later in ref. [8], it has been proved that the procedure proposed
in ref. [3] really solves the problem:

min {Vf((xk)’d: de D@, —e<d<e,

(i d; #0)] = q.

The procedure for the solution of this problem has been described in a compact form in
refs. [8,13] using the sets R(«) and S(«) given in equation (4).

We introduce here a slightly more general rule than that of the SVM/¢" which mimics one
introduced in ref. [13]. To this aim, at any feasible point «, we define the index sets

I (a) = {iii = arghrglg();)_(vjc;%}’ J(a) = {j:j zarghglsi&)_(Vf;j))h } @

At iteration k, the WSS rule can be described as follows.
Data: Integers q;, g2 > 1.

(i) Select ¢ indices in R(a¥) sequentially so that

_Vf(ak)i'(k) - _Vf(ak)iz(k) - _Vf(Olk)ﬂl )
Vit Yi2(k) Yion (k)

with i' (k) € I(a%).
(ii) Select ¢ indices in S (@) sequentially so that

_Vf(ak)jl(k) - _Vf(ak)ﬂ(k) - = _Vf(ak)jtzz(k)
ity ik Vi k)

with j'(k) € J (%)
(iii) Set Wk = {i', ... i%, j', ..., joL.

We remark that the WSS rule employed in SVM/" algorithm is a particular case of WSS
rule, with ¢ = g, = ¢/2, where g is an even number.

The asymptotic convergence of SVM/¢" algorithm has been established in ref. [8], under
the assumption that

min (eig,,(Q11)) > 0, (3)
I:|1l=q
where [ is any subset of {1, ..., [} with |/| < g and eigy;, (Q,;) denotes the minimum eigen-

value of the matrix Q ;. Note that assumption (8) implies that the objective function is strictly
convex with respect to block components of cardinality < g. However, it does not hold, for
example, if some training data are the same. As showed in ref. [9], assumption (8) is not
necessary for ensuring the convergence of SVM/# algorithm in the particular case of g = 2,
which corresponds to the well-known SMO algorithm.

From the convergence analysis performed in ref. [8], we may deduce that the key role of
hypothesis (8) stays in the fact that it permits to ensure that the distance between successive
points of the sequence {«*} generated by the decomposition methods tends to zero, i.e.

lim [ — k|| = 0. 9)
k—o00
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This is an important requirement to establish convergence properties in the context of a decom-
position strategy. Indeed, in a decomposition method, at the end of each iteration &, only the
satisfaction of the optimality conditions with respect to the variables associated to W* is
ensured. Therefore, to get convergence towards KKT points, it may be necessary to ensure
that consecutive points, which are solutions of the corresponding subproblems, tend to the
same limit point.

In order to ensure property (9) without requiring assumption (8), we employ a proximal
point technique [11,15,16]. In particular, a proximal point term of the form 7 ||ay — oe{jv [|?, with
7 > 0, is added to the objective function of the subproblem (6), thus obtaining the following
subproblem

: k k2
min  f(aw, ogp) + Tllaw — oyl
ay

Yiwow = — Yo (10)

0<awy <Cey.

Since f is quadratic, the objective function of problem (10) is still quadratic and can be written

as follows
k

1 /
EO/W (Qww +2tlw) aw — (ew — Qs — 2Tay,) aw,

where Iy denotes the identity matrix of dimension |W|. Note that problem (10) has the same
structure of subproblem (6), but now, since the objective function is strictly convex, the solution
is unique. Thus, the solution of problem (10) requires at most the same effort than the solution
of subproblem (6).

We are ready to define formally the proximal point modification of the SVM/sh
decomposition method, which we call PPD algorithm, as follows.

PPD ALGORITHM

Data: a feasible point a1t >0.
Inizialization: Set k = 0.
While (stopping criterion not satisfied)

1. Select the working set W* according to the WSS rule.
2. Set W = W*. Find the solution ayy, of problem (10).

* ifieWw
3. Setoftt =% !
! af  otherwise.
4. Setk =k + 1.
end while

Return o* = of

In the next section, we prove the asymptotic convergence of PPD algorithm. In Section 5,
we show that PPD algorithm satisfies the stopping criterion proposed in refs. [7,12].
4. Convergence analysis

We first prove some preliminary results that are independent of the WSS rule used in PPD
algorithm for defining the working set W,
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PROPOSITION 5 Assume that PPD algorithm does not terminate and let {a*} be the sequence
generated. Then we have

lim [je* ! — ok || = 0.
k—o00

Proof By the instructions of the algorithm, we have for all k

F@N +lla® —af I = flay o) + tlloy " — oy I < f ey o) = f(o),
(11)
so that the sequence {f(a*)} is decreasing. Since {a*} belongs to the feasible set, which
is compact, then there exists a subsequence {aF} g such that limy_, 00 kex afF =a. As fis
continuous, we have that { f («*)} x converges to f (@), and this implies that the whole sequence
{f(@")} converges to f(a). Then, the convergence of the sequence { f (a¥)} to a finite value
and equation (11) imply that ||e**! — o%|| — 0. [ ]

As an immediate consequence of Proposition 5, we have the following result.

LEMMA 1 Assume that PPD algorithm does not terminate and let {a*} be the sequence
generated. Let {o*}x be a subsequence convergent to a point @, i.e. there exists an infinite
subset K C {0, 1, ...} such that a* — & fork — oo, k € K. Then, for any integer p, we have
that

lim &7 =a.
k—o00,keK

Proof Given any integer p, we can write

"7 — || < [P — P A @t — TR et e (12)
By Proposition 5, we have that [|a**/*! — ¢*¥*/|| — 0 for all finite j =0, 1.... From
equation (12), we get that le*+? — a¥|| — 0and hence, asaf — &, we getalso thato*t? — &

fork - o0,k € K. |
In the proof of convergence of PPD algorithm we make use of the following result.

LEMMA 2 Let {a*} be the sequence generated by PPD algorithm. Assume that (i, j) is a pair
such that:

(i, ) e W& and (i, j) € R(a*"!) x S(a*th).
Then
V@Y d +2t@ — atyd >0,
where d"J € R is the direction defined as

. 1 . 1 .
df =S d) == 4 =0forh £
J

Proof For simplicity, let W = W*. By Proposition 4, we know that d"/ is a feasible
direction at «* 1. Let d;/ be the subvector of d"/ with elements in W; since i, j € W we

have that d’WJ = 0. Recalling that of/" = &, and &t

W= akW, it is immediate to verify that
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the direction df,i,j is a feasible direction for the subproblem (10) at «j, . Since equation (10) is
a convex programming problem, the optimality conditions can be written as:

Vi f (. ak)dy + 2t (e, — o) dy/ > 0,

where Vi f denotes the subvector of Vf with components in W. Recalling again that ak“
oy, oe%’l = ocW and d’WJ =0, we get

V@ dY 4 2@ — ot d' = Vi f ey o) dy + 2T (e —aly) dy =0,
and hence the result. |
Now we are ready to prove the asymptotic convergence of PPD algorithm.

PROPOSITION 6 Assume that PPD algorithm does not terminate, and let {a*} be the sequence
generated by it. Then, every limit point of {«*} is a solution of problem (1).

Proof Let & be any limit point of a subsequence of {a*}, i.e. there exists an infinite subset
K <{0,1,...} such that o« — @ fork € K, k — 0.

By contradiction, let us assume that « is not a KKT point for problem (1). By Proposition 2,
there exists at least a pair (i, j) € R(a) x S(a)such that:

_ V@) (@),
Yi Yj .

(13)

According to the WSS rule, at iteration k, the indices i Y(k) € I(a*) and jl(k) e J(@") are
inserted in the working set WX [where I («*) and J (a¥) are defined in equation (7)].
The proof is divided in two parts.

a. Suppose first that there exists an integer s > 0 such that:

l](k +m(k)) € R(ak+m(k)+]) and ]l(k +m(k)) c S(ak+m(k)+l)
for some m (k) € [0, s]. (14)

Since i' (k) and j' (k) belong to the finite set {1, ..., I}, we can extract a further subset of
K, which we relabel again with K, such that

i'k+m@) =i, j'(k+m@k) =] forallkeK.

Lemma 1 implies that o**"® — @& for k — o0, k € K. Then, recalling that, by definition,
i ] € W ® forall k € K, we can define a subsequence {o*} g, such that for all k € K
° (1 ]) e Wk

o (i, J) € Rt x S(a**h)

o o > qfork » o0,k € K;.

Hence, we can apply Lemma 2 and write:

V(@Y d 4 2t@ ! — okyd >0 forallk € K.

By Proposition 5, we have [|a*! — a*|| — 0, so that, recalling the continuity of Vf and
the definition of d-/ in Lemma 2, taking limits for k — 0o, k € K, we obtain
(Vf@); (Vf@);

Vi@ d = T,z (15)
i J
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On the other hand, the indices i, j satisfying equation (13) are such that, by Proposition 3,
i € R(a*) and jAe /§(oa") for k € K| and k sufficiently large. Hence, taking into account
the definition of i, j and the WSS rule, we can write for k € K; and k sufficiently large,

<

(Vf@) 7 (Vf (@) (Vf(@))7 (Vf(@);
— > — and — < — .
i Vi N Yj

Taking limits for k — o0, k € K, we obtain

_(Vf(&))?>_(Vf(5é))i and _(Vf(&))7<_(vf(&))j
yroo Vi i i

Hence, using equation (15) we can write:

V@) (Vf@y: o V@) (V@)
L

and this contradicts equation (13).

. Thus, we can assume that condition (14) does not hold, so that, we must have forall k € K

and forallm > 0
i'k+m) e R@™) and j'(k+m) e S t™)

and
i'tk+m) ¢ R or  jl(k+m) ¢ S+,

For simplicity and without loss of generality, we consider only the case that i' (k + m) ¢
R(a**"*1). Then we have

i'(k) € R(@) and i'(k) ¢ R(*)
i'k+1) € R@*Y and i'(k+1) ¢ R@?)

Asi'(k) belongs to {1, ...,1}, we can extract a subset of K (that we relabel again K) such
that for all k € K we can write

n
L,

i'(k 4+ hk) =i'(k +nk)) = with 0 < h(k) < n(k) <.
Then, we can define a subset K; such that for all k; € K,

i'k) = i"(kip) =1, with ki <k < ki +1,
and of — @ for k;, — oo and k; € K. Hence, we can write

TeR@), and ¢ R and 7 e RN, (16)

which means that index i must have been inserted in the working set and modified by the
optimization process between the iterates k; + 1 and k; 4 < k; + 1.
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Thus, for all k; € Ky, an index p(k;), with k; < p(k;) < ki11 < k; 4 [, exists such that
TeS@*) and TewP® and e R,
As p(k;) — k; <1, recalling Lemma 1, we can write

lim o”® = lim o?%t =g, (17)
ki—o00, k€K, ki— 00, ki€K,

We prove now that also the index j, defined in equation (13), must belong to the working
set at iteration p(k;).
To this aim, we first show that

@) (V@)
e Yi
Indeed if this were not true, namely if
_(Vf(@)i o (Vf (@) 7
Vi i
by the continuity of the gradient we would have for k; € K| and k; sufficiently large:
_(VF@)) o (Vf @) 7
Vi v

(18)

which in turn implies that 7 ¢ I (%) and hence i'(k;) # i for k; € K, and sufficiently
large. Since equation (18) holds, using equation (13) we get
_(Vf@)7 - _(Vf(@),;
Y7 Vi
By the continuity of the gradient, we can write for all k; € K sufficiently large and for all
m > 0:

@) (),

i i

On the other hand, by equation (17) and Proposition 3, as j € S(a), for k; € K, and

ki sufficiently large we have that j € S(a”*’) and j € S(a?*’*!). Therefore, since i €

S(a?® )y and i € WP*) from equation (19) and taking into account the WSS rule, we get

that also j belongs to the working set at iteration p(k;), i.e. j € WP*). Hence, the pair
(7, J) is such that

19)

(lA,]) c Wp(ki) and G’]) = R(ap(ki)+l) x S(Olp(ki)-H)7
so that, by Lemma 2 we can write
Vf (@P® Oty 4 2r @ 0t — qP®yghi > 0 forallk € Ki.  (20)

Then, taking limits in equation (20), recalling the continuity of Vf and Proposition 5, we
obtain

Vi@'d =

(Vi@ _ (V@)
Y7 Yj
Finally, using equation (18) we get

@) _ (@),

Yi Yj

which contradicts equation (13). | |
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5. On the stopping criterion

In PPD algorithm, we still have to define the termination criterion. A natural way is to use the
information on the satisfaction of the necessary and sufficient KKT conditions. Indeed, this
was proposed in the original paper [3] on SVM/8"Actually, a termination criterion which
fits better into the SVM/ 8" algorithm has been derived and used in refs. [7,12] and analysed
in ref. [13]. In order to describe this stopping criterion, we introduce the following functions
m(a), M(a): F — R:

v .
’Mw__mmﬁmn—L%ﬂ if R(a) #
—00 otherwise

minjes@ — LD if S(a) # 0

400 otherwise

M(x) = [

where R(«) and S(«) are the index sets defined in equation (4). By definition of m(«) and
M («), and recalling Proposition 2, it follows that @ is a global minimum of problem (1) if and
only if m(a) < M(x).

Now let us consider a sequence of feasible points {a*} convergent to a solution &. At any
iteration k, if o is not a solution, it follows (again from Proposition 2) that m () > M (a¥).
Hence, the stopping criterion proposed in refs. [7,12] is

m(ak) < M) + e, (21)

where € > 0 is a stopping tolerance.
We note that the quantities m (a*) and M (a*) are evaluated in PPD algorithm (and in SVM/8%!
algorithm) in order to identify the working set. Hence, the check of equation (21) does not
require any additional computational effort. However, as observed in ref. [13], the functions
m(a) and M () are not continuous. Indeed, even though if of — & for k — oo, it may
happen that R(a¥) # R(@) or S(a*) # S(@) for k sufficiently large, so that we may not have
limy_, oo m(a¥) = m(a) or limy_, oo M (a*) = M (a). Therefore, in general, we may have that
the limit point ¢ is a solution for problem (1), whereas criterion (21) is never satisfied.

In ref. [13], it has been proved that, under assumption (8), SVM/¢"" algorithm generates
a sequence {o*} such that m(a*) — M(a*) — 0 for k — oo. This implies that, for any
tolerance €, SVM"¢" algorithm satisfies the stopping criterion (21) in a finite number of
iterations. A similar result can be established for PPD algorithm as reported in the following
proposition.

PROPOSITION 7 Let {aX} be the sequence generated by PPD algorithm. If m(a¥) — M () > 0
forall k, then

lim (m(a") — M(@")) = 0. (22)
k—o00
Proof The proof is by contradiction. We assume that a subsequence {a*}x exists such that

limy o ke @f = @
m(®) > M(a*) +€, forallk € K, withe > 0.

Thus, from the definition of m and M we have for all k € K
(V@i S (Vf (@)1 Le
Yil(k) Yjttk)
where i' (k) € I(a*), j' (k) € J(@¥), I (a) and J () are the sets defined in equation (7).

(23)
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We claim that there exists a subset of K, which we relabel again with K, such that for all
k € K and for any s > 0, we have

_ (VF @ ™)) it ) - (V£ @F™) i1 em)
Vil (km) - Vit (k+m)

+§ for m € [0, s]. (24)

From equation (23), since both i (k) and jl(k) belong to a finite set, we can individuate a
subset of K, relabelled again with K, and two indices i € R(a*) and j € S(a*) such that for
allk e K

>

Vi@ (e, 03)

Vi Yij
Recalling Lemma 1, the continuity of the gradient, and equation (25), we can write for k € K
k=pyy. k=pyy .
@ (@
Vi i 2

Vp > 0. (26)

Suppose first that i ¢ R(a*~'), then, as i € R(a*), we must have that i € W =1, Actually,
j € W51 Indeed, if j ¢ S(a*~"), as j € S(a*), it follows that it has been included in the
working set at iteration k — 1; otherwise j € S(a*~!), so that equation (26) and the WSS rule
imply that it must have been selected too. Hence, we can apply Lemma 2 and write:

Vf(@*)d™ +2t(@* — ok 1Yd"7 =0 forallk € K.

Recalling Proposition 5, the continuity of V£, and the definition of d*/ in Lemma 2, we can
write for k € K sufficiently large

(Vf@))i  (Vf(@b), €

> _zt(ak _ak—l)/di,j > _57

Vf(ak)/di,j —

i Yj

and this contradicts equation (25), so that we must have i € R(a*~!). Assume now that j ¢
S(a*~1), then, repeating similar reasonings, we obtain again a contradiction.
Hence, by induction, we can conclude that for k € K and for any p > 1

i,j € R ) x S ?) and (@, j) ¢ W7,
By the WSS rule, this implies that we must have

_(Vf(a""’))ﬂ(k—p) > _(Vf(a""’))i and  — (Vf(a""’))ﬂ(k—p) < _(Vf(tx"”’))j'
Yil(k—p) Vi Yjl(k—p) Yj

Then, recalling equation (26), it follows that equation (24) holds.
Now we are ready to prove equation (22). The proof is similar to the one of Proposition 6 and
is divided in two parts.

a. Suppose first that there exists an integer s > 0 such that for all k € K:
'k +mk)) € ROy and  jl(k + m(k)) € S(a*mO+
for some m(k) € [0, s]. 227

Since i' (k) and j'(k) belong to a finite set, we can extract a further subset relabelled again
K such that

i'k+m@) =1, j'(k+mk) =], forallk e K.
Lemma 5 implies that of*"® — & for k — 0o, k € K. Then recalling that (i, j) €
Wktm®) '\e can define a subsequence {a*}x, such that for all k € K
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Tel@h), jed@h
@) ew
(i,)) € R@*) x S(a**h

af > @ fork — o0,k € K;.
Now we can apply Lemma 2 and write:

Vi@ d +2t@ ! —okyd >0 forallk € K. 28)

Recalling Proposition 5 and the continuity of V£, taking the limit for k € K; we get:

~a o))+ Vi(x)):
vi@ydi = M@ ST@y; (29)
Y7 Y7
On the other hand, from equation (24) we have for k € K;:
kyy -~ \Y £yy=
@ @y e 0
Vi Vi 2
from which, taking limits, we get
o))~ \Y )+
_Vf@); (V@) an

yi yi

and this contradicts equation (29).
b. Thus, we can assume that condition (27) does not hold, so that, we must have for all k € K
and for allm > 0

i'(k4+m) e R@*™) and j'(k+m) e S@*t™)

and
il(k+m) ¢ R(ak+m+1) and/or jl(k+m) ¢ S(ak+m+1).

Without loss of generality, we consider only the case that i! (k 4+ m) ¢ R(a*T"+1).
Then we have

i'(k) € R() and i'(k) ¢ R(*)
i'k+1) € R@* and i'(k+1) ¢ R@?)

As il (k) belongs to {1, ..., [}, we can extract a subset of K (that we relabel K) such that
for all kK € K we can write

i'k+hk) =i'tk+nk) =i, with 0<hk) <nk) <I.
Then, we can define a subset K such that for all k; € K,
i'(k) = i'(kis) =1, with ki < ki < ki +1,
and o — @ for k; — oo and k; € K. Hence, we can write
TeR@), and ¢ R and 7 e R@h), (32)

which means that index 7 must have been inserted in the working set and modified by the
optimization process between the iterates k; + 1 and k;; < k; + 1.
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Regarding j!(k;), since it belongs to a finite set, we can extract a further subsequence,
which we relabel again K, such that j Yki) =] 7 for all k; € K,. Since for all k; € K, a
k € K exists such that k; — k < [, we get from equation (24) that for all k; € K;

kiyy ~ kiyy~
AACA A/ )
Y7 7 2

which is analogous to equation (30), so that taking limits we get equation (31). The
continuity of the gradient allows us to state also that for all m > 0

_ (Vf(akitmy) + o (Vf(ot"‘+'”))7
yi Vi '

(34)

Now consider the integer p(k;) such that k; < p(k;) < ki < k; + [, and for which
Te S ), Tewr®  TeR@!®tly .. e R, (35)

The existence of p(k;) follows from equation (32).
Assume first that

jeS@r® ), e s@rtotty, (36)

Sincei € S(a?®))and j € S(a?*),andi € W?*), then the WWS rule with equation (34)
imply that also the index j must be in the working set at iteration p(k;); moreover, from
equation (35) and (36), we have that (i, j) € R(a?®)+1) x S(aP®oth),

Suppose that equation (36) does not hold; hence, recalling that j € S(a%i+'), consider the
integer ¢ (k;) such that p(k;) < q(k;) < ki+1 < k; + [, and for which

fe R4y, fe Wk 76 S(a‘”"')“)-.-fe S(aky. (37)

If p(k;) = q(k;) then, from equations (35) and (37) we have i, j € W9*) and (i, ) €
R(oﬂ(kf)H) X S(oﬂ(k‘)“).
If p(ki) < q(ki), then’i € R(a?*), sothat, as j € R(a?*") and j € W*), from the WSS
rule and equatlon (34) we get thati € Wa&): moreover, from equations (35) and (37) we
have that (i, j) € R(ad®)+1) x S(@a®k)+1),
Summarizing, we can define a subsequence {a*}k, — @ such that for all k € K, the pair
(i, j) is such that

(i,7) e WE and (i, ) € R(@t") x S(@*),

so that, using equation (33) and proceeding as in part ‘a’, we get the contradiction. [ ]

6. Conclusion and remarks

The main contribution of this paper is the definition of a decomposition method for SVM
problem (1), whose convergence can be guaranteed without any further assumption on the
Hessian matrix Q.

The core of the convergence analysis stays in the fact that, thanks to the presence of the
proximal point modification, we can assure that the distance between successive iterates goes
to zero. We note that in the case of dimension of the working set fixed to ¢ = 2, which
corresponds to SMO algorithm, this property holds without the need of the proximal point term
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modification, as shown in ref. [9]. However, we stress that the property stated in Proposition 5
does not depend on the fact that the objective function is quadratic and convex, so it remains
true in the case of generic continuous function f(«). By slight changes of the proof, also the
compactness of the feasible set can be relaxed, thus allowing that some bounds take the value
Fo0. Of course, without the compactness hypothesis on F, some other assumption is needed
to ensure the existence of limit points. Thus, the decomposition approach proposed here can
be applied also to problems of the type

min  f ()
st. ba=c

[<a<u,

where f (o) is a (possibly nonconvex) smooth function, b, [, u € R',ce R and —oc0 <1
< u < oo. Obviously, in the nonconvex case, it is possible to guarantee convergence only
to stationary points, i.e. points satisfying the first-order necessary KKT conditions.

The algorithm model proposed here requires at each iteration the computation of the exact
solution of the quadratic programming subproblem (10). In the case of ¢ = 2, the analytical
solution of the subproblem is known, so that the introduction of the proximal point modification
is neither theoretically nor practically motivated. When g > 2, the solution of the subproblem
is not available in closed form, and hence, an iterative method must be used. We expect that, in
general, the presence of the proximal point term may improve the rate of convergence of the
iterative method, since it may make the Hessian matrix of the subproblem better conditioned.
Future work will be devoted to the definition of convergent decomposition methods based on
inexact minimization of the subproblems. This will require the study of efficient minimization
techniques for quadratic programming and the definition of suitable truncating criteria for
ensuring convergence properties.
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Appendix A

Propositions 2, 4 have been proved in ref. [4]. We report here the proofs for sake of
completeness.

Proof of Proposition 2  First we assume that the feasible point o* is a solution of problem (1).
If one of the sets R(«x*) and S(a*) is empty, then the assertion of the proposition is obviously
true. If both the sets R(a™) and S(«™*) are not empty, Proposition 1 implies the existence of
a multiplier A* such that the pair (o*, A*) satisfies conditions (3) which can be written as
follows:

{ (Vf (@)
max -

ieL* (a*)UU~ (a*) Vi

(Vf@))

1

<A< min
ieL=(a*)UU* (a*)

(V@) }
Yi

A= Vig L) UuU(a).

Then recalling the definition of the sets R(«*) and S(a*), we can write:

(Vf (@D . (Vf (@)
max ——— < min ————,
heR(a*) Vi heS(a*) Yh

which implies that there exists no pair of indices i and j, with i € R(¢*) and j € S(a™),
satisfying equation (5).
Now we assume that there exists no pair of indices i and j, with i € R(«¢*) and j € S(a*)
satisfying equation (5). First, we consider the case that one of the sets R(a*) and S(a*) is
empty. Suppose, without loss of generality, that R(a*) = . Hence {i: 0 < af < C} = ) and
S*) =L (@*) UU T (a*) = {1, ...,1}. Therefore conditions (3) are satisfied by choosing
any A* such that
Vf(a®));
2 < min (@i
1<i<l Vi

In case that both the sets R(a*) and S(«*) are not empty, we have that

VF@n _ o (V@

———— < min ————,
heR(a*) Yh heS(a*) Yn

Therefore, we can define a multiplier A* such that

IAZACR)

. (Vf (@)
max < < mn ——,

(Al)
heR(a*) Yh heS(a*) Yh

so that the first and second sets of inequalities of equation (3) are satisfied. Then the definition
of the sets R(a*) and S(«*) and the choice of the multiplier A* [satisfying equation (A1)]
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imply that
_(Vf (@) <3< _(Vf@))i ’
{i: O<a;<C} Vi {i: O<a; <C} Vi
so that the set of equalities of equation (3) is verified. |

Proof of Proposition 3 The proof is by contradiction. Assume that an integer j exists, such
that j € R(@) and j ¢ R(a*) for each k > k. We can assume without loss of generality that
yj > 0 so that, by definition of R(x), we get @; < C. By assumption j ¢ R("), which
implies that oz’]‘-, = C for k > k. Since a* — @& for k — oo, this implies 6{; = C, which leads

to a contradiction. |

Proof of Proposition 4 We show that the defined direction d is such that
yd=0 and d;>0VieL(@ and d; <0 VjeU(@).

Indeed, the definition of d yields that y'd = y;d; + y;d; = 0. Moreover, we have i € R (@),
so that, ifi € L(«), then, by equation (4), we musthavei € L* (&), and henced; = 1/y; > 0.
Analogously, since j € S(@), if j € U(&) then j € U (@) and hence d; = —1/y; < 0. The
same conclusion can be drawn for the other two cases. |



