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Möbius Transformations and the Poincaré
Distance in the Quaternionic Setting

CINZIA BISI & GRAZIANO GENTILI

ABSTRACT. In the space H of quaternions, we investigate the
natural, invariant geometry of the open, unit disc ∆H and of the
open half-space H+. These two domains are diffeomorphic via
a Cayley-type transformation. We first study the geometrical
structure of the groups of Möbius transformations of ∆H and
H+ and identify original ways of representing them in terms
of two (isomorphic) groups of matrices with quaternionic en-
tries. We then define the cross-ratio of four quaternions, prove
that, when real, it is invariant under the action of the Möbius
transformations, and use it to define the analog of the Poincaré
distances and differential metrics on ∆H and H+.

1. INTRODUCTION

The study of the intrinsic geometry of the open unit disc D = {z ∈ C : |z| < 1}
of the complex plane, bi-holomorphic via the Cayley transformation to the up-
per half-plane Π+ of C, is very rich and of great, classical interest. The main
tool for the study of this geometry is the Poincaré distance, which turns out to
be the integrated distance of the Poincaré differential metric. In fact the holo-
morphic self-maps of D turn out to be contractions, and hence the group of all
holomorphic automorphisms of D are isometries, for the Poincaré distance (and
differential metric). As a consequence, an approach typical of differential geome-
try can be adopted to study the geometric theory of holomorphic self-maps of any
simply connected domain strictly contained in C. In fact, by the Riemann rep-
resentation theorem, any such domain is bi-holomorphic to D (and to the upper
half plane Π+). In this setting the classical groups SU(1,1) and SL(2,R) come
into the scenary: when quotiented by their centers, they represent the group of
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2730 CINZIA BISI & GRAZIANO GENTILI

all holomorphic automorphisms (the so called Möbius transformations) of D andΠ+, respectively.
When endowed with the Poincaré differential metric, the open, unit disc D

acquires a structure of Riemannian surface of constant negative curvature, whose
geodesics are the arcs of circles or straight lines which intersect the boundary ∂D
orthogonally.

It is interesting to notice that the Poincaré distance can be defined on D by
means of the family of all geodesics mentioned above. Following the approach of
Siegel, [17], given two points z1, z2 ∈ D one can define the two ends z3, z4 of the
(unique) geodesic passing through z1 and z2 as the intersections of this geodesic
with ∂D. One then orders the four points “cyclically” and defines the Poincaré
distance δD(z1, z2) as half the logarithm of the cross-ratio of the four points z1,
z2, z3, z4.

With this in mind, in the present paper we consider the space H of quater-
nions and study the geometry of the open, unit disc ∆H = {q ∈ H : |q| < 1} and
of the half-space H+ = {q ∈ H : Re(q) > 0}, which turn out to be diffeomorphic
via a Cayley-type transformation. More precisely, we give this paper a double aim.
The first one is to study the groups of Möbius transformations of ∆H and of H+
(i.e., the groups of all quaternionic, fractional, linear transformations which leave∆H and H+ invariant, respectively). The second aim is to give a direct, geomet-
ric definition of the analogue of the Poincaré distance (i.e., the real, hyperbolic
distance) and differential metric in the quaternionic setting, to investigate their
most interesting properties, and to explicitly describe the invariant geometry of
the classical hyperbolic domains ∆H and H+ of H.

In what follows, the elements of the skew field H of real quaternions will be
denoted by q = x0+ix1+jx2+kx3 where the x` are real, and i, j, k are imaginary
units (i.e., their square equals −1) such that ij = −ji = k, jk = −kj = i, and
ki = −ik = j. We will denote by S3

H the sphere of quaternions of unitary modulus
{q ∈ H : |q| = 1} and by S the unit sphere of purely imaginary quaternions, i.e.,
S = {q = ix1 + jx2 + kx3 : x2

1 + x2
2 + x2

3 = 1}. Notice that if I ∈ S, then
I2 = −1; for this reason the elements of S are called imaginary units. We will also
often use the fact that for any non-real quaternion q ∈ H \R, there exist, and are
unique, x, y ∈ R with y > 0, and I ∈ S such that q = x +yI.

In Section 2, in order to identify the group of all quaternionic, fractional,
linear transformations, we start by studying the problem of finding the inverse of
a quaternionic 2× 2 matrix. This problem corresponds to solving, when possible,
a linear system of four quaternionic equations, and leads us to define, in a direct
and very natural way, the so called Dieudonné determinant of a quaternionic 2×2
matrix:

Definition 1.1. If A =
[
a b
c d

]
is a 2×2 matrix with quaternionic entries, then

the (Dieudonné) determinant of A is defined to be the non negative real number

(1.1) detH(A) =
√
|a|2 |d|2 + |c|2 |b|2 − 2 Re(cābd̄ ).
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The notion of quaternionic determinant appears in the literature in a much
more general setting and uses at that level the tool of quasideterminants, [9, 16].
Here we study the principal properties of this determinant—giving simple, direct
proofs of our assertions—also for the sake of completeness (see also [4, 8]). We
then exploit these properties to investigate the structure of the group of all quater-
nionic, fractional, linear transformations of H with an intrinsic approach. In fact
in Section 3 we set

G = {g(q) = (aq + b)(cq + d)−1 : a,b, c, d ∈ H, g invertible},
GL(2,H) = {A, 2× 2 matrix with quaternionic entries : detH(A) ≠ 0

}
,

SL(2,H) = {A ∈ GL(2,H) : detH(A) = 1
}
,

and we give a direct proof of the following result already established in [20]:

Theorem 1.2. The set G of all quaternionic, fractional, linear transformations is
a group with respect to composition. The map

(1.2) Φ : A =
[
a b
c d

]
, LA(q) = (aq + b) · (cq + d)−1

is a group homomorphism of GL(2,H) onto G whose kernel is the center of GL(2,H),
that is the subgroup {[

t 0
0 t

]
: t ∈ R \ {0}

}
.

In Section 4 we extend the structure-theorem of the complex, fractional, linear
transformations to the quaternionic environment and prove that the group G is
generated by all the similarities, L(q) = aq + b (a, b ∈ H, a ≠ 0) and the
inversion R(q) = q−1. Moreover, all the elements of G turn out to be conformal.

If the role of the complex cross-ratio is crucial in complex, projective geome-
try, its (real) generalizations to higher dimensions in Rn seem not to have a minor
role in conformal geometry. In fact L. Ahlfors, while studying the conformal struc-
ture of Rn, has given in [3] three different definitions of the cross-ratio of 4 points
of Rn. The one that we give here is the specialization to the quaternionic case of
the definition given by C. Cao and P.L. Waterman in [5], and is new with respect
to the ones given by Ahlfors. In fact the definition that we adopt of cross-ratio has
the peculiar feature that the quaternionic, fractional, linear transformations act on
it transforming its value by (quaternionic) conjugation (see Corollary 4.6). We
prove, in particular, the following result.

Proposition 1.3. Let

CR(q1, q2, q3, q4) B (q1 − q3)(q1 − q4)−1(q2 − q4)(q2 − q3)−1



2732 CINZIA BISI & GRAZIANO GENTILI

be the cross-ratio of the four quaternions q1, q2, q3, q4. When the cross ratio of four
quaternions is real, then it is invariant under the action of all quaternionic, fractional,
linear transformations.

The above result has a great deal of interest in view of the following theorem
(already proven in [5] in the Clifford setting).

Proposition 1.4. Four pairwise distinct points q1, q2, q3, q4 ∈ H lie on a same
(one-dimensional ) circle or straight line if, and only if, their cross-ratio is real.

When A.F. Möbius introduced the notion of what we call nowadays a frac-
tional, linear transformation, what he had in mind was only a homemorphism of
the extended, complex plane C∪ {∞} onto itself which maps circles onto circles.
Adopting this point of view, still in Section 4 we define the families Fi, for i = 3,
2, 1, respectively as Fi = Si ∪ Pi where Si is the family of all i-(real) dimen-
sional spheres and Pi is the family of all i-(real) dimensional affine subspaces of
H. Then, with an approach different from the one used by Wilker in [20], we give
an original, direct proof of the following result.

Theorem 1.5. The group G of all quaternionic, fractional, linear transformations
maps elements of Fi onto elements of Fi, for i = 3, 2, 1.

The aim of Section 5 is to find a geometric approach to the definition of
the quaternionic Poincaré distance on ∆H (often simply called Poincaré distance
when no confusion can arise). To this aim we adopt the point of view used by
C.L. Siegel, [17], for the homologous problem in the complex case and use the
terminology introduced by Ahlfors in [3]. In fact, to start with, we define the
non-Euclidean line through two points q1, q2 as the unique circle, or diameter,
containing the two points and intersecting ∂∆H orthogonally in the two ends q3,
q4. The Poincaré distance of ∆ = ∆H is then defined by

(1.3) δ∆(q1, q2) = 1
2

log(CR(q1, q2, q3, q4))

where the four points are arranged cyclically on the non-Euclidean line through q1
and q2. Notice that on each complex plane LI = R+ IR (for any imaginary unit
I) the quaternionic Poincaré distance coincides with the classical Poincaré distance
of ∆I = ∆H ∩ LI .

The structure of the group M of Möbius transformations of ∆H is studied,
for example, in [6], in terms of the (classical) group Sp(1,1). If H =

[
1 0
0 −1

]
, the

group Sp(1,1) is defined (see, e.g., [11]) as

(1.4) Sp(1,1) = {A ∈ GL(2,H) : tĀHA = H}

and it can be written equivalently as (see, e.g., [6])

Sp(1,1) =
{[a b
c d

]
: |a| = |d|, |b| = |c|, |a|2−|c|2 = 1, āb = c̄d, ac̄ = bd̄

}
.
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It allows to rephrase and complete a result of [6] as follows:

Theorem 1.6. The quaternionic, fractional, linear transformation defined by
formula g(q) = (aq + b)(cq + d)−1 is a Möbius transformation of ∆H if and only
if
[
a b
c d

]
∈ Sp(1,1). Moreover, the map

(1.5)

ϕ : Sp(1,1) →M

A =
[
a b
c d

]
, LA(q) = (aq + b) · (cq + d)−1

is a group homomorphism whose kernel is the center of Sp(1,1), that is the subgroup

{
±
[

1 0
0 1

]}
.

By means of the statement of Theorem 1.6 we are able to obtain, for the
quaternionic Möbius transformations, a characterization which closely resembles
the classical representation of the complex Möbius transformations. A similar
result is stated without proof in [13].

Theorem 1.7. Each quaternionic Möbius transformation of the form

g(q) = (aq + b) · (cq + d)−1 ∈M

can be written uniquely as:

(1.6) g(q) = α(q − q0)(1− q0q)−1β−1

where q0 = −a−1b ∈ ∆H and where α = a/|a| ∈ ∂∆H, β = d/|d| ∈ ∂∆H.

The description of the group of all Möbius transformations of ∆H given in
Theorem 1.7 is different from the one given in a more general setting in [3].

Using Propositions 1.3 and 1.4 we sum up by proving the following result,
whose statement is implicit in the work of Wilker [20] (see also [14]).

Proposition 1.8. The Poincaré distance of ∆H is invariant under the action of
the group of all Möbius transformations M and of the map q , q̄.

It is now possible to mimic the definition of the classical, complex Poincaré
differential metric of D ⊂ C to set the length of the vector τ ∈ H for the Poincaré
metric at q ∈ ∆H to be the number:

(1.7) 〈τ〉q = |τ|
1− |q|2 .
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Formula (1.7) leads now to the definition of the (square of the) Poincaré length
element at q ∈ ∆H:

ds2 = |dIq|2
(1− |q|2)2

where q = x + yI and dIq = dx + I dy (for I ∈ S). The quaternionic Poincaré
differential metric given above can also be obtained by specializing to the case
of quaternions the definition given in the more general setting of the study of
conformal geometry of Rn by Ahlfors, [3]. At the end of Section 5, the following
results are proved:

Theorem 1.9. All the elements of the group M of Möbius transformations of ∆H,
as well as the map q , q̄, leave the Poincaré differential metric invariant.

Proposition 1.10. The Poincaré distance δ∆ of the unit disc ∆H is the integrated
distance of the Poincaré differential metric of ∆H.

Section 6 is dedicated to transfer the Poincaré distance and differential metric
of ∆H to H+ via a Cayley-type transformation. The results obtained in H+ are
homologous to those which hold in ∆H. Nevertheless, in this setting, we are able
to give an original, nice description of the group of all Möbius transformations
M(H+) of H+, in terms of a group of matrices SL(H+) which plays the role played
by the group SL(2,R) in the complex case.

Theorem 1.11. If K =
[

0 1
1 0

]
, then the set of matrices defined by

SL(H+) = {A ∈ GL(2,H) : tĀKA = K}
is a subgroup of SL(2,H) of real dimension 10. This subgroup can be equivalently
characterized as

SL(H+) =
{[a b
c d

]
: a,b, c, d ∈ H, Re(ac̄) = Re(bd̄ ) = 0, b̄c + d̄a = 1

}
and as

SL(H+) =
{[a b
c d

]
: a,b, c, d ∈ H, Re(cd̄ ) = Re(ab̄) = 0, ad̄+ bc̄ = 1

}
.

Moreover, the map

(1.8)
Ψ : SL(H+)→M(H+)

A =
[a b
c d

]
, LA(q) = (aq + b) · (cq + d)−1

is a group homomorphism whose kernel is the center of SL(H+), that is the subgroup±
1 0

0 1

 .
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The last result of this paper states the following.

Theorem 1.12. The two subgroups SL(H+) and Sp(1,1) of SL(2,H) are iso-
morphic.

2. THE DETERMINANT OF 2× 2 MATRICES WITH
QUATERNIONIC ENTRIES

As it is well known, the determinant of a matrix with quaternionic entries cannot
be defined as in the case of matrices with real or complex entries. Nevertheless, the
study of the quaternionic analogue of the fractional, linear and Möbius, complex
transformations leads us to an interesting generalization of the notion of deter-
minant, in the case of 2 × 2 quaternionic matrices. The notion of quaternionic
determinant appears in the literature in a much more general setting and exploits
at that level the tool of quasideterminants, [9, 16]. Here we will present the main
features of the determinant of 2× 2 quaternionic matrices—giving simple, direct
proofs of our assertions—for the sake of completeness (see also [4, 8]).

We will denote byM(2,H) the H-vector space (right or left, depending on the
setting) of 2× 2 matrices with quaternionic entries. A matrix

[
a b
c d

]
∈ M(2,H) is

said to be right-invertible if and only if there exists
[
x y
t z

]
∈ M(2,H) such that

(2.1)

[
a b
c d

][
x y
t z

]
=
[

1 0
0 1

]
,

i.e., if and only if the following system of linear equations

(2.2)


ax + bt = 1
cx + dt = 0
ay + bz = 0
cy + dz = 1

has a (unique) solution (x,y, t, z) ∈ H4. We can now present the following
proposition, already established in [20]. We give a detailed proof here.

Proposition 2.1. The following three statements are equivalent:

(1) the matrix A =
[
a b
c d

]
∈ M(2,H) is right-invertible;

(2) b(c − db−1a) , 0 or a(d− ca−1b) , 0;

(3) c(b − ac−1d) , 0 or d(a− bd−1c) , 0.

Proof. We will begin by proving that (1) implies (2). The first equation of
(2.2) implies that a , 0 or b , 0. If a , 0 then, using the third equation in
(2.2), we obtain y = −a−1bz and substituting in the fourth equation of the same
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system we get (d − ca−1b)z = 1. Therefore we obtain (d − ca−1b) , 0 and
a(d− ca−1b) , 0. At this point an easy computation shows that in this case

(2.3)

x y

t z

 =
a−1 + a−1b(d− ca−1b)−1ca−1 −a−1b(d− ca−1b)−1

−(d− ca−1b)−1ca−1 (d− ca−1b)−1

.
If we are in the case b , 0 then, using as above system (2.2), we obtain z =
−b−1ay and (c − db−1a)y = 1, yielding (c − db−1a) , 0 and hence b(c −
db−1a) , 0. As before, an easy computation shows now that

(2.4)

x y

t z

 =
 −(c − db−1a)−1db−1 (c − db−1a)−1

b−1 + b−1a(c − db−1a)−1db−1 −b−1a(c − db−1a)−1

.
To prove that (2) implies (1), it is enough to notice that when (2) is assumed true,
matrix (2.3) or (2.4) is well defined and that it is (by construction) the inverse of
A. The proof of the equivalence of (1) and (3) is completely analogous to the one
given above. ❐

Remark 2.2. As one may expect, when ab , 0, then the two forms (2.3) and
(2.4) of the inverse of A do coincide. If abcd ≠ 0, then the inverse matrix of A
assumes an even nicer form,x y

t z

 =
(a− bd−1c)−1 (c − db−1a)−1

(b − ac−1d)−1 (d− ca−1b)−1


which allows a Cramer-type rule to solve 2 × 2 linear systems with quaternionic
coefficients (see also [16]).

Proposition 2.3. All the right-invertible elements ofM(2,H) are also left-invertible.
The set GL(2,H) of all invertible elements of M(2,H) is a group.

Proof. Since the matrix multiplication inM(2,H) is associative and has a neu-
tral element, the assertion follows from general results of group theory (see, e.g.
[12]). ❐

Let us now compute

|a(d− ca−1b)|2 = a(d− ca−1b)(d̄− b̄ā−1c̄)ā

= a(|d|2 − db̄ā−1c̄ − ca−1bd̄+ |c|2 |a|−2 |b|2)ā
= |a|2 |d|2 − a(2 Re(db̄ā−1c̄))ā+ |c|2 |b|2

= |a|2 |d|2 − |a|2(2 Re(db̄ā−1c̄))+ |c|2 |b|2

= |a|2 |d|2 + |c|2 |b|2 − 2 Re(db̄ac̄).
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Similarly we obtain

|b(c − db−1a)|2 = |a|2 |d|2 + |c|2 |b|2 − 2 Re(cābd̄ ).

We analogously get

|c(b − ac−1d)|2 = |d(a− bd−1c)|2(2.5)

= |a|2 |d|2 + |c|2 |b|2 − 2 Re(ac̄db̄).

Since Re(uv) = Re(ūv̄) for anyu, v ∈ H, we also have Re(cābd̄ ) = Re(ac̄db̄),
and therefore we obtain the result below.

Lemma 2.4. The following equalities hold

|a(d− ca−1b)|2 = |b(c − db−1a)|2 = |c(b − ac−1d)|2

= |d(a− bd−1c)|2 = |a|2 |d|2 + |c|2 |b|2 − 2 Re(cābd̄ ).

Remark 2.5. For all A =
[
a b
c d

]
∈ M(2,H), it turns out that

|a|2 |d|2 + |c|2 |b|2 − 2 Re(cābd̄ )(2.6)

≥ |a|2 |d|2 + |c|2 |b|2 − 2|a| |d| |b| |c|
= (|a| |d| − |b| |c|)2 ≥ 0.

Proposition 2.1, Lemma 2.4 and Remark 2.5 naturally lead to the following
definition, which can also be found in [9, 16].

Definition 2.6. If A =
[
a b
c d

]
∈ M(2,H), then the (Dieudonné) determinant

of A is defined to be the non negative real number

detH(A) =
√
|a|2 |d|2 + |c|2 |b|2 − 2 Re(cābd̄ ).(2.7)

Remark 2.7. It is worthwhile noticing that when A =
[
a b
c d

]
has complex

(or real) entries, then detH(A) = |ad − bc| = |det(A)|, i.e., the new notion of
determinant coincides with the modulus of the classical determinant.

The interest of the preceding definition is made clear by the following result.

Proposition 2.8. A matrix A ∈ M(2,H) is invertible if, and only if, detH(A) ,
0.

Proof. The proof is a direct consequence of Proposition 2.1 and Lemma
2.4. ❐
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We end this section by proving that the analogue of the Binet-Cauchy formula
holds for detH. This fact is established in a more general setting in [9, 16], where
the proof is based on the properties of quasideterminants and does not contain all
the details. It is also implicitly stated in [20]. In any case we give here a simple
proof.

Lemma 2.9. For any λ, µ ∈ H and any matrix X =
[
x y
z t

]
∈ M(2,H) we

have:

(i) detH
[
x yλ
z tλ

]
= detH

[
xλ y
zλ t

]
= |λ|detH

[
x y
z t

]
;

(ii) detH
[
µx µy
z t

]
= detH

[
x y
µz µt

]
= |µ|detH

[
x y
z t

]
;

(iii) If the matrix Y is obtained from the matrix X by:

(iii.a) substituting to a row the sum of the two rows, or

(iii.b) substituting to a column the sum of the two columns,

then detH(X) = detH(Y).

Proof. A direct substitution and computation show the assertions. ❐

Proposition 2.10 (Binet property). For all A, B ∈ M(2,H) we have that

detH(AB) = detH(A)detH(B).

Proof. We can suppose that the matrices A, B are invertible (otherwise the
proof is immediate). If A =

[
a b
c d

]
and B =

[
e f
g h

]
, then AB =

[
ae+bg bh+af
ce+dg dh+cf

]
.

We will operate now on the matrix AB step by step, and use Lemma 2.9 at
each step, to compute its determinant. If h ≠ 0 then, by Lemma 2.9 (i), (iii), we
have:

detH(AB) = detH

[
ae+ bg bh+ af
ce+ dg dh+ cf

]

= detH

ae+ bg − (bh+ af)h−1g bh+ af

ce+ dg − (dh+ cf)h−1g dh+ cf

.
Nowae+ bg − (bh+ af)h−1g bh+ af

ce+ dg − (dh+ cf)h−1g dh+ cf

 =
a(e − fh−1g) bh+ af

c(e− fh−1g) dh+ cf
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and again by Lemma 2.9 (i), (iii) (since B is invertible, see Proposition 2.1),

detH

a(e− fh−1g) bh+ af

c(e− fh−1g) dh+ cf



= detH

a(e − fh−1g) bh+ af − a(e− fh−1g)(e − fh−1g)−1f

c(e− fh−1g) dh+ cf − c(e− fh−1g)(e − fh−1g)−1f

.
We have a(e− fh−1g) bh+ af − a(e − fh−1g)(e − fh−1g)−1f

c(e− fh−1g) dh+ cf − c(e− fh−1g)(e − fh−1g)−1f



=
a(e− fh−1g) bh

c(e− fh−1g) dh


and, by the same argument,

detH

a(e− fh−1g) bh

c(e− fh−1g) dh

 = detH

a b

c d

|c(e−fh−1g)h| = detH(A)detH(B).

In the remaining case in which h = 0, the coefficient f does not vanish and the
matrix AB becomes ae+ bg af

ce+ dg cf

.
Again, by Lemma 2.9 (i), (iii), we conclude

detH(AB) = detH

ae+ bg af

ce+ dg cf

 = detH

af(f−1e)+ bg af

cf(f−1e)+ dg cf



= detH

bg af

dg cf

 = |g| |f |detH(A) = detH(A)detH(B). ❐

3. FRACTIONAL LINEAR TRANSFORMATIONS AND THEIR PROPERTIES

For any matrix A =
[
a b
c d

]
∈ M(2,H), with c , 0 or d , 0, the map

LA(q) = (aq + b) · (cq + d)−1
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is called a (quaternionic) fractional linear map. To identify constant maps, we will
give the following characterization:

Proposition 3.1. The fractional linear map LA(q) = (aq+ b) · (cq+d)−1 is
constant if, and only if, detH(A) = 0.

Proof. If the fractional linear transformation LA is constant, i.e., if LA(q) = k,
for all q ∈ H, then

(aq + b) · (cq + d)−1 = k,
aq + b = kcq + kd,
(a− kc)q = kd− b,

for all q ∈ H. Thus

(3.1)


a− kc = 0,

kd− b = 0,

yielding

A =
[
kc kd
c d

]

and detH(A) = 0.
Conversely, if det2

H(A) = |a|2 |d|2+|c|2|b|2−2 Re(cābd̄ ) = 0 and abcd =
0, then cb = 0 or ad = 0. If cb = 0, then det2

H(A) = |a|2 |d|2 = 0 and so
ad = 0. Similarly if ad = 0, then det2

H(A) = |c|2 |b|2 = 0 and so cb = 0. Thus
ad = 0 and cb = 0. If c = 0 then, by definition, d , 0 and hence a = 0, yielding
LA(q) = bd−1 for all q ∈ H. On the other hand, if b = 0 then, either a = 0 and
LA ≡ 0, or d = 0 implying LA(q) = ac−1 for all q ∈ H. To conclude the proof,
we notice that when abcd , 0, then by Proposition 2.4 we obtain for example
c = db−1a, which leads to

LA(q) = (aq + b)(db−1aq + d)−1

= (aq + b)[db−1(aq + bd−1d)]−1

= (aq + b)(aq + b)−1bd−1 = bd−1

for all q ∈ H. ❐

In analogy with the case of the complex plane C, we give the following definition.

Definition 3.2. For any matrix A =
[
a b
c d

]
∈ M(2,H), the map

LA(q) = (aq + b) · (cq + d)−1
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is called a (quaternionic) fractional linear transformation if detH(A) , 0 i.e., if
A ∈ GL(2,H).

In order to give a coherent, self-contained treatment of the subject, we give
here an intrinsic, direct proof of the following result, already established in [20].

Theorem 3.3. The set G of all quaternionic fractional linear transformations is
a group with respect to composition. The map

(3.2) Φ : A =
[
a b
c d

]
, LA(q) = (aq + b) · (cq + d)−1

is a group homomorphism of GL(2,H) onto G whose kernel is the center of GL(2,H),
that is the subgroup {[

t 0
0 t

]
: t ∈ R \ {0}

}
.

Proof. It is a straightforward computation to prove that, if L1, L2 ∈ G are such
that Φ(A1) = L1 and Φ(A2) = L2 for some A1, A2 ∈ GL(2,H), then Φ(A1·A2) =
L1 ◦ L2. Moreover, Φ(I2) = Id is the identity map. As a consequence, Φ is a
surjective homomorphism, and hence G is a group.

Now LA(q) = (aq + b) · (cq + d)−1 = q for all q ∈ H, if, and only if,
qcq + qd− aq − b = 0 for all q ∈ H and hence c = 0 = b and a = d ∈ R. The
last assertion follows immediately. ❐

If we set SL(2,H) = {A ∈ GL(2,H) : detH(A) = 1} then, as an application of
the Binet formula (see Proposition 2.10), we obtain that SL(2,H) is a subgroup
of GL(2,H) and that the following corollary holds.

Corollary 3.4. The map

(3.3) Φ : A =
[
a b
c d

]
, LA(q) = (aq + b) · (cq + d)−1

is a group homomorphism of SL(2,H) onto G whose kernel is the center of SL(2,H),
that is the subgroup {

±
[

1 0
0 1

]}
.

Proof. The proof relies upon the fact that, for all t ∈ R \ {0} and all A ∈
GL(2,H), we have detH(tA) = t2 detH(A) > 0. ❐

4. THE QUATERNIONIC CROSS-RATIO

We will generalize the classical definition of complex cross-ratio to the non com-
mutative case of the Hamilton numbers, and study its peculiar properties.
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Proposition 4.1. Given three distinct α, β, γ ∈ H, the fractional linear trans-
formation defined by

(γ − β)(γ −α)−1(q −α)(q − β)−1

maps α to 0, β to ∞ and γ to 1. Moreover, all fractional linear transformations with
the same property are of the form:

k(γ − β)(γ −α)−1(q −α)(q − β)−1k−1

with k any element of H \ {0}.
Proof. Let us consider a generic element of G defined by

LA(q) = (aq + b)(cq + d)−1,

and require that

LA(α) = (aα+ b)(cα+ d)−1 = 0,

LA(β) = (aβ+ b)(cβ+ d)−1 = ∞,
LA(γ) = (aγ + b)(cγ + d)−1 = 1.

It follows that 
aα+ b = 0,

cβ+ d = 0,

(aγ + b) = (cγ + d),

b = −aα,
d = −cβ,
a(γ −α) = c(γ − β),


a = c(γ − β)(γ −α)−1,

b = −c(γ − β)(γ −α)−1α,

d = −cβ,

and therefore

LA(q) = [c(γ − β)(γ −α)−1q − c(γ − β)(γ −α)−1α](cq − cβ)−1

= c(γ − β)(γ −α)−1(q −α)(q − β)−1c−1. ❐
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Following the approach due to C. Cao and P.L. Waterman, [5], we will now
define the cross-ratio of 4-tuples of quaternions.

Definition 4.2. The quaternionic cross-ratio of four points q1, q2, q3, q4 in
H∪ {∞} is defined as:

CR(q1, q2, q3, q4) B (q1 − q3)(q1 − q4)−1(q2 − q4)(q2 − q3)−1.

To investigate the behaviour of the quaternionic cross-ratio under the action
of the group of fractional, linear transformations, we will make use of the following
decomposition lemma:

Lemma 4.3. The group G is generated by the following four types of fractional
linear transformations:

(i) L1(q) = q + b, b ∈ H;
(ii) L2(q) = aq, a ∈ H, |a| = 1;

(iii) L3(q) = rq, r ∈ R+ \ {0};
(iv) L4(q) = q−1.

Moreover, all the elements of G are conformal.

Proof. Consider the fractional linear transformation

LA(q) = (aq + b)(cq + d)−1.

If c = 0, then LA(q) = (aq+b)d−1 = [d(aq+b)−1]−1. If instead c , 0, simply
notice that

LA(q) = (aq + b)(cq + d)−1 = ac−1 + (b − ac−1d)(cq + d)−1

where (b − ac−1d) , 0 since detH(A) , 0 (see Proposition 2.4). This concludes
the proof of the first part of the statement. The proof of the conformality of all
the elements of G can be accomplished by observing that L1, L2, L3 are obviously
conformal, and by proving that L4 is conformal as well. In fact the conjugation
q , q̄ is conformal and the R-differential of the map L4(q) = q/|q|2 at the point
q = x0 +x1i+x2j +x3k ≡ (x0, x1, x2, x3) is represented (up to multiplying by
1/(x2

0 + x2
1 + x2

2 + x2
3)2) by the conformal matrix


−x2

0 + x2
1 + x2

2 + x2
3 −2x1x0 −2x2x0 −2x3x0

−2x0x1 x2
0 − x2

1 + x2
2 + x2

3 −2x2x1 −2x3x1

−2x0x2 −2x1x2 x2
0 + x2

1 − x2
2 + x2

3 −2x3x2

−2x0x3 −2x1x3 −2x2x3 x2
0 + x2

1 + x2
2 − x2

3



❐
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A set of generators analogous to the one given in the proposition above is
presented in [14], in the more general Clifford setting.

Proposition 4.4. With reference to Lemma 4.3, if L ∈ G is of type (i) or (iii),
then

CR(L(q1), L(q2), L(q3), L(q4)) = CR(q1, q2, q3, q4).

If instead L ∈ G is of type (iv), then

CR(L(q1), L(q2), L(q3), L(q4)) = q3CR(q1, q2, q3, q4)q−1
3 .

Finally, if L(q) = aq is of type (ii), then

CR(L(q1), L(q2), L(q3), L(q4)) = aCR(q1, q2, q3, q4)a−1

with a ∈ S3
H.

This last statement, whose proof in our setting is a straightforward compu-
tation, is established in the general Clifford environment and in a more compact
form, in [5]. Our statement has interesting consequences which will lead us to
find out peculiar geometric properties of the quaternionic fractional linear trans-
formations. Denote, as already established, by S the 2-sphere of pure imaginary
units {x1i+x2j+x3k ∈ H : x2

1+x2
2 +x2

3 = 1} of H and consider, for x, y ∈ R,
the 2-sphere x + yS with center x and radius |y|. Then we have the following
result.

Lemma 4.5. For any x and y ∈ R, the 2-sphere x + yS is such that
q(x +yS)q−1 = x +yS, for any q ∈ H \ {0}.

Proof. For any x+yI ∈ x+yS, we have q(x+yI)q−1 = qxq−1+qyIq−1 =
x + yqIq−1. Now |qIq−1| = 1 and Re(qIq−1) = Re(Iq−1q) = Re(I) = 0.
Therefore qIq−1 ∈ S, which concludes the proof. ❐

Proposition 4.4 and Lemma 4.5 directly imply that the orbits of the cross-ratio of
four quaternions (under the action of the group of fractional linear transforma-
tions) are 2-spheres of type x +yS, as established in the following corollary.

Corollary 4.6. Let CR(q1, q2, q3, q4) = x + yI ∈ x + yS be the cross-ratio
of the four quaternions q1, q2, q3, q4. Then{

CR(L(q1), L(q2), L(q3), L(q4)) : L ∈ G
}
= x +yS .

In particular, when the cross ratio of four quaternions is real, then it is invariant under
the action of all fractional, linear transformations.
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Let us set S3 = {q + rS3
H : q ∈ H, r ∈ R+ \ {0}} to be the family of all

3-(real)-dimensional spheres of H, and denote by P3 the family of all 3-(real)-
dimensional affine spaces of H. If F3 = S3 ∪P3, then we can state and prove the
following result, which closely resembles the classical statement that holds for all
fractional linear transformations of C. This result can also be viewed as a conse-
quence of Wilker’s identification of quaternionic linear fractional transformations
with the classical Möbius group of the extended four dimensional space (see [20]);
nevertheless, our approach is simpler and intrinsic to the quaternions.

Proposition 4.7. The group G of all fractional, linear transformations maps
elements of F3 onto elements of F3, i.e., it transforms the family of all 3-spheres and
3-dimensional, affine planes of H onto itself.

Proof. Indeed the family of sets F3 is the family of zero-sets of the quadratic
equations

(4.1) α(qq̄)+ βq + q̄β̄+ γ = 0

where α, γ ∈ R and β ∈ H. In fact, if we set q = x0 + x1i + x2j + x3k and
β = β0 + β1i+ β2j + β3k, equation (4.1) becomes

α(x2
0 + x2

1 + x2
2 + x2

3)+ 2 Re(βq)+ γ = 0,

i.e.,

α(x2
0 + x2

1 + x2
2 + x2

3)+ 2(β0x0 − β1x1 − β2x2 − β3x3)+ γ = 0.(4.2)

By varying α, γ in R and β in H, we obtain the entire family P3 as the family of
zero-sets of (4.2) when α = 0, and the entire family S3 when α ≠ 0. At this point,
it is enough to prove that the elements of G transform an equation of type (4.1) in
an equation of the same type. If L1(q) = q + b, with b ∈ H, then equation (4.1)
becomes

α((q + b)(q + b))+ β(q + b)+ (q + b)β̄+ γ = 0,(4.3a)

α(qq̄)+α(2 Re(qb̄))+ 2 Re(βq)+α|b|2 + 2 Re(βb)+ γ = 0,(4.3b)

α(qq̄)+α(2 Re(b̄q))+ 2 Re(βq)+α|b|2 + 2 Re(βb)+ γ = 0,(4.3c)

α(qq̄)+ 2 Re((αb̄ + β)q)+α|b|2 + 2 Re(βb)+ γ = 0,(4.3d)

α(qq̄)+ (αb̄ + β)q + q̄(αb̄ + β)+α|b|2 + 2 Re(βb)+ γ = 0,(4.3e)
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which is still an equation of the same type. If L2(q) = aq, with a ∈ S3
H, then

(4.1) becomes

α(aq)(aq)+ β(aq)+ (aq)β̄+ γ = 0,(4.4a)

α(qq̄)+ (βa)q + q̄(āβ̄)+ γ = 0,(4.4b)

α(qq̄)+ (βa)q + q̄(βa)+ γ = 0.(4.4c)

Under the action of L3(q) = rq, with r ∈ R+ \ {0}, equation (4.1) transforms
into

(4.5) r 2α(qq̄)+ (rβ)q + q̄(rβ)+ γ = 0

while, for L4(q) = q−1, it becomes

α+ βq̄ + qβ̄+ γ(qq̄) = 0,(4.6a)

|β|2α+ |β|2q̄β+ β̄q|β|2 + |β|2γ(qq̄) = 0,(4.6b)

γ(qq̄)+ β̄q + q̄β+α = 0.(4.6c)

What is established in Lemma 4.3 leads to the conclusion of the proof. ❐

The geometrical properties of the elements of the group G are quite interesting:
they are a generalization, and an extension to higher dimensions, of the geomet-
rical properties of the classical group of complex fractional linear transformations.
To give a clear idea of what we mean by this, we will denote byFi, for i = 1, 2, the
family consisting of all i-(real)-dimensional spheres and all i-(real)-dimensional
affine spaces of H and state the following result:

Corollary 4.8. The group G of all fractional, linear transformations maps el-
ements of F2 onto elements of F2 and elements of F1 onto elements of F1, i.e., it
transforms the family of all 2-spheres and 2-dimensional, affine planes of H onto itself
and the family of all circles and affine lines of H onto itself.

Proof. Since all the elements of F2 and F1 are obtained as finite intersections
of element of F3, the proof is a consequence of Proposition 4.7. ❐

The above corollary will play a key role while, in the sequel, we will define the
Poincaré distance on the open unit disc ∆H of H. To prepare the tools to be
able to give such a definition, we will study the characterizing properties of the
quaternionic cross-ratio. We point out that the first part of the following statement
is proven in [5] in the more general Clifford setting. We present here a direct proof
to maintain the paper self-contained.
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Theorem 4.9. Four pairwise distinct points q1, q2, q3, q4 ∈ H lie on the same
(one-dimensional ) circle if, and only if, their cross-ratio is real. The two pairs of
points q1, q2 and q3, q4 lying on the same circle separate each other if, and only if,
CR(q1, q2, q3, q4) < 0.

Proof. The three pairwise distinct points q2, q3, q4 determine a unique circle
(or line) C ⊂ H. In view of Proposition 4.1, take L ∈ G that maps q2, q3, q4
respectively to 1, 0, ∞ and let q0 = L(q1).

Then, by Corollary 4.8, L carries C onto the real axis R of H and, by Proposi-
tion 4.4, it is such that CR(L(q1), L(q2), L(q3), L(q4)) = CR(q0,1,0,∞) = q0
is conjugated to CR(q1, q2, q3, q4). We conclude that q0 ∈ R if, and only if,
q1 ∈ C. Equivalently CR(L(q1), L(q2), L(q3), L(q4)) = q0 ∈ R if, and only if,
CR(q1, q2, q3, q4) ∈ R if, and only if, q1, q2, q3, q4 ∈ C. This proves the first
part of our assertion.

To complete the proof notice that CR(q0,1,0,∞) = q0 < 0 if, and only if,
the two pairs of points q0, 1 and 0, ∞ separate each other on the real axis. Since
L maps the circular arc A from q3 to q4 through q2 onto the positive real half
axis, then (by the continuity of L) the pre-image q1 of q0 cannot belong to A.
Therefore q1, q2 and q3, q4 separate each other. ❐

When defining the Poincaré distance on the open, unit disc of H, we will be
interested in the case in which the two pairs of points q1, q2 and q3, q4 lie on
a same circle and do not separate each other. In this case, if we keep q2, q3, q4
fixed and move q1 from q3 to q4, by way of q2, then, within the environment
established in the proof of Theorem 4.9, the point q0 moves from 0 to ∞ by way
of 1. In view of

(4.7) CR(q1, q2, q3, q4) = CR(q0,1,0,∞) = q0

during this procedure the cross ratio CR(q1, q2, q3, q4) takes on all the positive
values; in particular the value 1 comes up when q1 = q2. Moreover, we have the
following result.

Proposition 4.10. Let q1, q2, q3, q4 ∈ H be pairwise distinct points, arranged
cyclically on a circle. Then CR(q1, q2, q3, q4) > 1. Moreover, q1 = q2 if, and only
if, CR(q1, q2, q3, q4) = 1.

Proof. If q1, q2, q3, q4 are arranged cyclically, so are q0, 1, 0, ∞. Therefore,
in view of (4.7), we have q0 = CR(q0,1,0,∞) > 1. ❐

5. MÖBIUS TRANSFORMATIONS AND THE POINCARÉ DISTANCE ON ∆H
We are now ready to construct a Poincaré-type distance, which we will simply call
Poincaré distance, on the open unit disc∆H ofH. We will do this by developing, in
the quaternionic case, a variation of an approach adopted by Ahlfors in a different
algebraic situation placed in the n-dimensional real vector space Rn, [3].



2748 CINZIA BISI & GRAZIANO GENTILI

We will start by defining the non-euclidean line through any two points q1,
q2 ∈ ∆H. We will use a “slicewise” approach.

Definition 5.1. If q1 ≠ q2 ∈ ∆H are R-linearly dependent, i.e., if they lie on
a same diameter of the disc ∆H ⊂ H � R4, then we define the non-Euclidean line
through q1 and q2 to be this diameter. When q1, q2 are R-linearly independent,
then they belong to a unique circle that intersects S3

H = ∂∆H orthogonally and
that will be defined to be the non-Euclidean line through q1 and q2.

To clarify the geometrical significance of the above definition, let us remark
that any circle C which intersects S3

H orthogonally belongs to the 2-dimensional,
real vector space Π(C) spanned by the two vectors obtained as S3

H ∩ C. Now,
when q1, q2 ∈ C are R-linearly independent, they span a 2-dimensional, real
vector space Π(q1, q2) ⊂ H, which obviously must coincide with Π(C). Therefore
C is the classical non-Euclidean line of the 2-(real)-dimensional, open, unit disc∆H ∩Π(q1, q2) passing through q1, q2.

Theorem 5.2. For any given q1, q2 ∈ ∆H, with q1 ≠ q2, the unique non-
Euclidean line ` containing q1 and q2 is the circle or the straight line determined by
the four points q1, q2, q1

−1, q2
−1.

Proof. Suppose q1, q2 are R-linearly independent. Since q1
−1 = q1|q1|−2 and

q2
−1 = q2|q2|−2, the four given points determine the 2-dimensional real subspaceΠ(q1, q2) spanned by q1, q2. An easy computation shows that

CR(q1, q2, q1
−1, q2

−1) = |q1|2 |q2|2 − q2q1 − q1q2 + 1 ∈ R.

Thus q1, q2, q1
−1, q2

−1 lie on a same circle ` ⊂ Π(q1, q2). To prove
that the circle ` is orthogonal to S3

H, notice that the points q1, q2, q1|q1|−2,
q2|q2|−2 ∈ Π(q1, q2) ≡ R2, when placed on the complex plane C via the iden-
tification R2 � C, can still be written as q1, q2, q1

−1, q2
−1. Therefore the proof

reduces to the classical proof for the complex plane (see, e.g., [17]). The remaining
case in which q1, q2 are R-linearly dependent is straightforward. ❐

We now turn our attention to investigate the structure of the group M of Möbius
transformations, i.e., of the subgroup M of G consisting of all fractional linear
transformations mapping the quaternionic, open, unit disc ∆H onto itself. First of
all we recall that, once named H =

[
1 0
0 −1

]
, the (classical) group of matrices (with

quaternionic entries) Sp(1,1) is defined as (see, e.g., [11])

(5.1) Sp(1,1) = {A ∈ M(2,H) : tĀHA = H}

and it can be written equivalently as (see, e.g., [6])

Sp(1,1) =
{[
a b
c d

]
: |a| = |d|, |b| = |c|, |a|2 − |c|2 = 1, āb = c̄d, ac̄ = bd̄

}
.
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In terms of Sp(1,1), we can rephrase and complete a result of [6] as follows:

Theorem 5.3. The quaternionic, fractional linear transformation defined by for-
mula g(q) = (aq + b)(cq + d)−1 is a Möbius transformation of ∆H if and only if[
a b
c d

]
∈ Sp(1,1). Moreover, the map

(5.2)

ϕ : Sp(1,1) →M

A =
[
a b
c d

]
, LA(q) = (aq + b) · (cq + d)−1

is a group homomorphism whose kernel is the center of Sp(1,1), that is the subgroup

{
±
[

1 0
0 1

]}
.

Notice, in particular, that for all A ∈ Sp(1,1), we have

(5.3) detH(A) =
√
|a|4 + |c|4 − 2|a|2 |c|2 = (|a|2 − |c|2) = 1

and hence Sp(1,1) ⊂ SL(2,H).
By means of the statement of Theorem 5.3 we are able to obtain, for the

quaternionic Möbius transformations, a characterization which closely resembles
the classical representation of the complex Möbius transformations. A similar
result is stated without proof in [13].

Theorem 5.4. Each quaternionic Möbius transformation

g(q) = (aq + b) · (cq + d)−1 ∈M

can be written uniquely as:

g(q) = α(q − q0)(1− q0q)−1β−1(5.4)

where q0 = −u tanh(t) = −a−1b ∈ ∆H and where α = a/|a| ∈ S3
H, β = d/|d| ∈

S3
H.

Proof. Since Theorem 5.3 implies that |a|2−|c|2 = 1 and that |d|2−|b|2 = 1,
we obtain

a = α cosh(t), b = γ sinh(t),

d = β cosh(t), c = δ sinh(t),
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with α, β, γ, δ ∈ S3
H. Moreover, āb = c̄d yields ᾱγ = δ̄β. We now recall that

ᾱ = α−1 because |α| = 1, and hence α−1γ = δ−1β. If u B α−1γ = δ−1β, then
α = γu−1, β = δu. Finally

G =
γu−1 cosh(t) γ sinh(t)

δ sinh(t) δu cosh(t)


and the fractional linear map associated to G becomes

g(q) = ((γu−1 cosh(t))q + γ sinh(t))(δ sinh(t))q + δu cosh(t))−1.

We extract γu−1 cosh(t) from the first factor and δu cosh(t) from the second
factor and we obtain

g(q) = (γu−1 cosh(t))(q +u tanh(t))(u−1 tanh(t)q + 1)−1(δu cosh(t))−1

= (γu−1)(q +u tanh(t))(u−1 tanh(t)q + 1)−1u−1δ−1

where γ, u, δ ∈ S3
H, and u tanh(t) = u−1 tanh(t). Therefore the Möbius trans-

formations of the unit disc are of the form

g(q) = α(q − q0)(1− q0q)−1β−1

where α, β ∈ S3
H and where q0 = −u tanh(t) = −a−1b ∈ ∆H. It is now an easy

exercise to verify that the maps of the form (5.4) transform the unit disc of H onto
itself. Indeed:

1−α(q − q0)(1− (q0)q)−1β−1β−1(1− q̄q0)−1(q̄ − q0)ᾱ

= 1− |(q − q0)|2 |(1− q0q)−1|2

= (|1− q0q|2 − |q − q0|2)|(1− q0q)−1|2

= (1− q̄q0 − q0q + |q0|2 |q|2 − |q|2 + qq0 + q0q̄ − |q0|2)|(1− q0q)−1|2

= (1− q0q0)(1− qq̄)|(1− q0q)−1|2

because 2 Re(q̄q0)− 2 Re(qq0) = 0.
An alternative proof can be obtained as follows.

If g(q) = (aq + b)(cq + d)−1 ∈ G belongs to the group of the Möbius
transformations M and fixes 0, then b = 0 and, by the given characterization of
Sp(1,1), c = 0 and |a| = |d| = 1. Therefore each Möbius transformation which
fixes 0 is of type g(q) = aqd−1. Now let g be a Möbius transformation such that
g(0) = −p0 = bd−1. If we compose g with h(q) = (q + p0)(1 + p0q)−1, then
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(h ◦ g) fixes 0, and hence (h ◦ g)(q) = aqd−1. Finally

g(q) = h−1(aqd−1) = (aqd−1 − p0)(1− p0aqd−1)−1

= a(q − āp0d)d̄d(1− d̄p0aq)−1d−1

= a(q − q0)(1− q0q)−1d−1

where q0 = āp0d = a(−bd−1)d = −a−1b. ❐

As we already mentioned, the Möbius transformations form a subgroup of the
group G of all fractional linear transformations of H. It is of interest to consider
two Möbius transformations in their form (5.4) and find the form (5.4) of their
composition. Indeed, given the two transformations

g1(q) = a(q − q0)(1− q0q)−1b−1,(5.5)

g2(q) = c(q − p0)(1− p0q)−1d−1(5.6)

(with |a| = |b| = |c| = |d| = 1 and |q0| < 1, |p0| < 1) it is easy to verify that
the composition g = g1 ◦ g2 is the transformation associated to the matrix a −aq0

−bq0 b

 c −cp0

−dp0 d

 =
 ac + aq0dp0 −(acp0 + aq0d)

−(bq0c + bdp0) bq0cp0 + bd

.
Since

|ac + aq0dp0| = |ac| |1+ c−1q0dp0|
= [1+ |p0|2 |q0|2 + 2 Re(p0d̄ q0c)]1/2,

|bq0cp0 + bd| = |bd| |1+ d−1q0cp0|
= [1+ |p0|2 |q0|2 + 2 Re(p0c̄q0d)]1/2,

and since

Re(p0d̄ q0c) = Re(cp0d̄ q0) = Re
(
(cp0) (d̄ q0)

) = Re(p0c̄q0d),

then
|ac + aq0dp0| = |bq0cp0 + bd|.

Moreover,

(ac + aq0dp0)(acp0 + aq0d) = (p0d̄ q0ā+ c̄ā)(acp0 + aq0d)

= p0 + p0|q0|2 + c̄q0d+ p0d̄ q0cp0

and
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(bq0cp0 + bd)(bq0c + bdp0) = (d̄b̄ + p0c̄q0b̄)(bq0c + bdp0)

= p0 + p0|q0|2 + d̄ q0c + p0c̄q0dp0.

In conclusion we can write

(5.7) g(q) = α(q −w0)(1−w0q)−1β−1

where

α = (ac + aq0dp0)
|ac + aq0dp0|

, β = bd+ bq0cp0

|bd+ bq0cp0|
,

w0 = (ac + aq0dp0)−1(acp0 + aq0d)

= p0 + p0|q0|2 + c̄q0d+ p0d̄ q0cp0

|ac + aq0dp0|2
.

Notice that the inverse of the Möbius transformation

g(q) = α(q − q0)(1− q0q)−1β−1

is given by g−1(q) = α−1(q +αq0β̄)(1+ βq0ᾱq)−1β.

Remark 5.5. The determinant detH(M) of the matrix M associated to the
Möbius transformation g(q) = α(q−q0)(1− q0q)−1β−1 is equal to (1− |q0|2),
in accordance with what happens in the complex case.

We are now ready to develop the announced geometric approach to the defi-
nition of the quaternionic Poincaré distance on ∆H. To this end, we consider the
non-euclidean line ` determined by q1, q2 ∈ ∆H as given in Definition 5.1 and
call ends of ` the two intersection points ` ∩ S3

H. We name q3 and q4 such ends,
so that q1, q2, q3, q4 are arranged cyclically on `. Then we define:

(5.8) δ∆(q1, q2) = 1
2

log(CR(q1, q2, q3, q4))

to be the Poincaré distance between q1 and q2.

Proposition 5.6. The map δ∆(q1, q2) = 1
2 log(CR(q1, q2, q3, q4)) defined in

(5.8) is a distance.

Before proving that δ∆ is actually a distance, we need to state properties of
invariance for it. The following geometrical feature of the elements of M is im-
portant in the sequel.

Lemma 5.7. The Möbius transformations map non-Euclidean lines of ∆H onto
non-Euclidean lines of ∆H.
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Proof. Thanks to Lemma 4.3, the Möbius transformations are conformal.
Since any Möbius transformation maps S3

H onto itself, the proof is concluded
in view of Corollary 4.8. ❐

We will now make some remarks on the geometrical properties of the Möbius
transformations. For a non real q0, let us consider

g(q) = (q − q0)(1− q0q)−1.

Remark 5.8. The map g transforms any 2-dimensional real plane containing
the line `q0 = {tq0 : t ∈ R} onto a 2-dimensional real plane containing the same
line `q0 . Any other 2-dimensional real vector subspace not containing the point
q0 is mapped onto a 2-dimensional sphere orthogonal to S3

H.

This last remark can be explained as follows: since g(q0) = 0 and g(0) =
−q0, by Corollary 4.8 and in view of the conformality of g (see Lemma 4.3), we
get that g(`q0) = `q0 . Therefore Corollary 4.8 leads to the proof of the first part
of the remark. If a 2-dimensional real plane π does not contain the line `q0 , then
0 ∉ g(π) and, again by conformality and by Corollary 4.8, we obtain that g(π)
is a 2-dimensional sphere orthogonal to S3

H.
Let us now consider the group M∗ of extended Möbius transformations defined

as the union of all the Möbius transformations g ∈M and all maps h obtained as
h(q) = g(q̄) for g ∈M (see [20]).

Proposition 5.9. The Poincaré distance of ∆H is invariant under the action of
the group of all extended Möbius transformations M∗.

Proof. Let us start the proof by recalling that the map q , q̄ is conformal and
transforms ∆H onto itself. Therefore, as all Möbius transformations, it maps non-
Euclidean lines onto non-Euclidean lines transforming ends in ends. To conclude
the proof, let us observe that the cross-ratio, when real, is invariant with respect to
the action of all elements of M (see Corollary 4.6) and with respect to q , q̄. ❐

Proof of Proposition 5.6. By Proposition 4.10, the cross ratio CR(q1, q2, q3, q4)
of the four points is a real positive number greater than 1 and therefore its real log-
arithm is well defined and positive. We want to prove now that δ∆ is symmetric.
Interchanging q1 and q2 requires interchanging q3 and q4 to maintain the cyclical
order. After simple computations, we find:

CR(q1, q2, q3, q4) = k1k2 ∈ R

where k1 = (q1 − q3)(q1 − q4)−1 ∈ H and k2 = (q2 − q4)(q2 − q3)−1 ∈ H.
Similarly:

CR(q2, q1, q4, q3) = k2k1 ∈ R.

Since k1k2 ∈ R it follows that k1k2 = k2k1. Hence

CR(q1, q2, q3, q4) = CR(q2, q1, q4, q3)
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and hence
δ∆(q1, q2) = δ∆(q2, q1),

i.e., δ∆ is symmetric. We also have that q1 = q2 if, and only if, δ∆(q1, q2) = 0
because CR(q1, q1, q3, q4) = 1 if, and only if, q1 = q2 (see Proposition 4.10).
The last thing to prove is the triangle inequality. To this purpose, for any q0, q1,
q2 ∈ ∆H we have to show that

(5.9) δ∆(q1, q2) ≤ δ∆(q1, q0)+ δ∆(q0, q2).

In view of Theorem 5.4, consider the following Möbius transformation of ∆H
onto itself,

(5.10) L(q) = λ1(q − a)(1− āq)−1λ2

where a = q1, λ1 = |q2 − q1|(q2 − q1)−1, λ2 = (1 − q1q2)|1 − q1q2|−1 and
t = |q2 − q1| |1 − q1q2| ∈ R. The transformation L maps q1 to 0 and q2 to
t ∈ R+. By Proposition 5.9, the map δ∆ is invariant under the action of L, and
hence (5.9) is equivalent to

(5.11) δ∆(0, t) ≤ δ∆(0, L(q0))+ δ∆(L(q0), t).

Let L(q0) = x + yI, for some x, y ∈ R, I ∈ S. Clearly L(q0), 0, t ∈ LI ∩∆H = ∆I . Since, by construction, δ∆ restricted to ∆I coincides with the Poincaré
distance of ∆I , we prove (5.11) and conclude the proof. ❐

At this point we are ready to exhibit a formula for the Poincaré distance of ∆H. In
fact, by the definition of δ∆ (see (5.8)) we have, for any t ∈ R+:

(5.12) δ∆(0, t) = 1
2

log(CR(0, t,1,−1)) = 1
2

log
1+ t
1− t .

Since the Poincaré distance is invariant by rotations we get

(5.13) δ∆(0, q) = δ∆(0, |q|) = 1
2

log
1+ |q|
1− |q| .

In general, if we consider the isometry q , (q−q1)(1− q1q)−1, for arbitrary q1,
q2 ∈ ∆H, we obtain that:

δ∆(q1, q2) = δ∆(0, |q2−q1| |1−q1q2|−1)(5.14)

= 1
2

log

(
1+ |q1−q2| |1−q1q2|−1

1− |q1−q2| |1− q1q2|−1

)
.

We will end this section by defining and studying the main properties of the
analogous of the Poincaré differential metric — which we will often simply call
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Poincaré metric — in the case of the unit disc ∆H of H. To this aim we mimic the
definition of the classical complex Poincaré differential metric of D ⊂ C to set the
length of the vector τ ∈ H for the Poincaré metric at q ∈ ∆H to be the number:

(5.15) 〈τ〉q =
|τ|

1− |q|2 .

Formula (5.15) leads now to the definition of the (square of the) Poincaré length
element at q ∈ ∆H:

ds2 = |dIq|2
(1− |q|2)2

where q = x +yI and dIq = dx + I dy (for I ∈ S).
The following result has its own independent interest, as we will see later.

Theorem 5.10. All the elements of the group M∗ of extended Möbius transfor-
mations of ∆H leave the Poincaré differential metric (5.15) invariant.

Proof. To begin with we recall that, by Theorem 5.4, all the elements of M
can be written uniquely as:

(5.16) h(q) = α(q − q0)(1− q0q)−1β−1

where q0 ∈ ∆H and where α, β ∈ S3
H. Since the (right and left) multiplication

by elements of S3
H obviously leaves the Poincaré differential metric invariant, we

are left to prove the invariance of the differential metric under the action of the
Möbius transformations of type

(5.17) g(q) = (q − q0)(1− q0q)−1.

By Lemma 4.3, the map g can be decomposed as follows

(5.18) g(q) = −q0
−1 + (−q0 + q0

−1)(1− q0q)−1.

Since (again by Lemma 4.3) all the elements of M are conformal, we will compute
the dilation coefficients of the differentials of the single components of g. The
dilation coefficient of the map q , (−q0 + q0

−1)q is

|(−q0 + q0
−1)| = 1− |q2

0|
|q0

.

What is written in the proof of Lemma 4.3 yields that the dilation coefficient of
(1 − q0q)−1 is |q0|/|1 − q0q|2. Therefore the total dilation coefficient of g is
(1 − |q0|2)/|1 − q0q|2. Since 1 − |g(q)|2 = (1− |q0|2)/|1 − q0q|2, we have
proved the assertion for all the Möbius transformations. To conclude the proof
it is enough to notice that the dilation coefficient of (the differential of ) the map
q , q̄ is equal to 1. ❐
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The map L defined in (5.10) sends two (arbitrary) points q1 and q2 of ∆H, to 0
and t ∈ R+ (respectively), which belong to each ∆I . Then, as in the case of the
complex disc, we find that the Poincaré distance δ∆ is such that

(5.19) δ∆(q1, q2) = δ∆(0, t) = inf
∫
`

ds = inf
∫
`

|dIq|
1− |q|2

where the infimum has been taken on all the arcs ` which are piece-wise differen-
tiable and which join 0 and t. Therefore we have the following result:

Proposition 5.11. The Poincaré distance δ∆ of the unit disc ∆H is the integrated
distance of the Poincaré differential metric of ∆H.

6. MÖBIUS TRANSFORMATIONS AND THE POINCARÉ DISTANCE ON H+

Similarly to what happens in the case of the complex plane, the quaternionic half-
space H+ = {q ∈ H : Re(q) > 0} is diffeomorphic to the open, unit disc ∆H via
the (biregular) Cayley transformation ψ(q) = (1 + q)(1 − q)−1 ∈ G, (see [10]).
We can state here the following result.

Lemma 6.1. The Cayley transformation ψ(q) = (1+ q)(1 − q)−1 maps non-
Euclidean lines of ∆H onto real, affine, half-lines or arcs of circles, which are orthogonal
to ∂H+.

Proof. By Corollary 4.8, the conformality of ψ (see Lemma 4.3), and the fact
that it transforms S3

H onto ∂H+, lead to the conclusion. ❐

It becomes now easy to define the Poincaré-type distance on H+. Given any two
points q1 ≠ q2 ∈ H+, we can in fact consider the unique, affine half-line or arc of
circle, `, of H+ which contains q1, q2 and intersects ∂H+ orthogonally. We call
such an ` the non-Euclidean line (of H+) containing q1 and q2.

We then define the two intersections q3, q4 of ` with ∂H+ to be the ends of `
(one of them might be∞) in such a way that q1, q2, q3, q4 are arranged cyclically
on `. Then we set

(6.1) ω(q1, q2) =
1
2

log(CR(q1, q2, q3, q4))

to be the Poincaré distance (of H+) between q1 and q2.

Theorem 6.2. The map w defined by (6.1) is a distance and the Cayley trans-
formation ψ : ∆H → H+ is an isometry with respect to the Poincaré distances of ∆H
and H+.

Proof. Corollary 4.6 implies that ψ leaves invariant the cross ratio of four
points belonging to a same non-Euclidean line of ∆H. The assertion follows. ❐

We end the paper with the description of all the isometries of the Poincaré distance
ω of H+.
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Proposition 6.3. The Poincaré distance of H+ is invariant under the action
of the group M∗(H+) B ψM∗ψ−1, where M∗ is the group of extended Möbius
transformations and ψ is the Cayley transformation.

Definition 6.4. The group of all linear fractional transformations of H+ will
be denoted by M(H+) and called the group of Möbius transformations of H+.

The study of an explicit description of the group M(H+) = ψMψ−1 of all
fractional linear transformations ofH+ has a natural independent interest. We will
perform it here, starting from the identification of its isotropy subgroup M(H+)∞
at the point ∞.

Proposition 6.5. If g ∈ M(H+)∞, then there exist b, d ∈ H with d ≠ 0 and
Re(bd−1) = 0, such that g is the fractional linear transformation associated to the
matrix

(6.2)

[
|d|−2d b

0 d

]

that is,

(6.3) g(q) = |d|−2dqd−1 + bd−1.

Proof. Let g(q) = (aq + b)(cq + d)−1. Condition g(∞) = ∞ implies that
c = 0. Since g ∈M(H+), if Re(q) = 0, then Re(g(q)) = 0. Therefore, if we set
q = yI, with y ∈ R and I ∈ S, we have Re(ayId−1) + Re(bd−1) = 0 for all
y ∈ R and all I ∈ S. This is equivalent to require Re(aId−1) = 0 for all I ∈ S
and Re(bd−1) = 0. Let us set a = a0 + a1L and d−1 = d0 + d1M, with a0, a1,
d0, d1 ∈ R and L, M ∈ S. The equality Re(aId−1) = 0 becomes

(6.4) Re(a0d0I + a0d1IM + a1d0LI + a1d1LIM) = 0.

Now, if I is orthogonal to both L and M, then (6.4) becomes (see [10] for nota-
tions)

(6.5) Re(a1d1LIM) = a1d1〈L× I,M〉 = 0.

If L and M are R-linearly dependent, equation (6.5) gives no conditions. If, oth-
erwise, L and M are R-linearly independent it implies a1d1 = 0 which directly
yields a, d ∈ R, and the assertion follows. We can therefore suppose from now on
that L and M are R-linearly dependent. If we choose I = L = M, equation (6.4)
reduces to

(6.6) a0d1 + a1d0 = 0.

Since a0d1 + a1d0 = Im(ad−1), this leads to ad−1 ∈ R, i.e., a = rd for some
r ∈ R. Taking into account that Re(q) > 0 implies Re(g(q)) > 0, the real
number r has to be strictly positive, and can be chosen to be equal to |d|−2

without loss of generality. The assertion is proved. ❐
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Remark 6.6. In the proof of the last theorem, the choice of r is such that the
Dieudonné determinant of the matrices of type (6.2) representing the elements of
M(H+)∞ is 1.

Let us consider the element fγ ∈M(H+) defined by

(6.7) fγ(q) = (q − γ)−1

and associated to the matrix

(6.8)

0 1

1 −γ


with Re(γ) = 0. We have that fγ(γ) = ∞.

Theorem 6.7. Let g ∈ M(H+) \M(H+)∞. Then there exist α, β, γ ∈ H
with α ≠ 0 and Re(γ) = 0 = Re(βα−1) such that g(q) = (|α|−2γαq + γβ +
α)(|α|−2αq + β)−1 is associated to the matrix

(6.9)

|α|−2γα γβ+α
|α|−2α β

.
Proof. Let g(q) = (aq+b)(cq+d)−1 be a fractional linear transformation of

H+ such that g(∞) = ac−1 = γ ∈ ∂H+ = {q ∈ H : Re(q) = 0}. Then (fγ ◦ g)
fixes∞ and by Proposition 6.5 there exist α, β ∈ H with Re(βα−1) = 0 such that:

(6.10)

0 1

1 −ac−1

 a b

c d

 =
|α|−2α β

0 α

.
Therefore:

(6.11)

a b

c d

 =
γ 1

1 0

|α|−2α β

0 α

 =
|α|−2γα γβ+α
|α|−2α β

. ❐

The above results give us an idea on how to describe the group of all Möbius
transformations of H+ in a more direct form. In fact we will prove now the
following result.

Theorem 6.8. If K =
[

0 1
1 0

]
, then the set of matrices defined by

SL(H+) = {A ∈ M(2,H) : tĀKA = K}
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is a subgroup of SL(2,H) of real dimension 10. Moreover, this subgroup can be
equivalently characterized as

SL(H+) =
{[
a b
c d

]
∈M(2,H) : Re(ac̄) = 0, Re(bd̄ ) = 0, b̄c + d̄a = 1

}

and as

SL(H+) =
{[
a b
c d

]
∈M(2,H) : Re(cd̄ ) = 0, Re(ab̄) = 0, ad̄+ bc̄ = 1

}
.

Proof. A direct computation, based on the definition of Dieudonné deter-
minant (2.6), shows that detH( tĀ) = detH(A). Now, for any A ∈ M(2,H),
the relation tĀKA = K implies, via the Binet property (Proposition 2.10) that
SL(H+) ⊂ SL(2,H). In what follows, we will use the fact that, by Proposition
2.3, the right inverse of any matrix A ∈ SL(2,H) is also the left inverse of A, and
will be denoted by A−1. A direct computation shows

(6.12) tAB = tB̄ tĀ

for all A, B ∈ SL(2,H). When B = A−1, equation (6.12) becomes

(6.13) I = t(A−1) tĀ

and hence we obtain that

(6.14) ( tĀ)−1 = t(A−1)

for all A ∈ SL(2,H). We will now prove that SL(H+) is a group. In fact, for all
A, B ∈ SL(H+), we have by (6.12)

(6.15) t(AB)K(AB) = tB̄( tĀKA)B = tB̄KB = K

and therefore AB ∈ SL(H+), which then turns out to be closed with respect to
matrix multiplication. Since, by definition, for all A ∈ SL(H+) we have

(6.16) tĀKA = K

then, by multiplying both members of equation (6.16) on the right by A−1, and
on the left by ( tĀ)−1, we obtain

( tĀ)−1[ tĀKA]A−1 = ( tĀ)−1KA−1,

[( tĀ)−1 tĀ]K[AA−1] = ( tĀ)−1KA−1,
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whence
K = ( tĀ)−1KA−1.

Now, by using (6.14), the last equation gives

K = t(A−1)KA−1,

i.e., A−1 ∈ SL(H+). Therefore we have proved that SL(H+) is a group.
Take now any

A =
[
a b

c d

]
∈ M(2,H).

Since

tĀKA =
2 Re(ac̄) c̄b + ād
b̄c + d̄a 2 Re(bd̄ )


we obtain that A ∈ SL(H+) if and only if Re(ac̄) = 0, Re(bd̄ ) = 0, b̄c+d̄a = 1.
As a consequence, if A =

[
a b
c d

]
∈ SL(H+), we have that

d̄ b̄

c̄ ā

a b

c d

 =
d̄a+ b̄c d̄b + b̄d
c̄a+ āc c̄b + ād

 =
1 0

0 1

.
Therefore, again by Proposition 2.3,

A−1 =
[
d̄ b̄
c̄ ā

]

and since we have proved that A−1 ∈ SL(H+), we obtain

tA−1KA−1 =
2 Re(cd̄ ) cb̄ + dā
ad̄+ bc̄ 2 Re(ab̄)

.
Summing up, we have obtained that Re(ac̄) = 0, Re(bd̄ ) = 0, b̄c + d̄a = 1 if
and only if A ∈ SL(H+), if and only if A−1 ∈ SL(H+), if and only if Re(cd̄ ) = 0,
Re(ab̄) = 0, ad̄ + bc̄ = 1. Finally, a direct computation shows that the real
dimension of SL(H+) is 10. ❐

The following group isomorphism assumes an interesting geometrical meaning.
Let C = [ 1 1

−1 1
]

be the matrix associated to the Cayley transform (see Lemma 6.1),
and define Φ : SL(H+) → Sp(1,1) as the conjugation map Φ(A) = C−1AC. We
have the following result.
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Theorem 6.9. The group SL(H+) is isomorphic to Sp(1,1) via the applicationΦ : A, C−1AC.

Proof. Recall that H =
[

1 0
0 −1

]
and K =

[
0 1
1 0

]
. It is easy to verify that

C−1 = 1
2
t
C, tC−1HC−1 = − 1

2K, and tCKC = −2H. As a consequence, by
applying Theorem 6.8, we obtain

t[Φ(A)]H[Φ(A)] = t(C−1AC)HC−1AC = tC tĀ( tC−1HC−1)AC

= −1
2
tC tĀKAC = −1

2
tCKC = 2

1
2
H = H

for allA ∈ SL(H+). This last equality proves the inclusionΦ(SL(H+)) ⊆ Sp(1,1).
Moreover,

t[Φ−1(M)]K[Φ−1(M)] = t(CMC−1)K(CMC−1)

= tC−1 tM̄( tCKC)MC−1

= −2 tC−1( tM̄HM)C−1

= −2( tC−1HC−1) = 2
1
2
K = K

for all M ∈ Sp(1,1), which implies Sp(1,1) ⊆ Φ(SL(H+)) and ends the proof,
since Φ is obviously an injective homomorphism. ❐

We will conclude the paper with the following result, which urges a comparison
with the complex case.

Theorem 6.10. The map

(6.17)

Ψ : SL(H+) →M(H+)

A =
[
a b
c d

]
, LA(q) = (aq + b) · (cq + d)−1

is a group homomorphism whose kernel is the center of SL(H+), that is the subgroup{
±
[

1 0
0 1

]}
.

Proof. Since the subsets of matrices A, N ⊂ GL(2,H) defined by

N =
{[
|α|−2γα γβ+α
|α|−2α β

]
: α,β, γ ∈ H, Re(γ) = 0, Re(βᾱ) = 0

}
,

A =
{[
|d|−2d b

0 d

]
: b,d ∈ H, Re(bd̄ ) = 0

}
,
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are contained in SL(H+) then, by Proposition 6.2 and Theorem 6.7, we have
that M(H+) ⊆ Ψ(SL(H+)). Now, if A =

[
a b
c d

]
∈ SL(H+), then d̄a + b̄c = 1,

Re(ac̄) = 0 and Re(bd̄ ) = 0. If q ∈ H \R, we have

Re((aq + b)(cq + d)−1) = Re((aq + b)(cq + d)) = Re((aq + b)(q̄c̄ + d̄ ))
= Re(a|q|2c̄ + aqd̄+ bq̄c̄ + bd̄ ) = Re(aqd̄+ bq̄c̄)
= Re(qd̄a− qc̄b) = Re(q(d̄a− c̄b))
= Re(q(1− (b̄c + c̄b)) = 0.

The last equalities lead to Ψ(A)(∂H+) = ∂H+. Since Re(Ψ(A)(1)) = 1, we haveΨ(SL(H+)) ⊆ M(H+). The same argument used in Theorem 3.3 leads to the
identification of the kernel of Ψ and allows at this point the conclusion of the
proof. ❐

The new description of the group of quaternionic, Möbius transformationsM(H+)
of H+ in terms of the group of matrices SL(H+) is interesting and promises de-
velopments in several directions. We plan to investigate, for example, the analog
of the Fuchsian subgroups and their possible role in the construction of Riemann-
type H-surfaces.

The Cayley transformation ψ : ∆H → H+, defined by

ψ(q) = (1+ q)(1− q)−1,

has real coefficients, and therefore it maps every LI = R+ IR � C (I ∈ S) onto it-
self. The argument used in the complex case leads to the definition of the Poincaré
differential metric on H+: for any q ∈ H+ and any τ ∈ H the length of the vector
τ for the Poincaré metric at q is expressed by

(6.18) 〈τ〉q = |τ|
2|Re(q)| .

Formula (6.18) leads as before to the definition of the (square of the) Poincaré
length element in H+:

ds2
H+ =

|dIq|2
4|Re(q)|2 .

We end the paper by stating the following result, whose proof is straightfor-
ward:

Theorem 6.11. The Poincaré differential metric (6.18) is invariant under the
action of the group M∗(H+) of all extended Möbius transformations of H+. Moreover,
the Poincaré distance ω of H+ defined by

ω(q1, q2) =
1
2

log(CR(q1, q2, q3, q4))

is the integrated distance of the Poincaré differential metric.
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