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Continuous and Transparent User ldentity
Verification for Secure Internet Services

Andrea Ceccarelli, Leonardo Montecchi, Francesco Brancati, Paolo Lollini, Angelo Marguglio,
Andrea Bondavalli, Member, IEEE

Abstract— Session management in distributed Internet services is traditionally based on username and password, explicit
logouts and mechanisms of user session expiration using classic timeouts. Emerging biometric solutions allow substituting
username and password with biometric data during session establishment, but in such an approach still a single verification is
deemed sufficient, and the identity of a user is considered immutable during the entire session. Additionally, the length of the
session timeout may impact on the usability of the service and consequent client satisfaction. This paper explores promising
alternatives offered by applying biometrics in the management of sessions. A secure protocol is defined for perpetual
authentication through continuous user verification. The protocol determines adaptive timeouts based on the quality, frequency
and type of biometric data transparently acquired from the user. The functional behavior of the protocol is illustrated through
Matlab simulations, while model-based quantitative analysis is carried out to assess the ability of the protocol to contrast
security attacks exercised by different kinds of attackers. Finally, the current prototype for PCs and Android smartphones is

discussed.

Index Terms—Security, Web Servers, Mobile Environments, Authentication

1 INTRODUCTION

ECURE user authentication is fundamental in most of

modern ICT systems. User authentication systems are

traditionally based on pairs of username and pass-
word and verify the identity of the user only at login
phase. No checks are performed during working sessions,
which are terminated by an explicit logout or expire after
an idle activity period of the user.

Security of web-based applications is a serious con-
cern, due to the recent increase in the frequency and
complexity of cyber-attacks; biometric techniques [10] of-
fer emerging solution for secure and trusted authentica-
tion, where username and password are replaced by bio-
metric data. However, parallel to the spreading usage of
biometric systems, the incentive in their misuse is also
growing, especially considering their possible application
in the financial and banking sectors [20], [11].

Such observations lead to arguing that a single authen-
tication point and a single biometric data cannot guaran-
tee a sufficient degree of security [5], [7]. In fact, similarly
to traditional authentication processes which rely on
username and password, biometric user authentication is
typically formulated as a “single shot” [8], providing user
verification only during login phase when one or more
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biometric traits may be required. Once the user’s identity
has been verified, the system resources are available for a
fixed period of time or until explicit logout from the user.
This approach assumes that a single verification (at the
beginning of the session) is sufficient, and that the identi-
ty of the user is constant during the whole session. For
instance, we consider this simple scenario: a user has al-
ready logged into a security-critical service, and then the
user leaves the PC unattended in the work area for a
while. This problem is even trickier in the context of mo-
bile devices, often used in public and crowded environ-
ments, where the device itself can be lost or forcibly sto-
len while the user session is active, allowing impostors to
impersonate the user and access strictly personal data. In
these scenarios, the services where the users are authenti-
cated can be misused easily [8], [5]. A basic solution is to
use very short session timeouts and periodically request
the user to input his/her credentials over and over, but
this is not a definitive solution and heavily penalizes the
service usability and ultimately the satisfaction of users.
To timely detect misuses of computer resources and
prevent that an unauthorized user maliciously replaces an
authorized one, solutions based on multi-modal biometric
continuous authentication [5] are proposed, turning user
verification into a continuous process rather than a one-
time occurrence [8]. To avoid that a single biometric trait
is forged, biometrics authentication can rely on multiple
biometrics traits. Finally, the use of biometric authentica-
tion allows credentials to be acquired transparently, i.e.
without explicitly notifying the user or requiring his/her
interaction, which is essential to guarantee better service
usability. We present some examples of transparent ac-
quisition of biometric data. Face can be acquired while
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the user is located in front of the camera, but not purpose-
ly for the acquisition of the biometric data; e.g., the user
may be reading a textual SMS or watching a movie on the
mobile phone. Voice can be acquired when the user
speaks on the phone, or with other people nearby if the
microphone always captures background. Keystroke data
can be acquired whenever the user types on the keyboard,
for example when writing an SMS, chatting, or browsing
on the Internet. This approach differentiates from tradi-
tional authentication processes, where user-
name/password are requested only once at login time or
explicitly required at confirmation steps; such traditional
authentication approaches impair usability for enhanced
security, and offer no solutions against forgery or stealing
of passwords.

This paper presents a new approach for user verifica-
tion and session management that is applied in the
CASHMA (Context Aware Security by Hierarchic-
al Multilevel Architectures [1]) system for secure biome-
tric authentication on the Internet. CASHMA is able to
operate securely with any kind of web service, including
services with high security demands as online banking
services, and it is intended to be used from different client
devices e.g., smartphones, Desktop PCs or even biometric
kiosks placed at the entrance of secure areas. Depending
on the preferences and requirements of the owner of the
web service, the CASHMA authentication service can
complement a traditional authentication service, or can
replace it.

The approach we introduced in CASHMA for usable
and highly secure user sessions is a continuous sequential
(a single biometric modality at once is presented to the
system [22]) multi-modal biometric authentication proto-
col, which adaptively computes and refreshes session
timeouts on the basis of the trust put in the client. Such
global trust is evaluated as a numeric value, computed by
continuously evaluating the trust both in the user and the
(biometric) subsystems used for acquiring biometric data.
In the CASHMA context, each subsystem comprises all
the hardware/software elements necessary to acquire and
verify the authenticity of one biometric trait, including
sensors, comparison algorithms and all the facilities for
data transmission and management. Trust in the user is
determined on the basis of frequency of updates of fresh
biometric samples, while trust in each subsystem is com-
puted on the basis of the quality and variety of sensors
used for the acquisition of biometric samples, and on the
risk of the subsystem to be intruded.

Exemplary runs carried out using Matlab are reported,
and a quantitative model-based security analysis of the
protocol is performed combining the SAN (Stochastic Ac-
tivity Networks [16]) and ADVISE (ADversary View Se-
curity Evaluation [12]) formalisms.

The driving principles behind our protocol were brief-
ly discussed in the short paper [18], together with minor
qualitative evaluations. This paper extends [18] both in
the design and the evaluation parts, by providing an in-
depth description of the protocol and presenting exten-
sive qualitative and quantitative analysis.

The rest of the paper is organized as follows. Section 2

introduces the preliminaries to our work. Section 3 illu-
strates the architecture of the CASHMA system, while
Sections 4 describes our continuous authentication proto-
col. Exemplary simulations of the protocol using Matlab
are shown in Section 5, while Section 6 presents a quan-
titative model-based analysis of the security properties of
the protocol. Section 7 present the running prototype,
while concluding remarks are in Section 8.

2 PRELIMINARIES

2.1 Continuous Authentication

A significant problem that continuous authentication
aims to tackle is the possibility that the user device
(smartphone, table, laptop, etc.) is used, stolen or forcibly
taken after the user has already logged into a security-
critical service, or that the communication channels or the
biometric sensors are hacked.

In [7] a multi-modal biometric verification system is
designed and developed to detect the physical presence
of the user logged in a computer. The proposed approach
assumes that first the user logs in using a strong authenti-
cation procedure, then a continuous verification process is
started based on multi-modal biometric. Verification fail-
ure together with a conservative estimate of the time re-
quired to subvert the computer can automatically lock it
up. Similarly, in [5] a multi-modal biometric verification
system is presented, which continuously verifies the pres-
ence of a user working with a computer. If the verification
fails, the system reacts by locking the computer and by
delaying or freezing the user’s processes.

The work in [8] proposes a multi-modal biometric con-
tinuous authentication solution for local access to high-
security systems as ATMs, where the raw data acquired
are weighted in the user verification process, based on i)
type of the biometric traits and ii) time, since different
sensors are able to provide raw data with different tim-
ings. Point ii) introduces the need of a temporal integra-
tion method which depends on the availability of past ob-
servations: based on the assumption that as time passes,
the confidence in the acquired (aging) values decreases.
the paper applies a degeneracy function that measures
the uncertainty of the score computed by the verification
function. In [22], despite the focus is not on continuous
authentication, an automatic tuning of decision parame-
ters (thresholds) for sequential multi-biometric score fu-
sion is presented: the principle to achive multimodality is
to consider monomodal biometric subsystems sequentially.

In [3] a wearable authentication device (a wristband) is
presented for a continuous user authentication and trans-
parent login procedure in applications where users are
nomadic. By wearing the authentication device, the user
can login transparently through a wireless channel, and
can transmit the authentication data to computers simply
approaching them.

2.2 Quantitative Security Evaluation

Security assessment relied for several years on qualitative
analyses only. Leaving aside experimental evaluation and
data analysis [26], [25], model-based quantitative security
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assessment is still far from being an established technique
despite being an active research area.

Specific formalisms for security evaluation have been
introduced in literature, enabling to some extent the
quantification of security. Attack trees are closely related
to fault trees: they consider a security breach as a system
failure, and describe sets of events that can lead to system
failure in a combinatorial way [14]; they however do not
consider the notion of time. Attack graphs [13] extend at-
tack trees by introducing the notion of state, thus allow-
ing more complex relations between attacks to be de-
scribed. Mission Oriented Risk and Design Analysis
(MORDA) assesses system risk by calculating attack
scores for a set of system attacks. The scores are based on
adversary attack preferences and the impact of the attack
on the system [23]. The recently introduced ADVISE (Ad-
versary Vlew Security Evaluation) formalism [12] extends
the attack graph concept with quantitative information
and supports the definition of different attackers profiles.

In CASHMA assessment, the choice of ADVISE was
mainly due to: i) its ability to model detailed adversary
profiles, ii) the possibility to combine it with other sto-
chastic formalisms as the Mobius multi-formalism [15],
and iii) the ability to define ad-hoc metrics for the system
we were targeting. This aspect is explored in Section 6.

2.3 Novelty of Our Approach

Our continuous authentication approach is grounded on
transparent acquisition of biometric data and on adaptive
timeout management on the basis of the trust posed in the
user and in the different subsystems used for authentica-
tion. The user session is open and secure despite possible
idle activity of the user, while potential misuses are de-
tected by continuously confirming the presence of the
proper user.

Our continuous authentication protocol significantly
differs from the work we surveyed in the biometric field
as it operates in a very different context. In fact, it is inte-
grated in a distributed architecture to realize a secure and
usable authentication service, and it supports security-
critical web services accessible over the Internet. We re-
mark that although some very recent initiatives for multi-
modal biometric authentication over the Internet exist
(e.g., the BiolD Baa$S - Biometric Authentication as a Ser-
vice is presented in 2011 as the first multi-biometric au-
thentication service based on the Single Sign-On [4]), to
the authors’ knowledge none of such approaches sup-
ports continuous authentication.

Another major difference with works [5] and [7] is that
our approach does not require that the reaction to a user
verification mismatch is executed by the user device (e.g.,
the logout procedure), but it is transparently handled by
the CASHMA authentication service and the web servic-
es, which apply their own reaction procedures.

The length of the session timeout in CASHMA is calcu-
lated according to the trust in the users and the biometric
subsystems, and tailored on the security requirements of
the service. This provides a trade-off between usability
and security. Although there are similarities with the
overall objectives of the decay function in [8] and the ap-

proach for sequential multi-modal system in [22], the ref-
erence systems are significantly different. Consequently,
different requirements in terms of data availability, fre-
quency, quality, and security threats lead to different solu-
tions.

2.3 Basic Definitions

In this section we introduce the basic definitions that are
adopted in this paper. Given n unimodal biometric sub-
systems Sk, with k=1, 2, ..., n that are able to decide inde-
pendently on the authenticity of a user, the False Non-
Match Rate, FNMR is the proportion of genuine compar-
isons that result in false non-matches. False non-match is
the decision of non-match when comparing biometric
samples that are from same biometric source (i.e., genuine
comparison) [10]. It is the probability that the unimodal
system St wrongly rejects a legitimate user. Conversely,
the False Match Rate, FMRy, is the probability that the un-
imodal subsystem St makes a false match error [10] i.e., it
wrongly decides that a non legitimate user is instead a
legitimate one (assuming a fault-free and attack-free op-
eration). Obviously, a false match error in a unimodal sys-
tem would lead to authenticate a non legitimate user. To
simplify the discussion but without loosing the general
applicability of the approach, hereafter we consider that
each sensor allows acquiring only one biometric trait; e.g.,
having n sensors means that at most n biometric traits are
used in our sequential multimodal biometric system.

The subsystem trust level m(Sk, t) is the probability that
the unimodal subsystem Sk at time ¢ does not authenticate
an impostor (a non-legitimate user) considering both the
quality of the sensor (i.e., FMRx) and the risk that the sub-
system is intruded.

The user trust level g(u, t) indicates the trust placed by
the CASHMA authentication service in the user u at time
t, i.e., the probability that the user u is a legitimate user
just considering his behavior in terms of device utilization
(e.g., time since last keystroke or other action) and the
time since last acquisition of biometric data.

The global trust level trust(u, t) describes the belief that
at time t the user u in the system is actually a legitimate
user, considering the combination of all subsystems trust
levels m(Sk-1...n, t) and of the user trust level g(u, t).

The trust threshold gmin is a lower threshold on the glob-
al trust level required by a specific web service; if the re-
sulting global trust level at time ¢ is smaller than gmi: (i.e.,
g(u,t) < gmin), the user u is not allowed to access to the ser-
vice. Otherwise if g(u,f) = gmin the user u is authenticated
and is granted access to the service.

3 THE CASHMA ARCHITECTURE

3.1 Overall View of the System

The overall system is composed of the CASHMA authen-
tication service, the clients and the web services (Fig. 1),
connected through communication channels. Each com-
munication channel in Fig. 1 implements specific security
measures which are not discussed here for brevity.

The CASHMA authentication service includes: i) an au-
thentication server, which interacts with the clients, ii) a set
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of high-performing computational servers that perform
comparisons of biometric data for verification of the
enrolled users, and iii) databases of templates that contain
the biometric templates of the enrolled users (these are
required for user authentication/verification). The web ser-
vices are the various services that use the CASHMA au-
thentication service and demand the authentication of
enrolled users to the CASHMA authentication server.
These services are potentially any kind of Internet service
or application with requirements on user authenticity.
They have to be registered to the CASHMA authentica-
tion service, expressing also their trust threshold. If the
web services adopt the continuous authentication proto-
col, during the registration process they shall agree with
the CASHMA registration office on values for parameters
h, k and s used in Section 4.2.

Finally, by clients we mean the users’ devices (laptop
and desktop PCs, smartphones, tablet, etc.) that acquire
the biometric data (the raw data) corresponding to the vari-
ous biometric traits from the users, and transmit those da-
ta to the CASHMA authentication server as part of the au-
thentication procedure towards the target web service. A
client contains i) sensors to acquire the raw data, and ii)
the CASHMA application which transmits the biometric
data to the authentication server. The CASHMA authenti-
cation server exploits such data to apply user authentica-
tion and successive verification procedures that compare
the raw data with the stored biometric templates.

Transmitting raw data has been a design decision ap-
plied to the CASHMA system, to reduce to a minimum
the dimension, intrusiveness and complexity of the appli-
cation installed on the client device, although we are
aware that the transmission of raw data may be restricted
for example due to National legislations.

CASHMA includes countermeasures to protect the
biometric data and to guarantee users’ privacy, including
policies and procedures for proper registration; protec-
tion of the acquired data during its transmission to the
authentication and computational servers and its storage;
robustness improvement of the algorithm for biometric
verification [24]. Privacy issues still exist due to the acqui-
sition of data from the surrounding environment as for
example voices of people nearby the CASHMA user, but
are considered out of scope for this paper.

The continuous authentication protocol explored in
this paper is independent from the selected architectural
choices and can work with no differences if templates and
feature sets are used instead of transmitting raw data, or
independently from the set of adopted countermeasures.

computational
server

web service

-
B
clients

g

— 3
templates
DB#1

authentication
server

CASHMA authentication service

Fig. 1. Overall view of the CASHMA architecture.

3.2 Sample Application Scenario

CASHMA can authenticate to web services, ranging from
services with strict security requirements as online bank-
ing services to services with reduced security require-
ments as forums or social networks. Additionally, it can
grant access to physical secure areas as a restricted zone
in an airport, or a military zone (in such cases the authen-
tication system can be supported by biometric kiosk
placed at the entrance of the secure area). We explain the
usage of the CASHMA authentication service by discuss-
ing the sample application scenario in Fig. 2 where a user
u wants to log into an Online Banking service using a
smartphone.

It is required that the user and the web service are
enrolled to the CASHMA authentication service. We as-
sume that the user is using a smartphone where a
CASHMA application is installed.

The smartphone contacts the Online Banking service,
which replies requesting the client to contact the CASH-
MA authentication server and get an authentication certif-
icate. Using the CASHMA application, the smartphone
sends its unique identifier and biometric data to the au-
thentication server for verification. The authentication
server verifies the user identity, and grants the access if: i)
it is enrolled in the CASHMA authentication service, ii) it
has rights to access the Online Banking service and, iii)
the acquired biometric data match those stored in the
templates database associated to the provided indentifier.
In case of successful user verification, the CASHMA au-
thentication server releases an authentication certificate to
the client, proving its identity to third parties, and in-
cludes a timeout that sets the maximum duration of the
user session. The client presents this certificate to the web
service, which verifies it and grants access to the client.

The CASHMA application operates to continuously
maintain the session open: it transparently acquires bio-
metric data from the user, and sends them to the CASH-
MA authentication server to get a new certificate. Such
certificate, which includes a new timeout, is forwarded to
the web service to further extend the user session.

3.3 The CASHMA certificate

In the following we present the information contained
in the body of the CASHMA certificate transmitted to the
client by the CASHMA authentication server, necessary to
understand details of the protocol.

Timestamp and sequence number univocally identify each
certificate, and protect from replay attacks.

ID is the user ID e.g., a number.

Decision represents the outcome of the verification pro-

Online Banking Online B.ankmg
App Service

42

([ CASHMA | CASHMA
Authentication
L App Service
—
Client

Fig. 2. Example scenario: accessing an online banking service
using a smartphone.
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cedure carried out on the server side. It includes the expi-
ration time of the session, dynamically assigned by the
CASHMA authentication server. In fact, the global trust
level and the session timeout are always computed consi-
dering the time instant in which the CASHMA applica-
tion acquires the biometric data, to avoid potential prob-
lems related to unknown delays in communication and
computation. Since such delays are not predicable, simply
delivering a relative timeout value to the client is not feas-
ible: the CASHMA server therefore provides the absolute
instant of time at which the session should expire.

4 THE CONTINUOUS AUTHENTICATION PROTOCOL

The continuous authentication protocol allows provid-
ing adaptive session timeouts to a web service to set up
and maintain a secure session with a client. The timeout is
adapted on the basis of the trust that the CASHMA au-
thentication system puts in the biometric subsystems and
in the user. Details on the mechanisms to compute the
adaptive session timeout are presented in Section 4.2.

4.1 Description of the Protocol

The proposed protocol requires a sequential multi-modal
biometric system composed of n unimodal biometric sub-
systems that are able to decide independently on the au-
thenticity of a user. For example, these subsystems can be
one subsystem for keystroke recognition and one for face
recognition.

The idea behind the execution of the protocol is that
the client continuously and transparently acquires and
transmits evidence of the user identity to maintain access
to a web service. The main task of the proposed protocol
is to create and then maintain the user session adjusting
the session timeout on the basis of the confidence that the
identity of the user in the system is genuine.

The execution of the protocol is composed of two con-
secutive phases: the initial phase and the maintenance
phase. The initial phase aims to authenticate the user into
the system and establish the session with the web service.
During the maintenance phase, the session timeout is adap-
tively updated when user identity verification is performed
using fresh raw data provided by the client to the
CASHMA authentication server. These two phases are de-
tailed hereafter with the help of Fig. 3 and Fig. 4.

Initial phase. This phase is structured as follows:
e The user (the client) contacts the web service for a
service request; the web service replies that a valid

‘ Client ‘ | CASHMA Authentication Server ‘ ‘ Web Service |
= 1 1

(step) send all biometrics traits

user identity verification

(step 2) send CASHMA certificate

($tep 3) send request and CASHMA cerfficpte

(step 4) access granted until "timedqut’

T T T

Fig. 3. Initial phase in case of successful user authentication.

CASHMA Authentication Senver : ‘ ‘ YWeh Service

L

(step B) send biometrics traits

uger identity verification

|

(step 7) send certificate to updats the session timeout

. | :

Fig. 4. Maintenance phase in case of successful user verification.

(step B) send afresh certificate

certificate from the CASHMA authentication service
is required for authentication.

e Using the CASHMA application, the client contacts
the CASHMA authentication server. The first step
consists in acquiring and sending at time to the data
for the different biometric traits, specifically selected
to perform a strong authentication procedure (step
1). The application explicitly indicates to the user the
biometric traits to be provided and possible retries.

e The CASHMA authentication server analyzes the
biometric data received and performs an authentica-
tion procedure. Two different possibilities arise here.
If the user identity is not verified (the global trust
level is below the trust threshold gmin), new or addi-
tional biometric data are requested (back to step 1)
until the minimum trust threshold gmin is reached. In-
stead if the user identity is successfully verified, the
CASHMA authentication server authenticates the
user, computes an initial timeout of length To for the
user session, set the expiration time at To + to, creates
the CASHMA certificate and sends it to the client
(step 2).

e The client forwards the CASHMA certificate to the
web service (step 3) coupling it with its request.

e The web service reads the certificate and authorizes
the client to use the requested service (step 4) until
time to + To.

For clarity, step 1 to step 4 are represented in Fig. 3 for
the case of successful user verification only.

Maintenance phase. It is composed of three steps re-
peated iteratively:

e  When at time ti the client application acquires fresh
(new) raw data (corresponding to one biometric
trait), it communicates them to the CASHMA au-
thentication server (step 5). The biometric data can
be acquired transparently to the user; the user may
however decide to provide biometric data which are
unlikely acquired in a transparent way (e.g., finger-
print). Finally when the session timeout is going to
expire, the client may explicitly notify to the user
that fresh biometric data are needed.

e The CASHMA authentication server receives the
biometric data from the client and verifies the identi-
ty of the user. If verification is not successful, the us-
er is marked as not legitimate, and consequently the
CASHMA authentication server does not operate to
refresh the session timeout. This does not imply that
the user is cut-off from the current session: if other
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biometric data are provided before the timeout ex-
pires, it is still possible to get a new certificate and
refresh the timeout. If verification is successful, the
CASHMA authentication server applies the algo-
rithm detailed in Section 4.2 to adaptively compute a
new timeout of length Tj, the expiration time of the
session at time Ti+ ti and then it creates and sends a
new certificate to the client (step 6).

e The client receives the certificate and forwards it to
the web service; the web service reads the certificate
and sets the session timeout to expire at time ti + Ti
(step 7).

The steps of the maintenance phase are represented in
Fig. 4 for the case of successful user verification (step 6b).

4.2 Trust Levels and Timeout Computation

The algorithm to evaluate the expiration time of the
session executes iteratively on the CASHMA authentica-
tion server. It computes a new timeout and consequently
the expiration time each time the CASHMA authentica-
tion server receives fresh biometric data from a user. Let
us assume that the initial phase occurs at time to when
biometric data is acquired and transmitted by the
CASHMA application of the user u, and that during the
maintenance phase at time t > fo for any i=1, ... m new
biometric data is acquired by the CASHMA application of
the user u (we assume these data are transmitted to the
CASHMA authentication server and lead to successful
verification i.e., we are in the conditions of Fig. 4). The
steps of the algorithm described hereafter are executed.

To ease the readability of the notation, in the following
the user u is often omitted; for example g(t:) = g(u, ti).

4.2.1 Computation of Trust in the Subsystems

The algorithm starts computing the trust in the subsys-
tems. Intuitively, the subsystem trust level could be simp-
ly set to the static value m(Sk, t)=1-FMR(Sx) for each un-
imodal subsystem St and any time f (we assume that in-
formation on the subsystems used, including their FMRs,
is contained in a repository accessible by the CASHMA
Authentication Server). Instead we apply a penalty func-
tion to calibrate the trust in the subsystems on the basis of
its usage. Basically, in our approach the more the subsys-
tem is used, the less it is trusted: to avoid that a malicious
user is required to manipulate only one biometric trait
(e.g., through sensor spoofing [10]) to keep authenticated
to the online service, we decrease the trust in those sub-
systems which are repeatedly used to acquire the biome-
tric data.

In the initial phase m(Sk, to) is set to 1-FMR(Sk) for each
subsystem St used. During the maintenance phase, a pe-
nalty function is associated to consecutive authentications
performed using the same subsystem as follows:

penalty (x, h) = ex"

where x is the number of consecutive authentication at-
tempts using the same subsystem and />0 is a parameter
used to tune the penalty function. This function increases
exponentially; this means that using the same subsystem

for several authentications heavily increases the penalty.

The computation of the penalty is the first step for the
computation of the subsystem trust level. If the same sub-
system is used in consecutive authentications, the subsys-
tem trust level is a multiplication of i) the subsystem trust
level m(Sk, ti1) computed in the previous execution of the
algorithm, and ii) the inverse of the penalty function (the
higher is the penalty, the lower is the subsystem trust lev-
el):

m(Sk, ti) = m(Sk, ti1) - (penalty (x, h))™.

Otherwise if the subsystem is used for the first time or
in non-consecutive user identity verification, m(Sk, ti) is set
to 1-FMR(Sk). This computation of the penalty is intuitive
but fails if more than one subsystem are compromised
(e.g., two fake biometric data can be provided in an alter-
nate way). Other formulations that include the history of
subsystems usage can be identified but are outside the
scope of this paper.

4.2.2 Computation of Trust in the User

As time passes from the most recent user identity verifica-
tion, the probability that an attacker substituted to the le-
gitimate user increases i.e., the level of trust in the user
decreases. This leads us to model the user trust level
through time using a function which is asymptotically
decreasing towards zero. Among the possible models we
selected the function in (1), which: i) asymptotically de-
creases towards zero; ii) yields trust(ti1) for At=0; and iii)
can be tuned with two parameters which control the de-
lay (s) and the slope (k) with which the trust level de-
creases over time (Fig. 5 and Fig. 6). Different functions
may be preferred under specific conditions or users re-
quirements; in this paper we focus on introducing the
protocol, which can be realized also with other functions.

During the initial phase, the user trust level is simply
set to g(t)) = 1. During the maintenance phase, the user
trust level is computed for each received fresh biometric
data. The user trust level at time ¢ is given by:

(—arctan((At, —s)-k)+ g) -trust(t, )

g(t) = (H

/s
—arctan(—s - k) + 5

Value At=ti-ti1 is the time interval between two data
transmissions; frust(ti1) instead is the global trust level
computed in the previous iteration of the algorithm. Pa-
rameters k and s are introduced to tune the decreasing
function: k impacts on the inclination towards the falling
inflection point, while s translates the inflection point ho-
rizontally i.e., allows anticipating or delaying the decay.

Fig. 5 and Fig. 6 show the user trust level for different
values of s and k. Note that s and k allow adapting the al-
gorithm to different services: for example, services with
strict security requirements as banking services may
adopt a high k value and a small s value to have a faster
decrease of the user trust level. Also we clarify that in Fig.
5, Fig. 6 and in the following of the paper, we intentional-
ly avoid using measurements units for time quantities
(e.g., seconds), since they depend upon the involved ap-
plication and do not add significant value to the discus-
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Fig. 5. Evolution of the user trust level when k=[0.01, 0.05,0.1]
and s=40.

sion.

4.2.3 Merging User Trust and Subsystems Trust: the
Global Trust Level

The global trust level is finally computed combining the

user trust level with the subsystem trust level.

In the initial phase, multiple subsystems may be used
to perform an initial strong authentication. Let n be the
number of different subsystems, the global trust level is
firstly computed during the initial phase as follows:

Equation (2) includes the subsystem trust level of all
subsystems used in the initial phase. We remind that for

)

the first authentication m(Sk, fo) is set to 1-FMR(Sk). The
different subsystems trust levels are combined adopting
the OR-rule from [2], considering only the false accep-
tance rate: each subsystem proposes a score, and the
combined score is more accurate than the score of each
individual subsystem. The first authentication does not
consider trust in the user behavior, and only weights the
trust in the subsystems. The FNMR is not considered in
this computation because it only impact on the reliability
of the session, while the user trust level is intended only
for security.

Instead, the global trust level in the maintenance phase
is a linear combination of the user trust level and the sub-
system trust level. Given the user trust level g(ti) and the
subsystem trust level m(Sy, ti), the global trust level is
computed again adopting the OR-rule from [2], this time
with only two input values. Result is as follows:

—s=20
=os8 —s=40]||
e —s=60
k=
© 0.6
>
2
3 04f
2
S 0.2F

O n n n n n
20 40 60 80 100 120
time units
Fig. 6. Evolution of the wuser trust level when k=0.05

and s=[20, 40, 60].

timeout (measured in time units
[o2]
o

0 0.2 0.4 0.6 0.8 1
thresholda g, .-

Fig. 7. Timeout values for gmi» = [0.1, 0.9], k = 0.05 and s = 40.

trust (t) =1 - (1 - g(t:)) (1 - m(Sx, ti)) =
= g(ti) + m(Sk, ti) - g(ti) m(Sk, ti) =
= g(ti) + (1 - g(ti)) m(Sk, ti). 3)

4.2.4 Computation of the Session Timeout

The last step is the computation of the length T: of the
session timeout. This value represents the time required
by the global trust level to decrease until the trust thre-
shold gmin (if no more biometric data are received). Such
value can be determined by inverting the user trust level
function (1) and solving it for Ati.

Starting from a given instant of time t;, we consider i«
as the instant of time at which the global trust level reach-
es the minimum threshold gmin, i.e., g(ti1)=gmin. The time-
out is then given by T=At=tu-ti. To obtain a closed formu-
la for such value we first instantiated (1) for i+1 i.e., we
substituted trust(ti1) with trust(ti), Ati= Ti and g(t:) = gmin.

By solving for T;, we finally obtain Equation (4), which
allows the CASHMA service to dynamically compute the
session timeout based on the current global trust level.
The initial phase and the maintenance phase are com-
puted in the same way: the length T:i of the timeout at
time ¢ for the user u is:

G (arctan(=s k)= 7)
2 T
tan +—
trust(t;) 2

1 .
T - ~z+s if T,>0 (4)

0 otherwise

It is then trivial to set the expiration time of the certifi-
cate at T + ti.

In Fig. 7 the length Ti of the timeout for different val-
ues of gmin is shown; the higher is gmin, the higher are the
security requirements of the web service, and consequent-
ly the shorter is the timeout.

5 EXEMPLARY RUNS

This section reports Matlab executions of the protocol.
Four different biometric traits acquired through four dif-
ferent subsystems are considered for biometric verifica-
tion: voice, keystroke, fingerprint, and face.

We associate the following FMRs to each of them: 0.06
to the voice recognition system (vocal data is acquired
through a microphone), 0.03 to the fingerprint recognition
system (the involved sensor is a fingerprint reader; the
corresponding biometric data are not acquired transpa-
rently but are explicitly provided by the user), 0.05 to the
facial recognition system (the involved sensor is a cam-

7
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g 0 OB 00 RO 0N 5 O RGOV /USSR SO o0 1ents. In this case, session security is preferred to session

duration (time units) vailability or transparency to the user: the protocol is
wuned to maintain the session open only if biometric data
are provided frequently and with sufficient alternation
between the available biometric traits. Fig. 10 represents
the global trust level of a session in which authentication
data are provided 40 times in 1000 time units using gmin =
0.9, and the parameters s = 90 and k = 0.003 set for rapid
decrease. Maintaining the session open requires very fre-
quent transmissions of biometric data for authentication.
This comes at the cost of reduced usability, because a user
which does not use the device continuously will most
likely incur in timeout expiration.

Fig. 8. Global trust level (top) and session timeout (bottom) in a
nominal scenario.
era), and 0.08 to keystroke recognition (a keyboard or a
touch/tactile-screen can be used for data acquisition).
Note that the FMRs must be set on the basis of the sensors
and technologies used. We also assume that the initial
phase of the protocol needs only one raw data.

The first scenario, depicted in Fig. 8, is a simple but
representative execution of the protocol: in 900 time units,
the CASHMA authentication server receives 20 fresh
biometric data from a user and performs successful verifi-
cations. The upper part of Fig. 8 shows the behavior of the
user trust level (the continuous line) with the gmin thre-
shold (the dashed line) set to gmin = 0.7. In the lower graph
the evolution of the session timeout is shown (it is the
continuous line). When the continuous line intersects the
dashed line, the timeout expires. The time units are re-
ported on the x-axis. The k and s parameters are set to k =
0.05 and s = 100. The first authentication is at time unit
112, followed by a second one at time unit 124. The global
trust level after these first two authentications is 0.94. The
corresponding session timeout is set to expire at time unit
213: if no fresh biometric data are received before time
unit 213, the global trust level intersects the threshold gumin.
Indeed, this actually happens: the session closes, and the
global trust level is set to 0. Session remains closed until a
new authentication at time unit 309 is performed. The rest
of the experiment runs in a similar way.

The next two runs provide two examples of how the
threshold gwin and the parameters k and s can be selected
to meet the security requirements of the web service. We
represent the execution of the protocol to authenticate to
two web services with very different security require-

6 SECURITY EVALUATION

A complete analysis of the CASHMA system was carried
out during the CASHMA project [1], complementing tra-
ditional security analysis techniques with techniques for
quantitative security evaluation. Qualitative security
analysis, having the objective to identify threats to
CASHMA and select countermeasures, was guided by
general and accepted schemas of biometric attacks and
attack points as [9], [10], [11], [21]. A quantitative security
analysis of the whole CASHMA system was also per-
formed [6]. As this paper focuses on the continuous au-
thentication protocol rather than the CASHMA architec-
ture, we briefly summarize the main threats to the system
identified within the project (Section 6.1), while the rest of
this section (Section 6.2) focuses on the quantitative secu-
rity assessment of the continuous authentication protocol.

6.1 Threats to the CASHMA System

Security threats to the CASHMA system have been ana-
lyzed both for the enrollment procedure (i.e., initial regis-
tration of an user within the system), and the authentica-

ments: the first with low security requirements, and the
second with severe security requirements.

Fig. 9 describes the continuous authentication protocol
for the first system. The required trust on the legitimacy
of the user is consequently reduced; session availability
and transparency to the user are favored. The protocol is
tuned to maintain the session open with sparse authenti-
cations. Given gmin = 0.6, and parameters s = 200 and k =
0.005 set for a slow decrease of user trust level, the plot in
Fig. 9 contains 10 authentications in 1000 time units,
showing a unique timeout expiration after 190 time units

1

0.95;

0.85¢

global trust level g(u,t)
o
©

0'80 200

400 600 800
duration (time units)

1000

Fig. 10. Global trust level and 40 authentications for a service with
high security requirements.
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tion procedure itself. We report here only on authentica-
tion. The biometric system has been considered as de-
composed in functions from [10]. For authentication, we
considered collection of biometric traits, transmission of
(raw) data, features extraction, matching function, tem-
plate search and repository management, transmission of
the matching score, decision function, communication of
the recognition result (accept/reject decision).

Several relevant threats exist for each function identi-
fied [9], [10], [11]. For brevity, we do not consider threats
generic of ICT systems and not specific for biometrics
(e.g., attacks aimed to Deny of Service, eavesdropping,
man-in-the-middle, etc.). We thus mention the following.

For the collection of biometric traits, we identified sen-
sor spoofing and untrusted device, reuse of residuals to
create fake biometric data, impersonation, mimicry and
presentation of poor images (for face recognition). For the
transmission of (raw) data, we selected fake digital bio-
metric, where an attacker submits false digital biometric
data. For the features extraction, we considered insertion
of imposter data, component replacement, override of
feature extraction (the attacker is able to interfere with the
extraction of the feature set), and exploitation of vulnera-
bilities of the extraction algorithm. For the matching func-
tion, attacks we considered are insertion of imposter data,
component replacement, guessing, manipulation of
match scores. For template search and repository man-
agement, all attacks considered are generic for reposito-
ries and not specific to biometric systems. For the trans-
mission of the matching score, we considered manipula-
tion of match score. For the decision function, we consi-
dered hill climbing (the attacker has access of the match-
ing score, and iteratively submits modified data in an at-
tempt to raise the resulting matching score), system pa-
rameter override/modification (the attacker has the possi-
bility to change key parameters as system tolerances in
feature matching), component replacement, decision ma-
nipulation. For the communication of recognition result,
we considered only attacks typical of Internet communi-
cations.

Countermeasures were selected appropriately for each
function on the basis of the threats identified.

6.2 Quantitative Security Evaluation

6.2.1 Scenario and measures of interest

For the quantitative security evaluation of the proposed
protocol we consider a mobile scenario, where a regis-
tered user uses the CASHMA service through a client in-
stalled on a mobile device like a laptop, a smartphone or a
similar device. The user may therefore lose the device, or
equivalently leave it unattended for a time long enough
for attackers to compromise it and obtain authentication.
Moreover, the user may lose the control of the device (e.g.
he/she may be forced to hand over it) while a session has
already been established, thus reducing the effort needed
by the attacker. In the considered scenario the system
works with three biometric traits: voice, face, and finger-
print.

A security analysis on the first authentication per-

formed to acquire the first certificate and open a secure
session has been provided in [6]. We assume here that the
attacker has already been able to perform the initial au-
thentication (or to access to an already established ses-
sion), and we aim to evaluate how long he is able to keep
the session alive, at varying of the parameters of the con-
tinuous authentication algorithm and the characteristics
of the attacker. The measures of interest that we evaluate
in this paper are the following: i) P«(t): Probability that the
attacker is able to keep the session alive until the instant t,
given that the session has been established at the instant
t=0; ii) Tx: Mean time for which the attacker is able to keep
the session alive.

Since most of the computation is performed server-
side, we focus on attacks targeting the mobile device. In
order to provide fresh biometric data, the attacker has to
compromise one of the three biometric modalities. This
can be accomplished in several ways; for example, by
spoofing the biometric sensors (e.g., by submitting a rec-
orded audio sample, or a picture of the accounted user),
or by exploiting cyber-vulnerabilities of the device (e.g.,
through a “reuse of residuals” attack [9]). We consider
three kind of abilities for attackers: spoofing, as the ability
to perform sensor spoofing attacks, hacking as the ability
to perform cyber attacks, and lawfulness, as the degree to
which the attacker is prepared to break the law.

The actual skills of the attacker influence the chance of
a successful attack, and the time required to perform it.
For example, having a high hacking skill reduces the time
required to perform the attack, and also increses the suc-
cess probability: an attacker having high technological
skills may able to compromise the system is such a way
that the effort required to spoof sensors is reduced (e.g.,
by altering the data transmitted by the client device).

6.2.2 The ADVISE [12] formalism

The analysis method supported by ADVISE relies on
creating executable security models that can be solved us-
ing discrete-event simulation to provide quantitative me-
trics. One of the most significant features introduced by
this formalism is the precise characterization of the at-
tacker (the “adversary”) and the influence of its decisions
on the final measures of interest.

The specification of an ADVISE model is composed of
two parts: an Attack Execution Graph (AEG), describing
how the adversary can attack the system, and an adver-
sary profile, describing the characteristics of the attacker.
An AEG is a particular kind of attack graph comprising
different kinds of nodes: attack steps, access domains,
knowledge items, attack skills, and attack goals. Attack
steps describe the possible attacks that the adversary may
attempt, while the other elements describe items that can
be owned by attackers (e.g., intranet access). Each attack
step requires a certain combination of such items to be
held by the adversary; the set of what have been achieved
by the adversary defines the current state of the model.
ADVISE attack steps have also additional properties,
which allow creating executable models for quantitative
analysis. The adversary profile defines the set of items
that are initially owned by the adversary, as well as his
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proficiency in attack skills. The adversary starts without
having reached any goal, and works towards them. To
each attack goal it is assigned a payoff value, which speci-
fies the value that the adversary assigns to reaching that
goal. Three weights define the relative preference of the
adversary in: i) maximizing the payoff, ii) minimizing
costs, or iii) minimizing the probability of being detected.
Finally, the planning horizon defines the number of steps
in the future that the adversary is able to take into ac-
count for his decisions; this value can be thought to model
the “smartness” of the adversary.

The ADVISE execution algorithm evaluates the reach-
able states based on enabled attack steps, and selects the
most appealing to the adversary based on the above de-
scribed weights. The execution of the attack is then simu-
lated, leading the model to a new state. Metrics are de-
fined using reward structures [14]. By means of the
Rep/Join composition formalism [15] ADVISE models can
be composed with models expressed in other formalisms
supported by the Mobius framework, and in particular
with Stochastic Activity Networks (SAN) [16] models.

6.2.3 Modeling approach
The model that is used for the analysis combines an AD-
VISE model, which takes into account the attackers’ beha-
vior, and a SAN model, which models the evolution of
trust over time due to the continuous authentication pro-
tocol. Both models include a set of parameters, which al-
low evaluating metrics under different conditions and
performing sensitivity analysis. Protocol parameters used
for the analysis are reported in the upper labels of Fig. 13
and Fig. 14; parameters describing attackers are shown in
Table 1 and their values are discussed in Section 6.2.4.
ADVISE model. The AEG of the ADVISE model is
composed of 1 attack goal, 3 attack steps, 3 attack skills,
and 5 access domains. Its graphical representation is
shown in Fig. 11, using the notation introduced in [12].
The only attack goal present in the model, “RenewSes-
sion” represents the renewal of the session timeout by
submitting fresh biometric data to the CASHMA server.
To reach its goal, the attacker has at its disposal three
attack steps, each one representing the compromise of
one of the three biometric traits: “Compromise_Voice”,
“Compromise_Face”, and “Compromise_Fingerprint”.
Each of them requires the “SessionOpen” access domain,

HackSkill LastSensor

SessionOpen

Lawfulness

OK_Fingerprint

RenewSession

Fig. 11. AEG of the ADVISE model used for security evaluations.

which represents an already established session. The
three abilities of attackers are represented by three attack
skills: “SpoofingSkill”, “HackSkill” and “Lawfulness”.

The success probability of such attack steps is a combi-
nation of the spoofing skills of the attacker and the false
non-match rate (FNMR) of the involved biometric subsys-
tem. In fact, even if the attacker was able to perfectly
mimic the user’s biometric trait, reject would still be poss-
ible in case of a false non-match of the subsystem. For ex-
ample, the success probability of the “Compro-
mise_Voice” attack step is obtained as:

FNMR_Voice*(SpoofingSkill->Mark()/1000.0),

where “FNMR_Voice” is the false non-match rate of the
voice subsystem, and SpoofingSkill ranges from a mini-
mum of 0 to a maximum of 1000. It should be noted that
the actual value assigned to the spoofing skill is a relative
value, which also depends on the technological measures
implemented to constrast such attack. Based on the skill
value, the success probability ranges from 0 (spoofing is
not possible) to the FNMR of the subsystem (the same
probability of a non-match for a “genuine” user). The
time required to perform the attack is exponentially dis-
tributed, and its rate also depends on attacker’ skills.

When one of the three attack step succeeds, the corres-
ponding “OK_X" access domain is granted to the attacker.
Owning one of such access domains means that the sys-
tem has correctly recognized the biometric data, and that
it is updating the global trust level; in this state all the at-
tack steps are disabled. A successful execution of the at-
tack steps also grants the attackers the “RenewSession”
goal. “LastSensor” access domain is used to record the
last subsystem that has been used for authentication.

SAN model. The SAN model in Fig. 12 models the
management of session timeout and its extension through
the continuous authentication mechanism. The evolution
of trust level over time is modeled using the functions in-
troduced in Section 4.2; it should be noted that the model
introduced in this section can also be adapted to other
functions that might be used for realizing the protocol.

Place “SessionOpen” is shared with the ADVISE mod-
el, and therefore it contains one token if the attacker has
already established a session (i.e., it holds the “SessionO-
pen” access domain). The extended places “LastTime”
and “LastTrust” are used to keep track of the last time at
which the session timeout has been updated, and the cor-
responding global trust level. These values correspond,
respectively, to the quantities foand g(to) and can therefore
be used to compute the current global trust level g(#).
Whenever the session is renewed, the extended place
“AuthScore” is updated with the global trust level P(Sx) of
the subsystem that has been used to renew the session.
The extended place “CurrentTimeout” is used to store the
current session timeout, previously calculated at time to.
The activity “Timeout” models the elapsing of the session
timeout and it fires with a deterministic delay, which is
given by the value contained in the extended place “Cur-
rentTimeout”. Such activity is enabled only when the ses-
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Fig. 12. SAN model for the continuous authentication mechanism.

sion is open (i.e., place “SessionOpen” contains one to-
ken). Places “OK_Voice”, “OK_Face” and
“OK_Fingerprint” are shared with the respective access
domains in the ADVISE model. Places
“Voice_Consecutive”, “Face_Consecutive”, and “Finger-
print_Consecutive” are used to track the number of con-
secutive authentications performed using the same bio-
metric subsystem; this information is used to evaluate the
penalty function.

When place “OK_Voice” contains a token, the instan-
taneous activity “CalculateScorel” is enabled and fires;
the output gate “OGSCoreVoice” then sets the marking of
place “AuthScore” to the authentication score of the voice
subsystem, possibly applying the penalty. The marking of
“Voice_Consecutive” is then updated, while the count for
the other two biometric traits is reset. Finally, a token is
added in place “Update”, which enables the immediate
activity “UpdateTrust”. The model has the same behavior
for the other two biometric traits.

When the activity “UpdateTrust” fires, the gate “OG-
TrustUpdate” updates the user trust level, which is com-
puted based on the values in places “LastTrust” and
“LastTime”, using (1). Using (3) the current user trust lev-
el is then fused with the score of the authentication that is
being processed, which has been stored in place “Auth-
Score”. Finally, the new timeout is computed using (4)
and the result is stored in the extended place “Current-
Timeout”. The reactivation predicate of the activity
“Timeout” forces the resample of its firing time, and the
new session timeout value is therefore adopted.

Composed model. The ADVISE and SAN models are
then composed using the Join formalism [15]. Places “Ses-
sionOpen”, “OK_Voice”, “OK_Face”, and “OK_Finger-
print” are shared with the corresponding access domains
in the ADVISE model. The attack goal “RenewSession” is
shared with place “RenewSession”.

6.2.4 Definition of attackers

One of the main challenges in security analysis is the
identification of possible human agents that could pose
security threats to information systems. The work in [17]
defined a Threat Agent Library (TAL) that provides a
standardized set of agent definitions ranging from gov-
ernment spies to untrained employees. TAL classifies
agents based on their access, outcomes, limits, resources,
skills, objectives, and visibility, defining qualitative levels
to characterize the different properties of attackers. For
example, to characterize the proficiency of attackers in

TABLE 1
ATTACKERS AND THEIR CHARACTERISTICS
ORG TMA GEN INS

Access External External External Internal
Limits Extra-legal, Extra-legal, Extra-legal, Extra-legal,

major minor major minor
Resources Government Contest Individual Organization

Skill-Hack Operational Adept None Minimal

Skill-Spoofing Operational None None Minimal
Visibility Covert Clandestine Overt Clandestine

skills, four levels are adopted: “none” (no proficiency),
“minimal” (can use existing techniques), “operational”
(can create new attacks within a narrow domain) and
“adept” (broad expert in such technology). The “Limits”
dimension describes legal and ethical limits that may con-
strain the attacker. “Resources” dimension defines the or-
ganizational level at which an attacker operates, which in
turn determines the amount of resources available to it for
use in an attack. “Visibility” describes the extent to which
the attacker intends to hide its identity or attacks.

Agent threats in the TAL can be mapped to ADVISE
adversary profiles with relatively low effort. The “access”
attribute is reproduced by assigning different sets of
access domains to the adversary; the “skills” attribute is
mapped to one or more attack skills; the “resources”
attribute can be used to set the weight assigned to reduc-
ing costs in the ADVISE model. Similarly, “visibility” is
modeled by the weight assigned to the adversary in
avoiding the possibility of being detected. The attributes
“outcomes” and “objectives” are reproduced by attack
goals, their payoff, and the weight assigned to maximixe
the payoff. Finally, the “limits” attribute can be thought as
a specific attack skill describing the extent to which the
attacker is prepared to break the law. In this paper, it is
represented by the “Lawfulness” attack skill.

In our work we have abstracted four macro-agents that
summarize the agents identified in TAL, and we have
mapped their characteristics to adversary profiles in the
ADVISE formalism. To identify such macro-agents we
first have discarded those attributes that are not applica-
ble to our scenario; then we aggregated in a single agent
those attackers that after this process resulted in similar
profiles. Indeed, it should be noted that not all the proper-
ties are applicable in our evaluation; most notably, “objec-
tives” are the same for all the agents i.e., extending the
session timeout as much as possible. Similarly “outcome”
is not addressed since it depends upon the application to
which the CASHMA authentication service provides
access. Moreover, in our work we consider hostile threat
agents only (i.e., we do not consider agents 1, 2 and 3 in
[17]), as opposed to non-hostile ones, which include for
example the “Untrained Employee”.

The attributes of the four identified agents are summa-
rized in Table 1. As discussed in [17], names have the only
purpose to identify agents; their characteristics should be
devised from agent properties. “Adverse Organization”
(ORG) represents an external attacker, with government-
level resources (e.g., a terrorist organization or an adverse
nation-state entity), and having good proficiency in both
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“Hack” and “Spoofing” skills. It intends to keep its identi-
ty secret, although it does not intend to hide the attack
itself. It does not have particular limits, and is prepared to
use violence and commit major extra-legal actions. This
attacker maps agents 6, 7, 10, 15, and 18 in [17].

“Technology Master Individual” (TMA) represents the
attacker for which the term “hacker” is commonly used:
an external individual having high technological skills,
moderate/low resources, and strong will in hide himself
and its attacks. This attacker maps agents 5, 8, 14, 16, and
21 in [17]. “Generic Individual” (GEN) is an external in-
dividual with low skills and resources, but high motiva-
tion — either rational or not — that may lead him to use vi-
olence. This kind of attacker does not take care of hiding
its actions. The GEN attacker maps 4, 13, 17, 19, and 20 in
[17]. Finally, the “Insider” attacker (INS) is an internal at-
tacker, having minimal skill proficiency and organization-
level resources; it is prepared to commit only minimal ex-
tra-legal actions, and one of its main concerns is avoiding
him or its attacks being detected. This attacker maps
agents 9, 11, and 12 in [17].

6.2.5 Evaluations

The composed model has been solved using the dis-
crete-event simulator provided by the Mébius tool [15].
All the measures have been evaluated by collecting at
least 100.000 samples, and using a relative confidence in-
terval of 1%, confidence level 99%. For consistency, the
parameters of the decreasing functions are the same as in
Fig. 10 (s =90 and k = 0.003); FMRs of subsystems are also
the same used in simulations of Section 5 (voice: 0.06, fin-
gerprint: 0.03, face: 0.05); for all subsystems, the FNMR
has been assumed to be equal to its FMR.

Results in Fig. 13 show the effectiveness of the algo-
rithm in contrasting the four attackers. The left part of the
figure depicts the measure Pi(t), while Tk is shown in the
right part. All the attackers maintain the session alive
with probability 1 for about 60 time units. Such delay is
given by the initial session timeout, which depends upon
the characteristics of the biometric subsystems, the de-
creasing function (1) and the threshold gmin. With the same
parameters a similar value was obtained also in MAtlab
simulations described in Section 5 (see Figure 10): from
the highest value of g(u,t), if no fresh biometric data is re-
ceived, the global trust level reaches the threshold in
slightly more than 50 time units. By submitting fresh
biometric data, all the four attackers are able to renew the
authentication and extend the session timeout. The extent
to which they are able to maintain the session alive is
based on their abilities and characteristics.

The GEN attacker has about 40% probability of being
able to renew the authentication and on the average he is
able to maintain the session for 80 time units. Moreover,
after 300 time units he has been disconnected by the sys-
tem with probability 1. The INS and ORG attackers are
able to renew the session for 140 and 170 time units on the
average, respectively, due to their greater abilities in the
spoofing skill. However, the most threatening agent is the
TMA attacker, which has about 90% chance to renew the
authentication and is able, on the average, to extend its

. [Left] Probability that the attacker is able to keep the session alive until time t
[Right] Mean time for which the attacker is able to keep the session alive -- (s=90, k=0.003, g;;;,=0.9)
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Fig. 13. Effect of the continuous authentication mechanism on dif-
ferent attackers.

session up to 260 time units, which in this setup is more
then four times the the initial session timeout. Moreover,
the probability that TMA is able to keep the session alive
up to 30 time units is about 30% i.e., on the average once
every 3 attempts the TMA attacker is able to extend the
session beyond 300 time units, which is roughly 5 times
the initial session timeout.

Possible countermeasures consist in the correct tuning
of algorithm parameters based on the attackers to which
the system is likely to be subject. As an example, Fig. 14
shows the impact of varying the threshold gmi» on the two
measures of interest, P«(t) and Tk, with respect to the TMA
attacker. Results in the figure show that increasing the
threshold is an effective countermeasure to reduce the av-
erage time that the TMA attacker is able to keep the ses-
sion alive. By progressively increasing gmin the measure Tk
decreases considerably; this is due to both a reduced ini-
tial session timeout, and to the fact that the attacker has
less time at his disposal to perform the required attack
steps. As shown in the figure, by setting the threshold to
0.95, the probability that the TMA attacker is able to keep
the session alive beyond 300 time units approaches zero,
while it is over 30% when gumi: is set to 0.9.

7 PROTOTYPE IMPLEMENTATION
The implementation of the CASHMA prototype includes

[Left] Probability that the attacker is able to keep the session alive until time t
[Right] Mean time for which the attacker is able to keep the session alive -- (TMA attacker, s=90, k=0.003)
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Fig. 14. Effect of varying the threshold gmi, on the TMA attacker.
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face, voice, iris, fingerprint and online dynamic handwrit-
ten signature as biometric traits for biometric kiosks and
PCs/laptops, relying on on-board devices when available
or pluggable accessories if needed. On smartphones only
face and voice recognition are applied: iris recognition
was discarded due to the difficulties in acquiring high-
quality iris scans using the camera of commercial devices,
and handwritten signature recognition is impractical on
most of smartphones today available on market (larger
displays are required). Finally, fingerprint recognition
was discarded because few smartphones include a fin-
gerprint reader. The selected biometric traits (face and
voice) suit the need to be acquired transparently for the
continuous authentication protocol described.

A prototype of the CASHMA architecture is currently
available, providing mobile components to access a se-
cured web-application. The client is based on the Adobe
Flash [19] technology: it is a specific client, written in
Adobe Actions Script 3, able to access and control the on-
board devices in order to acquire the raw data needed for
biometric authentication. In case of smartphones, the
CASHMA client component is realized as a native Andro-
id application (using the Android SDK API 12). Tests
were conducted on smarthphones Samsung Galaxy S II,
HTC Desire, HTC Desire HD and HTC Sensation with OS
Android 4.0.x. On average from the executed tests, for the
smartphones considered we achieved FMR=2,58% for face
recognition and FMR=10% for voice. The dimensions of
biometric data acquired using the considered smarth-
phones and exchanged are approximately 500 KB. As ex-
pected from such limited dimension of the data, the ac-
quisition, compression and transmission of these data us-
ing the mentioned smarthphones did not raise issues on
performance or communication bandwidth. In particular,
the time required to establish a secure session and trans-
mit the biometric data was deemed sufficiently short to
not compromise usability of the mobile device.

Regarding the authentication service, it runs on
Apache Tomcat 6 servers and Postgres 8.4 databases. The
web services are, instead, realized using the Jersey library
(i.e, a JAX-RS/JSR311 Reference Implementation) for
building RESTful Web services.

Finally, the example application is a custom portal de-
veloped as a Rich Internet Application using Sencha Ext]S
4 JavaScript framework, integrating different external on-
line services (e.g. Gmail, Youtube, Twitter, Flickr) made
accessible dynamically following the current trust value
of the continuous authentication protocol.

8 CONCLUDING REMARKS

We exploited the novel possibility introduced by biome-
trics to define a protocol for continuous authentication
that improves security and usability of user session. The
protocol computes adaptive timeouts on the basis of the
trust posed in the user activity and in the quality and
kind of biometric data acquired transparently through
monitoring in background the user’s actions.

Some architectural design decisions of CASHMA are
here discussed. First, the system exchanges raw data and

not the features extracted from them or templates, while
cripto-token approaches are not considered; as debated in
Section 3.1, this is due to architectural decisions where the
client is kept very simple. We remark that our proposed
protocol works with no changes using features, templates
or raw data. Second, privacy concerns should be ad-
dressed considering National legislations. At present, our
prototype only performs some checks on face recognition,
where only one face (the biggest one rusting from the face
detection phase directly on the client device) is consi-
dered for identity verification and the others deleted.
Third, when data is acquired in an uncontrolled envi-
ronment, the quality of biometric data could strongly de-
pend on the surroundings. While performing a client-side
quality analysis of the data acquired would be a reasona-
ble approach to reduce computational burden on the
server, and it is compatible with our objective of design-
ing a protocol independent from quality ratings of images
(we just consider a sensor trust), this goes against the
CASHMA requirement of having a light client.

We discuss on usability of our proposed protocol. In
our approach, the client device uses part of its sensors ex-
tensively through time, and transmits data on the Inter-
net. This introduces problematic of battery consumption,
which has not been quantified in this paper: as discussed
in Section 7, we developed and exercised a prototype to
verify the feasibility of the approach but a complete as-
sessment of the solution through experimental evaluation
is not reported. Also, the frequency of the acquisition of
biometric data is fundamental for the protocol usage; if
biometric data are acquired too much sparingly, the pro-
tocol would be basically useless. This mostly depends on
the profile of the client and consequently on his usage of
the device. Summarizing, battery consumption and user
profile may constitute limitations to our approach, which
in the worst case may require to narrow the applicability
of the solution to specific cases, for example only when
accessing specific web sites and for a limited time win-
dow, or to grant access to restricted areas (see also the ex-
amples in Section 3.2). This characterization has not been
investigated in this paper and constitute part of our fu-
ture work.

It has to be noticed that the functions proposed for the
evaluation of the session timeout are selected amongst a
very large set of possible alternatives. Although in litera-
ture we could not identify comparable functions used in
very similar contexts, we acknowledge that different
functions may be identified, compared and preferred un-
der specific conditions or users requirements; this analy-
sis is left out as goes beyond the scope of the paper, which
is the introduction of the continuous authentication ap-
proach for Internet services.
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