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and Hydrological Processes, Sustainable
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A Remote Sensing Based Hydrological m
Modelling Approach to Estimate Daily L
Actual Evapotranspiration

Hassan Awada, Mirko Castellini, Simone Di Prima, Filippo Giadrossich,
Costantino Sirca, Serena Marras, Donatella Spano, and Mario Pirastru

Abstract Evapotranspiration (ET) is an important variable in the soil-plant-
atmosphere (SPA) continuum. The quantification of the spatiotemporal dynamics
of ET flows in natural vegetation is of fundamental importance for efficient water
resource management and environmental modelling, particularly in the semi-arid
areas of the Mediterranean. Satellite remote sensing-based surface energy balance
(SEB) techniques have emerged as a very useful tool for quantifying actual evap-
otranspiration (ET,) at various temporal and spatial scales. Remote sensing (RS)
offers free and long-time series of data that is characterized by a relatively high
spatio-temporal resolution. Such data can be an added value for SEB modelling of
ET,, however, discontinuous data acquisitions of thermal remote sensing data due to
the platform temporal resolution and/or gaps in image acquisition due to cloud cover
can limit RS utility. This study proposes a model-based approach for the construc-
tion of daily actual evapotranspiration between the Landsat 8 acquisition days. The
proposed model integrates actual evapotranspiration obtained by the Surface Energy
Balance Algorithm for Land (SEBAL) model on Landsat-8 acquisition days, RS
retrieved vegetative biomass dynamics, on-field measurements of potential evapo-
transpiration and a hydrological modeling approaches of soil moisture in the root
zone by using the transient flow Richards equation. Results shown that the proposed
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approach was well suited for modelling the dynamics in the SPA continuum that
occurs between 2 Landsat acquisitions to estimate the daily time series of ET,.

Keywords Remote sensing + Temporal Upscaling - SEBAL - Actual
Evapotranspiration - Eddy covariance

1 Introduction

Water resources scarcity is recognized as a major threat that humanity will face in
the coming decades [48]. Unsustainable water management, deteriorating freshwater
quality and quantity, over-consumption and increasing water demand, and water
pollution, combined with climate change and water scarcity situations is increasing
the pressure on water resources and can result in severe impacts on both nature
and society [44]. Evapotranspiration (ET) constitutes to the combined loss of water
from the stomata openings of the vegetative surface known as transpiration (T), and
evaporation (E) from the surrounding bare soil [42]. In semi-arid and arid regions,
evapotranspiration (ET) is the leading loss term in the soil water budget [38, 11].
Efforts have been invested in estimating ET in these ecosystems, yet the contribution
of each ET component to its seasonal dynamics (e.g., tree and grass transpirations,
bare soil evaporation), especially during dry periods, are often poorly quantified
[11,42].

Low-cost remote sensing techniques can be used to retrieve the space—time vari-
ability of numerous physical variables needed in the applications of the ET, modeling
([12, 23, 29, 32, 35]. For example, surface energy balance (SEB) based approaches
can benefit from data operating in the visible and near-infrared (VIS/NIR) regions of
the electromagnetic spectrum and those acquired in the thermal infrared (TIR) for the
estimation of ET), as a residual of the SEB equation, after quantifying the rest of the
instantaneous fluxes [26, 46, 17, 31, 33]. Various satellite-based SEB models have
been applied and validated extensively in various parts of the world [9, 6, 16, 17, 31,
43]. Such modelling approaches has been widely applied in irrigation management
[6, 13, 15, 41], water accounting [34], assessing irrigation system performance [3,
4, 8], assessing agricultural water productivity [18, 49], groundwater management
[2, 1, 39], and hydrological modelling [20, 28, 36]. Remote sensing-based energy
balance (RSEB) approaches applied on satellite data can capture large geographical
extents and provide ET, estimations at different spatial and temporal scales, however
this same benefit can be a constraint for certain applications since the retrieved data
is limited to clear-sky satellite overpasses and to the platform spatial and temporal
resolution [10]. For example, the AATSR/ENVISAT, the MODIS and the Sentinel-3
satellites have a short revisit time (1 day) but a 1000 m spatial resolution of the
thermal infrared. The use of these data in ET, modelling is limited to the spatial
extent of the TIR data and is not recommended in fragmented and heterogeneous
areas, especially when the parcels considered are smaller than the TIR pixel. As
an alternative, relatively high spatial resolution TIR imagery (from 60 to 120 m)
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can be obtained from platforms such as Landsat and ASTER, however such images
are only available every 16 days, provided that clear sky conditions were available
at the overpass time. Most of the RSEB-related applications that use relatively high
spatial resolution satellite data estimates ET, on image acquisition days. Actual daily
evapotranspiration retrievals based on periodically acquired snapshots can be opera-
tional in diverse applications, nevertheless water resources management requires the
retrieval of a continuous time series of daily ET, and over extended time intervals.

This paper proposes a crop actual evapotranspiration (ET..) construction
approach that accounts for the dynamics of meteorological variables, vegetation
biomass changes and/or plant stress caused by soil water restriction between different
Landsat acquisitions. The soil moisture dynamics in the root zone is obtained by
hydrological modeling by using the transient flow Richards equation and is used to
derive the dimensionless weighed stress index (Ks) and the soil water evaporation
(Es). The ET, , construction approach is applied on a complex natural Mediterranean
ecosystem northwest Sardinia island.

2 Materials and Methods

2.1 The Study Site

The study site is located inside a natural reserve called “Le Prigionette”, North-
west Sardinia, Italy. The climate is Mediterranean, semi-arid with a warm summer,
mild winter, and a high-water deficit from May through September. The mean
annual temperature is 15.9 °C, the minimum and maximum temperature is 7 °C
and 28 °C, respectively. Precipitation is mainly concentrated from autumn to spring
and the annual mean is 588 mm. The soil is 0.3-0.4 m deep Lithic Xerorthent. The
ecosystem is a typical coastal Mediterranean maquis. The mean vegetation height
ranges between 0.93 and 1.43 m. Ground cover varies between 42 and 91%.

2.2 Micrometeorological and Eddy Covariance
Measurements

Eddy Covariance (EC) data were collected by the micro-meteorological station (IT-
Noe), installed in the study area as part of the CARBOEUROPE flux monitoring
network (Pastorello et al., 2020). The monitoring site is located at the Le Prigionette
natural reserve (lat: 40.61, lon: 8.15, 25 m of elevation above sea level) (Fig. 1). The
IT-Noe station consists of Eddy Covariance (EC) system with a sonic anemometer
(CSAT3, Campbell Scientific, Logan, UT, USA) and an open path gas analyzer
(LiCOR 7500, Lincoln, NE, USA), placed within the maquis at 3.5 m above the
ground for measuring the latent heat flux (AE) and the sensible heat flux (H). The
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Fig. 1 Geographic location of the micro-meteorological IT-Noe station in the Le Prigionette natural
reserve, Italy. Coordinates EPSG:32,632 (WGS 84/UTM zone 32N). The white square indicates
the position of eddy covariance tower

station also measures the soil heat flux (G) by thermocouples and 4 heat flux plates
(HFPO1SC, Hukseflux, Delft, NL), installed at the 0.08 m of soil depth. The station
also acquires downward and upward short and long wave radiation, air temperature,
air humidity, precipitation, wind speed, and surface pressure at 2 m above the ground.
EC data were processed using the software (EOLO) developed at University of
Sassari. The software provides H and \E turbulent fluxes, net radiation (Rn) and G
at half-hour time step.

2.3 Vegetation Indices and the Surface Energy Balance
Algorithm for Land (SEBAL) Model

The Normalized Difference Vegetation Index (NDVI) is obtained from the Landsat
8 near-infrared (pNIR) and the red (pgreq) spectral reflectance data as pNir-PRed! PNIR
+ pred [40]. The canopy fractional cover f, was estimated from NDVI as proposed
by Gutman and Ignatov, [27] and the leaf area index (LAI) was estimated from f. as
proposed by the Choudhury [22]. NDVI, f. and LAI were obtained as mean values
over the studied field at the selected acquisition days. For the non-acquisition days, the
indices were estimated by linear interpolation between each 2 Landsat acquisitions.

The Landsat images, accompanied by a 10 m digital elevation model (DEM)
(http://www.sardegnageoportale.it/) and meteorological inputs, were used to produce
the SEBAL data layers (i.e., land surface temperature, surface albedo, and surface
emissivity). The SEBAL model was used to retrieve the instantaneous net surface
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radiation flux, soil heat flux and the sensible heat flux [14]. Then the SEBAL model
retrieves the instantaneous latent heat flux as a residual of the surface energy balance
and upscales to actual evapotranspiration on the image acquisition day (ET, ) by
utilizing the evaporative fraction (A) as an integration parameter [ 14] and the net daily
radiation estimated by the procedure outlined in the FAO Irrigation and Drainage
Paper [7].

2.4 The Canopy Water Interception, Soil Water Dynamics,
Soil Water Evaporation and the Stress Factor

The actual canopy water interception (I;) is modeled by an hourly water balance.
Precipitation is assumed to be stored on the surfaces of overstory and understory
vegetation until maximum interception storage capacities (C) is reached. The canopy
water interception storage is filled by precipitation and is depleted by ET. When C is
reached, excess precipitation is generated and provides an input for the FAO-56 soil
water evaporation model. C (mm) was determined from the Leaf Area Index (LAI)
as proposed by Dickinson et al., [24].

In this research, it is assumed that the water movement in the unsaturated soil
is predominantly vertical and can be represented by a single dimension soil water
modelling approach. A one-dimensional soil water content dynamic model based on
the Richards equation was used to simulate the dynamics of the water content status
[37]. The water content status was simulated at multiple layers on half hourly basis
as expressed below

0@z 9 (.2
at oz ’

dh(o, z)} _KOD s ao-—E@H D)

0z dz

where z is vertical coordinate (positive upward) [L], tis time [T], 8is soil water content
[L3L3], h is soil water pressure head [L], K is hydraulic conductivity [LT-1], Sy is
root water extraction [L’L~3 T~!] and E; is evaporation from the topsoil [L’L=3 T~!].

The numerical solution of Richards equation requires estimating soil water reten-
tion curve, 6(h), and the hydraulic conductivity function, K(h). The model uses the
Van Genuchten [45] parametric function for 6(h) and the Brooks and Corey [19]
relation for K(h):

O + ot h < 0
6(h) = [1-+lehl"] 2
(h) { 6. h>0 @)

0—6,\"
K(e) = Ksal<e‘ — 9 ) (3)
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where 6, and 6, are saturated and residual soil moisture content [L*L 3] respectively,
o [L™'1, n[-], m [-] and 7 [-] are shape parameters that depend on soil type, Ky is
saturated hydraulic conductivity [LT!].

The shape parameters are deduced using specific pedo-transfer functions (PTF)
based on PSD and infiltration experiments [30]. The K, and a parameters are derived
from the analysis of cumulative water infiltration data using the BEST Slope-method
[30]. The evaporation from soil surface depends on fraction of surface vegetation
cover f; [-], on ETy, and on surface soil moisture 6y, through a restricting coefficient
B computed by a simple linear method [21]:

Es =B- (1 —veg) - ETy/dz, €]

(&)

Osur—Ou
B=m9f0<esur§ew

{ B =1 esur = 9fc
where 6;. and 6, are water evaporation thresholds.
On image acquisition days, the transpiration component T, ¢, [LT~'] that repre-
sents water uptake by plants was obtained from SEBAL retrieved actual evapotran-
spiration (ET,¢,) after subtracting the Eg and I. components. On non-acquisition
days, the actual transpiration component was removed from the root zone through
the sink term Sy, which at a given depth and for a prescribed water pressure head
was defined as:

K(h) - 14(2)

Sw(h,z) = :
[5Ks(h) - rq(z)dz

(6)

where K(h) is a dimensionless plant water stress term [25], r4(z) is a root distribution
function and L; is the thickness of the root zone.
The water stress function K;(h) is evaluated as:

0, h > hy

1, hps > h > hy
I— e hg > h > hy

0, hy > h

K(h,z) = (7

where h,, hq and hy, are water tension stress thresholds.
The plant roots were considered to be exponentially distributed with depth by the
following relationship:

L) = exp(;zd/Lm .

where L4 [m] is the depth above which 63% of plant root density is located.
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2.5 The Daily ET, 4. Construction Procedure

As shown in the equations below, the ET, .. construction approach integrates the
SEBAL retrieved ET, . with the temporal dynamics of daily ET,, NDVI, the root
zone soil moisture dynamics by water stress coefficients K, Eg and the water inter-
ception component, I.. ET . is obtained forwardly starting from each one of the
acquisition days as shown in the following equation.

ETo; NDVL K,
EToap. NDVIap Ksap.

€))

Tc act,j — Ta eb,A.D. *

ET. act,j — Te act,j + Es.j + Ic,j (10)

where the subscript A.D. indicate the acquisition days and j the rest of the days of
the studied period.

3 Results

The EC measured actual evapotranspiration (ET, gc) values were used as a refer-
ence for evaluating the performance of the SEBAL model and the integrated ET, 5
construction model. Although the results of this investigation are preliminary and
were aimed to show the integrated modelling procedure potential in simulating
ET,gc, our findings showed a good agreement between the SEBAL estimations
and observed ET,gc on the satellite acquisition days. The comparison on image
acquisition days returned an overall average estimation error of 17%, a coefficient
of determination (R?) of 0.96, a mean absolute error (MAE) of 0.31 mm d~' and
a root mean square error (RMSE) and 0.19 mm d~!. The ET, gc estimation errors
were within the error bounds of the state-of-the-art ET measuring instruments and
energy balance closure discrepancy from the ideal closure (£15 to 30%) [5, 47].

In this paper we also compared the results of the daily ET. ,; construction inte-
grated approach to the daily observed ET, gc from the 7" of June 2013 (DOY 158)
to the 1% of November 2014 (DOY 305). As shown in Fig. 2, the general trend
of constructed ET. 5 slightly underestimated the observed data with an R? of 0.9,
a MAE of 0.37 mm d~'and an RMSE of 0.21 mm d~!. The temporal dynamics of
ET¢ actj and ET, gc and precipitation are plotted in Fig. 3(a). The proposed procedure
reproduced accurately the general ET, gc trend. The modeled and observed actual
ET show similar patterns of variability. The integrated approach allowed adequately
simulating actual ET under contrasting dry and wet conditions. Moreover, as shown
in Fig. 3(b) the proposed integrated modeling approach returned good estimations
of soil water content as compared to 0—40 cm measured soil moisture.
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Fig. 2 Comparison of daily observed ET, gc and SEBAL modeled ET, ¢p on the Landsat image

acquisition days and the daily constructed ET¢ yct;j on the studied period
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Fig. 3 aDaily time series of observed (ET, gc) and constructed actual evapotranspiration (ET¢ act,j),
with the indication of the SEBAL estimated ET, ¢, and observed precipitation (P). b Daily time
series of observed and simulated soil moisture content

4 Discussion and Conclusions

The integrated daily ET.,. construction procedure efficiently reproduced the
observed daily values of ET, gc during the annual cycle of a Mediterranean maquis.
In this study, the interactions between soil, vegetation and atmosphere is represented
by coupling a hydrological model for water budgets, surface energy budget, RS
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retrieved vegetation dynamics and meteorological variability. The temporal analysis
of the modeled daily ET data-stream emphasized the importance of integrating a soil
water evaporation model in the daily ET, .. construction approach particularly in the
period after significant rain events. The model simulated relatively high evapotranspi-
ration values supported by adequate soil water availability after rainfall events. The
distinguished performance of the integrated ET. ,., construction approach during the
rainy spring period, where evaporative fluxes are significant, supported the impor-
tance of integrating a soil water evaporation model in the construction procedure.
In this application NDVI values were retrieved from Landsat 8. Since NDVI values
were interpolated between two Landsat scenes, it only permits a historical analysis.
However, nowadays several available free or low-cost satellite platforms can provide
NDVI scenes with a range of few days (e.g., Sentinels 2) supporting the near real-
time monitoring of vegetation dynamics at a relatively high spatial resolution (10 m).
The inclusion of a stress coefficient is required for considering the variation of plant
transpiration due to soil moisture changes between acquisition days. The relatively
good performance of the integrated approach in reproducing actual ET fluxes in the
dry season emphasize the importance of considering plants stress. Moreover, it was
important to account for the effect of soil moisture changes on plant transpiration, this
is shown in Fig. 3(a), i.e., when using ET, ., obtained before significant soil moisture
changes that occurs due to rainfall like that obtained on 27" of September 2013 or
that occurs directly before an image acquisition like the ET, ., estimated on 17"
of June 2014. The proposed construction approach is well suited for the modelling
of daily ET, ,, which is of great importance in water management. For other type
of applications, the simulation of near real-time and robust ET, ,., estimates at plot
scale can be of a great value for agricultural water management and irrigation. The
application of the proposed ET. ,.; construction procedure in irrigation scheduling is
a priority to realize soon.
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Abstract Multiple-diameter laterals reduce the total cost in microirrigation systems,
however, the length of each sublateral should be determined carefully to assure appro-
priate performance of emitter flow rates. The most accurate method is the numerical
trial and error, which is time-consuming. A series of research efforts have been made
to propose simple analytical design procedures. By using the power-law form of the
Darcy-Weisbach formula, and equal emitters spacing for the sublaterals, Sadeghi
et al. (Sadeghi et al. in J Irrig Drain E-ASCE 142:04,016,020, 2016) extended a
previously introduced design solution for one-diameter laterals to tapered laterals.
Recently, a simplified procedure to design dual-diameter drip laterals has been intro-
duced, providing relative errors in pressure heads less than 0.5%, and allowing to
set different Hazen-Williams coefficients, flow rates and emitter interspaces for each
sublateral. Moreover, this analytical procedure easily detects the required commer-
cial emitter characteristics. The objective of this paper is to experimentally test this
solution for drip sublaterals with different lengths, flow rates and emitter interspaces.
Drip laterals of a major manufacturer IRRITEC S.p.A) with diameters of 16 and
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1 Introduction

Because of the climate change, water availability and food security are an issue
of great concern, therefore an increasing use of irrigation systems is expected to
be able to optimize the water use efficiency and to meet global food needs [2].
The limited availability of water for agriculture determined the need for a more
prudent management of water. Moreover, among the criticalities, there is a general
but certainly not negligible, rising energy costs.

Inthe irrigation field, the energy used to pump water has a fundamental importance
and it is often consumed in large quantities. Compared to conventional irrigation
methods, microirrigation offers a good opportunity to obtain substantial savings on
energy and water consumption. For this reason, in recent decades, there has been an
increasing interest in the microirrigation systems.

However, drip irrigation systems to be efficient, need that the water distribution
uniformity is high enough. The distribution uniformity of water along the laterals is
negatively affected by high pressure heads variation. Limitation of the pressure head
variations depends on how accurate the design performed and on the accepted flow
rate variability of the emitters installed along the laterals.

The use of tapered laterals allows reducing pressure variation along the lateral
and water and energy consumption. Many efforts have been made to identify design
procedures for tapered laterals. For equal flow rate and emitter spacing in the
sublaterals, Valiantzas [3] introduced a new analytical continuous-uniform outflow
approach that considers the effect of the number of outlets on the multidiameter
lateral hydraulics. The latter is the extension to the previous modified energy-line
approaches [4, 5] based on the two previous basic assumptions for designing multi-
diameter irrigation laterals. The latter method was presented for the case of obtaining
the general solution by the direct calculation and reported that this method is valid
for all varying outlet discharge exponents.

In order to prevent trial and error and to use fewer head-loss equations, Sadeghi
et al. [6] by maintaining the assumption of constant emitter spacing in the two
sublaterals, and by considering the Hazen-Williams equation, introduced the factor
H, demonstrating the advantage of using this factor over the approaches of Hart [7],
Anwar [8] and Yitayew [9].

Recently, Sadeghi et al. [1] has extended for dual diameter lateral the analyt-
ical procedure to simulate the energy grade line along trickle laterals suggested by
Valiantzas [10]. The authors used the Darcy-Weisbach formula to estimate the fric-
tion losses and then focused the effects of the different design parameters by making
a comparison between the analytical method proposed and the numerical method
steb-by-step highlighting a high precision of the method.

However, an issue little covered in the past is detecting the commercial emitter
characteristics that exactly match those corresponding to the design variables. The
large number of commercially available products partly compensates this issue, but
even small differences between commercial and design parameters can produce
significant errors, frustrating the accuracy of the method.
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The objective of this paper is to develop a simplified procedure to design tapered
laterals and experimentally test it for drip sublaterals with different lengths, flow
rates and emitter interspaces.

2 Materials and Methods

2.1 Simplified Procedure to Design Dual-Diameter Drip
Laterals

Consider the sketch of a dual-diameter lateral laid on a horizontal field, displayed
in Fig. 1. According to what commonly accepted, with respect to the flow direction,
the Sublateral I (j < Ny) is characterized by a lower diameter, D; (L), than that of the
sublateral II, Dy (L).

Emitters are numbered from right to left, so that N; and N; are the number of
emitters of sublateral I and II that are installed along the sublaterals with lengths,
L; (L) and Ly (L), respectively. Emitters flow rates, g,,; (V T~!) and g, ;7 (V T7!)
can be different in both sublaterals, and also the emitters spacing, denoted by S; (L)
and Sy (L), respectively, which make it possible to determine the total lateral length,
L, as illustrated in the Fig. 1. Moreover, the material of each sublateral can also be
different, and it is described by the Hazen-Williams friction coefficient, according to
C; and Cy;. However, in this work a common value for polyethylene pipe, C; = Cjy
= 135, will be considered [11]. The local losses due to the integrated in-line emitters
were considered, and the fraction coefficients of the kinetic head, o; = 0.537 and oy
= (0.332, were assumed for the sublateral I and II, respectively [12].

Once the geometry of the dual-diameter lateral was established, for the hydraulic
design the same procedure followed by Baiamonte [13] was applied, in order to
suggest an easy to apply method to design tapered laterals, according to and estab-
lished set of commercial emitter characteristics. The design procedure could be

Jj=N=N+N, j=N+2 j=N;+1

Flow direction

q\;,n Sublateral Il

Ly=N,S,

Sy L=0
L=L,+L

Fig. 1 Sketch of the considered dual-diameter drip lateral
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Fig. 2 Example of pressure 24
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applied for two or more sublaterals, but for a simplified description of the procedure
only two sublaterals will be considered here.

Figure 2 shows an example of pressure head distribution corresponding to a dual-
diameter lateral, where the characteristic pressure heads are indicated. In particular,
Ay 1s the minimum pressure head at j = 1 (Fig. 1), A, , is the mean pressure head
for the sublateral I, 4, is the maximum pressure head of the sublateral I that matches
with minimum pressure head of the sublateral Il, 4, j; is the mean pressure head for
the sublateral II, and A, is the maximum pressure head of the dual-diameter drip
lateral. We need to refer to Fig. 2 for describing the energy balance equations that
can be written for the sublaterals I and II.

For the sublateral I (j < NI), following Baiamonte [13], under the assumption to
neglect the emitter flow rate variation, the energy balance equation accounting for
friction and local losses, can be written:

i 84,
hj = hoin+ KiLS1Y S (G =1 +a 21;4211 G- M

where h; (L) is the pressure head at the emitter j, A, (L) is the minimum pressure
head at the emitter j = 1, g,; (V T~!) is the emitters flow rates, corresponding to
hy 1, Sy is the emitter spacing, a; is the fraction coefficient of the kinetic head, and K;
is the unit hydraulic gradient. For the selected Hazen-Williams resistance equation,
K depends on the pipe diameter, D; (L), and emitter flow rate, g, ; (V T-1), and on
the numerical coefficients, r = 1.852 and s = 4.871:

10.675 g, 1"
x, = 10675 gus )
C; D

Dividing both sides by L, Eq. (1) can be rewritten:
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i , i
hej = hamin + KiSuy (=D +arKop ) - (—1)7 (3)

where A and hs,,;, are the pressure heads normalized with respect to L, whereas
K+ ; and S+ are, respectively:

K . 42%2,1 _ 8‘15,1 4
*L, I — 2 - 2D4L ( )
2¢(7D})"L  87°D;
S
S = %)

Equation (3) can be rewritten by using the generalized harmonic number truncated
at the emitter j, in power -r [14] and the Faulhaber’s formula [15], respectively:

HG—=1.-1) =3 (=1 Re(r) > 1 (©)

HG—1.-=Y" (-17=P =éj<j—1><2j—1> )
Substituting Egs. (6) and (7) into Eq. (3) provides:
hyj = Ramin + KrSer H(j — 1, =r) + a1 K 1 Pj ®)
Of course, for j = Ny, hxj = hsy:
Ran = Rymin + K1 St H(Np — 1, —r) + oK, 1 Py, 9

Equation (9) can be rewritten by denoting as Yg,; and Y, ; the friction losses and
the minor losses terms, respectively:

h*n - h*min + “IJFr,I + \IJL,I (10)

On the other hand, the normalized pressure heads, /+,;, and h+,, can be also
expressed as a function of the pressure head tolerance of the sublateral I, d; (Fig. 2):

h*min = h*n,](l - 81) (11)

hin = han,1 (1 + 81) (12)
that are linked by the following relationship:

146,

T3, (13)

h*n = h*min
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Substituting Eq. (13) into Eq. (10), yields:

146
h*minﬁ - h*min + lIlFr,I + \IJL,I (14)
— 07

that can be solved with respect to d;:

Ve +Wr g
2Rsmin + W + W g

8 = 15)

For the Sublateral II (j > N;), by maintaining a notation like that considered for
the Sublateral I, the energy balance equation can be written:

hij = han + K11 Sij0ilH( = 1, =r) = H(Np = 1, =n)] + 11 Ky 11 (Pj — Py,)
(16)

where P; and Py; are the Faulhaber’s formula [15] associated with j and N; (Eq. 6),

respectively. Of course, for j = N, Eq. (16) provides the maximum normalized
pressure head of the dual-diameter drip lateral:

Rsmax = Ny + KIIS*./,II[H(N =1, —r)=H(WN; —1,-r)] +a11K*L,II(PN - PN/) (17)

whereas Py the Faulhaber’s formula [15] associated to the total number of emitter
N =N;+ Ny:

Py = éN(N — 12N —1) (18)

Similar to the sublateral I, for j = N = N; + Ny, Eq. (17) provides hsygy:

Namax = han + Wi + WL 1 (19)

where:
Ve =K, Saril[H(N =1, —r) — H(N; — 1, —1)] (20)
Wi =0 K 11(Pv— Py,) (21)

On the other hand, the normalized pressure heads, A+, and hs,,,, can be also
expressed as a function of the pressure head tolerance of the sublateral I, 3;; (Fig. 2):

Ran = hsn 17 (1 = 817) (22)

h*max = h*n,ll(l + 811) (23)
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that makes it possible to express h,,,, as a function of A,,:

146
h*max = h*n( + ”> (24)
1 =46
Substituting Eq. (13) into Eq. (24), a relationship between A+, and A, can be
derived:
1+4; 1468,
h*n x = h*ni P 25
o= (50 ) (152 ©5)
Substituting Eq. (25) into Eq. (19), yields:
146, 1465 1+ 6
h*min PE— T < ] = h*mn— + W 7. + W 26
(1—81)(1—8“> T s, Frill L.1I (26)

where h+,;, can be made explicit:

_ (1-=6)A—=6+6))
Resmin = G =3, 18,6381 (Urrir + Y1) (27)

Substituting Eq. (15) into Eq. (27), and solving with respect to 3, yields:

2(amin + VEra + Y1) (Yerr + Yoo+ Yrer + Vo)

S =
(2hsmin + VErs + Ve 1) 2(hamin +Yrrs + Y1) + Ve + Yiig)

(28)

The characteristics of the commercial drip laterals emitters considered in the
present investigation are made by IRRITEC S.p.A. and are reported in Table 1.

In particular, for the corresponding %,,;,, Dy, C, S, oy, for the sublateral I, and
for Dy, and oy, for the sublateral II, Fig. 3a shows the pressure head tolerance of
sublateral I, §; (Eq. 15),whereas Fig. 3b shows the pressure head tolerance of the
dual diameter sublateral, 8 (Eq. 28), as a function of the number of the emitter N,
with the emitter flow rate as a parameter.

As expected, both §; and 8§ increase at increasing Ny, and for fixed N, increase at
increasing the emitter flow rate, g,. The figures also show the dots corresponding to
run #1 that will be selected for the applications that will be performed later.

2.2 Determining the Characteristics of the Emitter
Jor Sublaterals I and I1

As previously observed, the emitter flow rate — pressure head relationship is compul-
sory to be considered when designing according to non-pressure compensated emit-
ters [16]. In this context, where the mean flow rate of the dual sublateral is assumed
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0.4
—q,=151/h
q,=2l/h
—q,=25I/h
g,=31/h
q,=351/h
- —g,=4l/h

® run#l

0.3

5, 0.2

0.1

Fig. 3 For run #1 (Table 1), pressure head tolerance a of the sublateral I, §;, and b of the dual-
diameter lateral, 3, vs. the number of emitters in the sublateral I, N;, by varying g,,. For ¢, = 3.8 1/h,
the selected N value is indicated

“constant”, the emitter characteristics (k and x) of the flow rate — pressure head rela-
tionship, have to be determined with reference to the mean pressure head value of
each sublateral, 4, ; and h,, ;; (Fig. 2).
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Equation (29) and Eq. (30) can be applied together with the pressure head tolerance
relationships (3;, Eq. 15, and § Eq. 28) versus N/, to detect the emitters characteristics
that match the commercial ones (Table 1). Towards this aim, for run #1, Fig. 4 shows
Eq. (29) and Eq. (30), with g, as a parameter, together with the horizontal lines indi-
cating the commercial emitters characteristics (solid-dots), making possible to detect
the commercial emitters that better fit the simplified analytical design procedure.

K' 130?"::: — q,=15/h commercialk, = 1.2
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Fig. 4 For run #1 (Table 1), emitter scale parameter k., a) of the sublateral I, k., and b) of the
sublateral II, k., j7, vs. the number of emitters in the sublateral I, N7, by varying g,. For g, = 3.8 I/h,
the selected Ny value is indicated. Solid-dot lines refer to the commercial emitters
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3 Experimental Results

The results obtained by the experimental campaign consist in comparing the exper-
imental emitter pressure derived by the emitter flow rates, according to the pressure
head — flow rates relationship, with those derived by the simplified design procedure
(Eq. 8 and Eq. 16).

For run #1, run #2 and run #3 (Table 1), Fig. 5 shows the pressure head distribution
(PHD) line obtained by the simplified procedure (Eq. 8 and Eq. 16, red line) and the
PHD obtained by the exact SBS procedure (black line). Figure 5 also shows the range
of variability of pressure heads, according to the considered CVT = = 3%, applied
to the SBS PHD. As can be observed in the figure, the experimental pairs (L, ) lay
in between the considered range, validating the suggested simplified procedure.

Furthermore, it is noteworthy that the differences between pressure heads derived
the SBS procedure and those derived by the simplified procedure are much lesser
than the above-mentioned range of variability based on CVT.

Analogously to Table 1, for each sublateral, Table 2 reports the results of the
experimental applications, together with the coefficient of variation in pressure head
CV, the corresponding flow rate tolerance (3,), the detected pressure head tolerances
(87, 8y and 3), and finally the characteristic pressure heads, Ain, Hy 1, Hys B g1, and
hinax = hiy. The results reported in Table 1 and Table 2 can be compared.

Of course, the slight differences between the pressure head and flow rate tolerances
have to be ascribed to the assumption of neglecting flow rate variation in the simplified
procedure, but also to the assumed CVT, which undoubtedly plays an important role
in determining the experimental flow rate and pressure tolerances.

—numerical 2 run 82 Bb) run #3 c)
analytical s ; 14 N8B g (Ni=120 '
v 14 e ® 14

L (m) L (m)

Fig. 5 For runs #1, 2 and 3, comparison between the “dual” PHD obtained by the suggested design
procedure and that by the numerical method (SBS). The figure also illustrates the corresponding
pressure heads determined by the measured emitter flow rates, and the range of pressure heads by
assuming the manufacturing coefficient of variation CVT = =+ 0.03
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4 Conclusions

In recent years, among the research activities carried out at the Department of Agri-
cultural, Food and Forest Sciences of the University of Palermo, the microirrigation
system design was deeply addressed. The activity focused on finding simplified
design procedures for one-diameter laterals, aimed at maximizing water and energy
saving, in place of the common numerical design methods that require many trial-and-
error attempts and time-consuming iterations. In this paper the simplified procedure
was extended to the design of tapered laterals and different experimental tests to
validate this procedure were presented.

Of course, this is only the first step, since the proposed solutions need to be
extended to drip laterals laid on sloping fields and to the manifolds, where the use of
more than one diameter could be a convenient choice from an energy saving point
of view.
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1 Introduction

Because of multiple environmental problems, the need to operate in a sustainable
way is increasingly manifested, thus trying to adopt the guidelines of the Circular
Economy (economic system that can regenerate itself by ensuring eco-sustainability)
[2]. Environmental engineering, as a technical-scientific discipline, studies the use
of the living plant component associated with other eco-compatible materials, and
is based on several principles:

1) the reuse of waste materials and their release into the production cycle;

2) the use of renewable resources;

3) the eco-sustainability and environmental adequacy of the proposed soil bioengi-
neering technique.

The basic element of the RiVite project is a modern version of the fascines that,
as well known, is the collection of branches of small size, of ancient origin. The
project describes the idea behind the soil bioengineering technique patented by the
University of Palermo and the subsequent implementation of four prototypes.

The innovative technique suggested of the RiVite project is based on the forma-
tion of modular construction elements, made with organic waste materials (pruning
residues of the vine, that is the vine shoots, and beached P. oceanica), and the low-cost
assembly system for the formation of the work [1].

The implementation process is consistent with the economic policies of the Euro-
pean Union, for which the economy is circular when a system preserves the value
of products, materials, and economic resources for as long as possible, by supple-
menting reuse, the repair, regeneration, or recycling of products and thereby reducing
the generation of waste.

Moreover, this approach respects the DNSH (Do No Significant Harm) principle
established by Regulation (EU) 2020/852 of 18 June 2020 on the establishment of a
framework (Taxonomy Regulation) that favors and defines "sustainable investment"
economic activities contributing to an environmental objective and/or a social objec-
tive, provided, however, that such investments "do not cause significant damage". The
proposed artifact takes into account the life cycle of the vine shoots and the services
provided by the wine-growing activities, setting as objectives to be achieved those
set out in the Taxonomy Regulation, namely: a) the mitigation of climate change; b)
adaptation to climate change; c) sustainable use and protection of water and marine
resources; d) circular economy, including waste prevention and recycling; ¢) preven-
tion and reduction of air, water or soil pollution; f) the protection and restoration of
biodiversity and ecosystems.

2 Materials and Methods

The patent of the soil bioengineering technique, on which the RiVite project is based,
concerns the method and the building materials used for the realization of the work
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itself. More precisely, an innovative technique is advanced that involves the forma-
tion of modular construction elements, made with organic waste materials at low
cost, and the assembly system for the formation of the work. The research on the
reuse of organic waste materials in the field of soil bioengineering works, led to the
development of the construction technique for modules of a fascines, denoted as Roll
Modular Fascines (RFM) [3].

The basic idea of the patent is therefore the recovery of organic waste materials.
At the same time, beached biomass, suitably treated, which are destined to the consti-
tution of the cultivation substrate for the growth of native species in the body of the
work. The pruning residues of the vine, that is the vine shoots, and those of the
beached P. oceanica (Fig. 1) constitute therefore the two biomasses employed in the
construction of the soil bioengineering work.

The basic element of the work (module) is a vine pruning residues mechani-
cally assembled with specialized agricultural machines and currently on the market.
The mechanical assembly of the modules (RFM), involving the improvement of the
production process, compared to traditional works (fascines), resulting in an increase
in productivity, a reduction in costs and construction times.

The new product, made with local and renewable waste materials, responds to the
growing demand of the market in terms of defense and protection of the environment,
against a framework of supply of similar products of import and higher cost (e.g.
coconut fiber, biorollers, etc.).

Harvesting

Mechanical harvesting and storage

Packaging

Roll Modular

Fascine (RFM) Growing medium

* Hydromulching
RFM grav * Method by immersion + Cutting

« Seedlings with roots

Fig. 1 Basic idea for the construction of the Roll Modular Fascines (RFM)
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2.1 Materials Used in the Soil Bioengineering Work

The pruning residues of vines have many advantageous characteristics that make
them suitable for the construction of the soil bioengineering works i) have a cost
practically negligible, ii) are easy to find in the national country, iii) constitute a
renewable resource on an annual scale. The reuse of this material, as an alternative
to its burning, or to its burial or its transfer in rubbish dumps, is a considerable
advantage both from the ecological and the economic point of view.

Analysis of the mechanical characteristics of the vine shoots, aimed at testing
the resistance and durability of the material, showed values of the breaking stresses
ranging from 35 to 55 MPa depending on the cultivar. The vine shoots are then
collected mechanically for the establishment of the RFM. In the RiVite project, the
CAEB International QUICKPOWER 1230 round bale wrapping machine (Fig. 2)
was used, operating on rows larger than 160 cm, capable of completing the entire
processing cycle:

e Joading of vine shoots in the machine (up to 30 mm diameter);
e tying the RFM with natural fiber twine;
e automatic unloading from the rear door in a few minutes (Fig. 2).

Fig.2 a Vine shoots collecting and Roll Modular Fascine (RFM) production with the CAEB
International QUICKPOWER 1230 round bale wrapping machine, b weight collecting of RFM, ¢
low density RFM (100 kg/m?)
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The size of the RFM produced is: 40 cm in diameter and 60 cm height. The
machine harvests along rows of 200 x 80 cm where the pruning residues must be
previously arranged perpendicular to the direction of machine motion.

Mechanized packaging significantly increases the apparent density of RFMs from
40-80 kg/m? of conventional fascines to 100-300 kg/m? for RFMs. By acting on a
device, the compression adjustment in the wrapping chamber of the RFM, allows
varying the RFM density.

The beached P. oceanica residues, previously washed out, instead have optimal
characteristics for the constitution of the growing medium of the RFMs, in substitu-
tion of the soil. The RFMs, packaged at low density, in fact allow their filling with
a substrate with a growing medium consisting of P. oceanica residues, composted
organic vegetable residues and a mixture of native seeds.

The beaching of P. oceanica residues is a natural phenomenon that annually
occurs in all countries of the Mediterranean basin and therefore represents a high
renewable source of biomass. The removal and subsequent use therefore have a
threefold advantage: the use of the beach, solving the waste disposal problem and the
creation of new local and low-cost products, reusable in the field for the environmental
rehabilitation.

The formation of a fertile substratum is fundamental for the rooting and the
development of the vegetation inside the RFMs and it is useful to counteract the
growing phenomenon of desertification. Moreover, the high degree of porosity of
the residues reduces the phenomenon of radical asphyxia, allowing a good drainage
[4] and creating the optimal conditions for the seedlings rooting and vegetative growth

[5].

2.2 Assembling the RFM Modules

The soil bioengineering work is realized by connecting the RFMs with a mounting
system that makes the structure resistant. This then allows the resulting RFM, in the
initial pre-greening phase, to support the earth pressure exerted by the soil upstream.
A connection example is described in Fig. 3. The connection could be made with
textile or metal cables passing longitudinally inside or outside the RFM. The RFMs,
so connected and bound on discrete points to the ground, therefore increase their
degree of mechanical resistance, and react to earth pressure well (Fig. 3). However,
for the four prototypes described below different assembling procedures will be
considered and then implemented in the field.
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Connecting cable
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Fig. 3 Example of RFMs assembling

3 Sites Description and Prototypes

The realization of the soil bioengineering work described above allowed the achieve-
ment of the Technology Readiness Level (TRL) 5, with the technology of the patent
idea that has been validated in the field. A further increase in technological devel-
opment was achieved at the end of the project, reaching TRL 7 (Demonstration of a
system prototype in the operating environment).

The project RiVite financed by the MISE therefore envisaged the design of the
experimental plant of prototypes of the soil bioengineering work, in line with the idea
of patenting, its implementation and subsequent monitoring in order to highlight its
effectiveness.

The working team is composed of the proposers and the co-funding company
Jonica 2001 Soc. Coop. ARL, Giarre (CT), which has carried out the intense activities
in the field.

3.1 Sites Description

The prototypes of the soil bioengineering work have been realized in two adja-
cent areas to the park of the Etna volcano, having rather different pedoclimatic
characteristics (Fig. 4).
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VivaiolEmmanue

Fig. 4 aSites location; bsite A (Nicolosi, CT) Google earth V 7.1.2.2600 (May 24, 2020). Nicolosi,
Italy. 37°36/17.74” N, 15°00'44.48" E, Elev. 664 m., ¢ site B (Giarre, CT). Google earth V 7.1.2.2600
(May 24, 2020). Giarre, Italy. 37°43'57.07” N, 15°09'07.74" E, Elev. 319 m. https://earth.google.
com

The first site, denoted A in the project, is located in the municipality of Nicolosi
at an altitude of about 670 m s.1.m. The second site, denoted B, is in the municipality
of Giarre at an altitude of about 320 m s.l.m.

3.2 Prototypes

Four prototypes, diversifying in RFM assembling and implementation, reproducing
different static characters of the linear bioengineering work, were designed, and
implemented in the field. The height of the work has always been less than one
meter.

The two prototypes, called Al and A2, were located upstream of the Azienda
Serafica. The other two prototypes, denoted B1 and B2, were arranged inside the
Azienda Vivai Emmanuele. The prototypes Al and A2 were arranged on the same
line, along a total length of 60 m, at the edge of the existing vineyard. The proto-
type Al, 30 m long, of overall height above ground 80 cm, consists of a fence of
sharp wooden stakes with reinforcement crosspieces formed by two overlapping
rows of RFM not connected (Fig. 5). The fence consists of chestnut stakes 1 m
high above ground, interspaced 60 cm (the RFM size) connected by a rail at half
height. Transversal stakes, arranged at 50° on the horizontal, one for each 1.8 m,
were also arranged. In this scheme the RFMs have no static function. Figure 6 shows
the implemented prototype Al.


https://earth.google.com
https://earth.google.com
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| New row | _ Existing
Side slope 1/3| / vineyard row

Transversal stakes 4
(.g 5/6 cm), H = 080

m every 18m i \J

4 BN

chestnut stakes
{1 m high above
ground)

\ Connecting rail at half
height (¢ = 5/6 cm)

Roll Modular Fascines (FRM, 0.6 x 0.43 m) filled with a substrate with a growing
medium consisting of P. Oceanica residues, composted organic vegetable
residues and a mixture of native seeds.

Plan view

8 L A W

Fig. 5 Sketch of the prototype Al (section and plan view)

Fig. 6 The implemented prototype Al
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Fig. 7 Sketch of the prototype A2 (section and plan view)

The A2 prototype, on the other hand, provides a full static function of the fascines
consisting of two overlapping rows of RFM (Fig. 7). The individual rows are
connected by two longitudinal connecting cables, tied, and fixed at the ends and
in intermediate points of the bioengineering work with iron helical ground anchors.
The frontal face of the bioengineering work is reinforced by a steel cable that binds
the two overlapping rows with a zig-zag pattern. As a whole the structure reacts to the
earth as a catenary constrained in discrete points. Figure 8 shows the implemented
prototype A2.

The smaller B1 and B2 prototypes (4.2 m and 5.4 m) were arranged along the
upper edge of a terracing in stone wall which collapsed in several places. Thus,
the intervention consisted in "weeding” of the existing wall by reconstructing two
missing sections.

The B1 prototype consists of two steps made by two RFM fans with double height
closed by galvanized loose metal mesh fixed to the ground by metal pegs (Fig. 9).
The resulting gabions are supported downstream by metal pegs 1 m above ground,
interspaced 0.60 m. The static pattern is a mixture of that of the armed land and that
of the gabions. The overall height difference of the work reaches 1.70 m for a width
of steps equal to about 2 m. Figure 10 shows the implemented prototype B1.
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Fig. 8 The implemented prototype A2
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Fig. 9 Sketch of the prototype B1 (section and plan view)
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Fig. 10 The implemented prototype B1

The B2 prototype is conceived as a terrace consisting of three distinct rows of
RFM placed at a distance of 1.7 m along the slope (Fig. 11). Each row is connected
by two side current cables bound to metal pegs at the ends and in intermediate points.
The overall height difference of the work reaches 1.5 m for a total width of about
6 m. Figure 12 shows the implemented prototype B1.

Rooted fruit plants
(n.1 every meter)

Metal pegs (§ = 12 mm,
H=05m, every 1.8 m

| Tie rods ($p = 2.8 mm) I

Connecting iron rails (¢ = 2.8 mm)
constrained by tie rods upward

Plan view
- 1,80 -

@'
e
%‘

Fig. 11 Sketch of the prototype B2 (section and plan view)
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Fig. 12 The implemented prototype B2

4 Conclusions

This work describes the RiVite project that is based on the patent issued to the
University of Palermo [1] consisting of an advanced soil bioengineering technique
to stabilize the slopes. The soil bioengineering work is made with generally waste
materials: i) the vine shoots, which give life to the so-called rotofascine module
(RFM), basic elements of the work and ii) the beached P. oceanica, which is a
component of the substrate of growth.

The Jump-Poc Project, funded by the Ministry of Economic Development, then
made it possible to implement the patent idea and the implementing of four different
prototypes, which differ in the RFMs connections the and in the greening, in two
different sites close to the Etna Park (Nicolosi and Giarre).

The characteristics of the soil bioengineering work is certainly of high ecological
value due to the eco-compatibility of employed materials and the efficient use of
resources, fits well into the environmental mission of the recent PNRR (Italy).

Moreover, the use of the techniques exhibited in vineyards would show the sign of
the productive characteristic of the same area (the vine shoots), counteracting against
the degradation induced by tillage and mainly by the erosive problems due to the
establishment of new plants (excavations, bush clearing, earth movements, etc.).

Of course, the implementation of the suggested bioengineering work is in the
early stages and only in the future you will see the beneficial effects of the greening.
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Abstract The INCIPIT project (INtegrated Computer modeling and monitoring for
Irrigation Planning in ITaly) focuses on the development of a methodological frame-
work to monitor irrigation water uses at different spatial scales and under different
hydro-meteorological conditions in six Italian regions (Apulia, Campania, Emilia
Romagna, Lombardia, Sardinia, and Sicily). The objective of the INCIPIT project
is to fill the wide gap between research and application in order to meet the require-
ments of sustainable water-related policies — such as the Water Framework Directive
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(WFD), and the MIPAAF Ministry Decree of July 31, 2015- where a specific set of
obligations of measurement and estimation of the irrigated areas and irrigation water
volumes is defined. For this purpose, the ESA Sentinel-2 (S2) satellites provide
a very valuable source of information for mapping irrigated areas and estimating
spatially-distributed irrigation water requirements. This study illustrates the results
achieved using the IRRISAT methodology. In detail, the quantification of the irri-
gation water abstraction was achieved using the one-step approach, based on the
Penman—Monteith equation, and properly adapted with canopy parameters namely
crop height, Leaf Area Index (LAI), and surface albedo derived from S2 data. The
quantification of the irrigated areas was performed by using pre-existing maps, unsu-
pervised (clustering), and supervised classification (Machine Learning Algorithms)
applied to dense temporal series of vegetation indices.

The analysis was performed for the irrigation seasons 2019 and 2020 in seven irri-
gated areas, which differ in size, type of irrigation schemes, farm delivery, irrigation
methods, and crop types.

Keywords Crop evapotranspiration - Irrigated areas - Irrigation water
requirements + IRRISAT - Sentinel-2

1 Introduction

Agriculture is the main user of water resources. This sector accounts for 66% of the
total water used in Europe and 80% in the Mediterranean region, where from 2002 to
2014 the total irrigated area increased by 12%, while the total agricultural production
harvested decreased by 36% [1]. In Europe, the Water Framework Directive (WFD,
2000/60/EC) defines the main objectives in relation to the management of water
resources using a sustainable and integrated approach [2]. In Italy, from 31 July
2015, the declaration on the measurements and estimates of water consumption in
agriculture is regulated by the Decree of the Ministry of Agricultural, Food and
Forestry Policies (Mipaaf). For the purposes of the most effective application of this
decree, and considering the heterogeneity of Italian irrigation systems, it is necessary
to develop appropriate methodologies for the evaluation of the temporal evolution
of irrigated areas and the irrigation water abstraction in compliance with the WFD.

In this context, the INCIPIT (INtegrated Computer modeling and monitoring for
Irrigation Planning in ITaly) project (funded by Italian Min. Univ. and Research)
is focused on the development of a methodological framework to monitor irriga-
tion water uses at different spatial scales and under different hydro-meteorological
conditions in six Italian regions (Apulia, Campania, Emilia Romagna, Lombardia,
Sardinia, and Sicily) [3].

This study illustrates the results achieved using the IRRISAT methodology, the
first satellite-based irrigation advisory service developed in Italy and operating in
the Campania region [4]. In detail, the quantification of the irrigation water abstrac-
tion was achieved using the “one-step approach”, based on the Penman—Monteith
equation, and properly adapted with canopy parameters namely crop height (hc),
Leaf Area Index (LAI), and surface albedo derived from Sentinel-2 (S2) data. The
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quantification of the irrigated areas was performed by using pre-existing maps, unsu-
pervised (clustering), and supervised classification (Machine Learning Algorithms)
applied to dense temporal series of vegetation indices. The analysis was carried out
for the irrigation seasons 2019 and 2020 in seven irrigated areas, which differ in size,
type of irrigation schemes, farm delivery, irrigation methods, and crop types.

2 Materials and Methods

2.1 Pilot Areas

In the INCIPIT project we compare results for irrigation water abstraction in seven
irrigation districts in different conditions of availability of hydrometric and meteoro-
logical data in six Italian regions (Apulia, Campania, Emilia Romagna, Lombardia,
Sardinia, and Sicily).

In Northern Italy, we consider two areas within the Po Valley: the first one, in the
Lombardia Region, is the Adda river basin with more than 100,000 hectares served
by an open channel network from April to September. In the Adda pilot areas the
main crops are maize, forage crops, and vegetables irrigated mainly by the surface
irrigation method. The second one, in Emilia-Romagna Region, is “Bonifica Renana”
managed by the Water User Association (WUA) “Consorzio di Bonifica Renana”
(CBR), where we selected seven irrigation districts (about 5,100 ha), four served by
open channel, and three with a pressurized irrigation network. The irrigation season
extends from April to September for crops such as maize, sorghum, vegetables, fruit
trees, and vineyards. The most common irrigation methods are surface and sprinkler
irrigation for herbaceous crops and localized irrigation for tree crops.

In Southern Italy, we consider two pilot areas: The first one is the “Basso Volturno”,
in Campania Region, which is managed by the WUA “Consorzio Generale di Bonifica
del Bacino Inferiore del Volturno” (ConsBIV). This study area is divided into three
irrigation districts (about 13,300 ha) served by pressurized network, with irrigation
guaranteed from April to October. The main crops are maize, tomato, alfalfa, tobacco,
fruit trees, and greenhouse crops such as vegetables and strawberries. The most
common irrigation method for herbaceous crops is the sprinkler, while localized
irrigation prevails for trees. The second one is the “Sinistra Ofanto”, in Apulia Region,
which is managed by the WUA “Consorzio di Bonifica della Capitanata” (CBC),
where we select the “District n.10” (about 1,700 ha) served by pressurized irrigation
network from April to November. The main crops are vineyards and olives watered
with drip irrigation, and to lesser extent vegetables irrigated with sprinkler method.

In insular regions, we consider three pilot areas: the first one, in Sardinia Region,
is the “Sardegna Centrale”, managed by the WUA “Consorzio di Bonifica Sardegna
Centrale” (CBSC), where two artificial reservoirs feed two irrigation districts (about
12,000 ha) served by means a pressurized distribution system. The main crops are
meadows, pastures, alfalfa, maize, sorghum, vegetables, and tree crops such as vine-
yards, olives, and, citrus. The most common irrigation method is sprinkler and micro-
sprinkler for herbaceous crops and drip for tree crops. Irrigation is guaranteed for
twelve months per year, with an intensification of the water demand during the
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spring—summer irrigation season (from April to September). The second one, in
Sicily Region, is the “Castelvetrano” district (about 3,000 ha), managed by the WUA
“Consorzio di Bonifica Sicilia Occidentale” (CBSOc), where two artificial reservoirs
feed a pressurized distribution network from June to September. The area is mainly
dedicated to the cultivation of olives and vineyards watered with drip irrigation, and
to a lesser extent, citrus orchards and vegetables.

The third one, located in the eastern part of the Sicily Region, is the “Piana di
Catania” (about 5,100 ha), managed by the WUA “Consorzio di Bonifica Sicilia
Orientale” (CBSOr), and served by an open channel network. The irrigation season
extends generally from May to October. The main crops are citrus, olives, and other
fruit trees mainly irrigated by using localized irrigation and micro-sprinkler.

2.2 Map of Irrigated Areas

For the assessment of the irrigation water volumes at the district scale, the detection
of the irrigated areas is required. Often this information is not available to water
managers, who have also to deal with unauthorized water withdrawals for irrigation.
For this purpose, the detection of the irrigated areas was performed for each pilot
area by using different data sources and approaches. In detail, for the Adda and
Castelvetrano pilot areas the quantification of the irrigated areas was performed by
using pre-existing land use land cover (LULC) maps, derived respectively by [5], and
[6] enhanced with photointerpretation analysis. In the case of the Renana and Sinistra
Ofanto pilot areas, for both the 2019 and 2020 irrigation seasons, the maps of the
irrigated areas were derived from the farmers’ declarations on a cadastral basis, while
for the Piana di Catania pilot area, an unsupervised classification algorithm [7] was
applied to dense temporal series of vegetation indices. For the Sardegna Centrale and
Basso Volturno pilot areas, where ground truth data are available for both irrigation
seasons, the detection of the irrigated areas is performed by using a time-series of
NDVI (Normalized Difference Vegetation Index) maps and rainfall data as input
data in a supervised classification process [8]. In detail, the first assumption is that,
in conditions of hydrological deficit, typical of the summer period in arid and semi-
arid environments (like the Mediterranean area), crop growth is possible only with
irrigation. In other words, high trends of vegetation indicate irrigated crops when the
precipitation and/or the rise from groundwater are not sufficient to provide the water
supplies required for their growth, in reverse for the rainfed crops (Fig. 1) [9].

Fig. 1 Examples of the NDVI temporal pattern labelled as irrigated crop (a) and rainfed crop (b)
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The pre-processing is related to the atmospheric correction of S2 data, executed
by using the MAJA (MACCS ATCOR Joint Algorithm) processor, and the cloud
masking and gap-filling process carried out by means of the Whittaker smoother
(WS), proposed by [10] and implemented in the MODIS package into the R envi-
ronment [11]. In particular, the time series filtering was performed on the NDVI
maps, replacing clouds and shadows derived with the Multi-Temporal Cloud Detec-
tion method (MTCD) implemented in the MAJA processor [12]. Subsequently, the
smoothed and gap-filled NDVI maps and three-day cumulated rainfall data derived
from Persiann dataset [13] are considered as input data for supervised classification.
In detail, six Machine Learning Algorithms (MLA) as Random Forest (RF), Support
Vector Machine (SVM), Boosted Decision Tree (BDT), Single Decision Tree (SDT),
Artificial Neural Network (ANN), k-Neigherst Neighbour (k-NN) were tested by
using the R studio CARET package [14]. In the Sardegna Centrale pilot area, the
VIS-NIR-Rainfall assumption is not sufficient, given that many pastures and tree
crops such as olives and vineyards are irrigated occasionally during the dry periods.
In detail, in winter-spring and autumn for the pastures, and in the summer for the
tree crops. For this reason, from the “rainfed” and “tree crops” classes it was neces-
sary to derive further classes, such as irrigated winter-spring and autumn crops and
distinguish irrigated and not-irrigated tree crops. To this end, the VIS-NIR-SWIR-
Rainfall domain is tested by using the OPtical TRApezoid Model (OPTRAM) [15],
properly adapted by [16]. The OPTRAM model is based on the pixel distribution
within the Shortwave Infrared Transformed Reflectance (STR)-NDVI space, where
the STR index [17], computed with the S2 SWIR band (Band 12-2190 nm), is linearly
related to the water content of the soil-canopy ensemble. As shown in Fig. 2 in the
STR-NDVI space, the upper limit represents the position of pixels corresponding to
wet conditions in the soil—plant ensemble (“wet edge”), and the lower the drier (“dry
edge”). Dividing the region between the two extreme edges in four sub-sections, and
selecting S2 images acquired in dry periods without significant rainfall, the pixels
previously detected as rainfed and tree crops located in the upper wet regions of the
scatterplot are considered as irrigated. In reverse, those pixels included in the dry
subsection are labeled as not irrigated.

2.3 Crop Evapotranspiration and Crop Irrigation Water
Requirements

The crop evapotranspiration (ET) is computed by using the Penman—Monteith (PM)
equation based on the “one-step approach” implemented in the IRRISAT© method-
ology [4]. The ET modeling is carried out by deriving canopy parameters, hemi-
spherical albedo (o) [18], and Leaf Area Index (LAI) [19] by using S2 data, [20, 21],
while the crop height (hc) is fixed at 0.4 m for the herbaceous crops and 1.2 m for
tree crops, assuming that the influence of hc on the estimation of ET is negligible
during the irrigated season compared to the incoming solar radiation, as reported by
[4]. The agro-meteorological input data (solar radiation, wind speed, air tempera-
ture, dew point temperature, atmospheric pressure, and precipitation) were derived
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Fig. 2 a OPTRAM model adaptation for the detection of irrigated areas. b Detail of the map of
irrigated areas (2020) for “Sardegna Centrale” pilot area.

from the reanalysis data provided by the Copernicus ERAS5 single level dataset (hori-
zontal resolution: 0.25° x 0.25°). This dataset, along with the ERA5-Land dataset,
represents a valid data source for the estimation of ET in irrigation water manage-
ment applications in Italy [21, 22], especially when the availability of ground-based
stations is limited [23]. The crop irrigation water requirements (IWR) were computed
on a daily basis (mm day~') by subtracting from the ET the effective precipitation
(Pe), derived by using a semi-empirical model of interception of total precipitation
(P), [24]. In conclusion, the gross irrigation water requirements (GIWR) were derived
by dividing the IWR by irrigation method efficiency, assuming the following values:
1) 45% for surface irrigation, ii) 75% for sprinkler, and iii) 85% for drip irrigation
(Fig. 3).

In the case of the Adda pilot area, considering the wide extension of the district
(>100,000 ha) served with open channels, a distribution efficiency coefficient of 40%
was assumed. For the study areas as “Piana di Catania”, “Castelvetrano”, and “Sin-
istra Ofanto”, where drip irrigated tree crops are predominant, the IWR estimation
was performed taking into account only the crop transpiration rate, derived from crop
ET by using the approach proposed by [25]. In addition, for the “Piana di Catania”
pilot area preliminary tests were performed using the approach proposed by [26],
where the canopy resistances were modulated in the function of the water content of
the soil-canopy ensemble defined by using the OPTRAM model (Fig. 4).
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3 Discussion and Conclusions

The preliminary results of the INCIPIT project confirm the reliability of the Earth
Observation data in the mapping of irrigated areas and in the estimation of irrigation
water abstraction. The high revisiting time of the two ESA Sentinel-2A and Sentinel-
2B sensors and the high geometric resolution allow for constant monitoring of the
development of irrigated crops, also in the typical agricultural land fragmentation of
the Mediterranean areas. The IRRISAT methodology provides reliable estimates of
the irrigated volumes with good agreements for most of considered pilot areas, despite
the different sources of uncertainty for the measured values: i) unknown distribu-
tion efficiency of the irrigation networks, ii) water abstraction from non-measurable
sources (irrigation wells, open channels, irrigation tanks), iii) water abstraction for
non-irrigation use (i.e. livestock farms, recreational green spaces); while the thematic
accuracy of the map of irrigated areas and the lack of suitable field data (i.e. flux
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tower data) could affect the validation of the estimated volumes. In conclusion, the
results obtained demonstrate the effectiveness of the proposed framework as a valid
tool for water managers in an operative context, providing valuable information in
compliance with the requirements of the WFD.
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Treatment of Steep and Clayey Soils )
with Olive Pruning Residues L
for Conservation Purposes: Hydrological
Monitoring and Modelling Approaches

Giuseppe Bombino, Daniela D’Agostino, Pietro Denisi, José Alfonso Gomez,
Demetrio Antonio Zema, and Santo Marcello Zimbone

Abstract This study evaluates and models the hydrological response of a steep and
clayey olive grove of Southern Italy under three Soil Management Practices (SMPs,
mechanical tillage “MT”, mulching with 3500 kg/ha of pruning residues “M”, and
standard protection of soil “SP”). The saturated hydraulic conductivity, K, surface
runoff and soil loss have been evaluated after 26 natural rainfalls at the plot scale
throughout two years. Moreover, the accuracy of the SCS-CN and USLE-M models
in predicting runoff volume and soil loss has been evaluated for the three SMPs.
The MT showed the lowest Ksat (on average 45%, compared to SP), and the highest
runoff coefficient (+9%) and soil loss (+130%). M increased the Ksat by 26%, and
reduced runoff coefficients and soil loss (—13% and —43%, respectively) compared
to SP. The SCS-CN model was accurate in predicting runoff for all SMPs, and its
performance increased after CN calibration. The erosion predictions using USLE-M
running with default C-factors were inaccurate. Calibration of this parameter gave a
good prediction performance, especially in M plots.

Keywords Surface runoff - Soil loss - Soil cover + Soil management practices *
SCS model -+ USLE-M model

1 Introduction

In the Mediterranean area, olives are often cultivated on steep slopes, where erosion
rates can be high, mainly because of the specific climatic conditions (heavy and
infrequent storms with intense and often destructive floods). Mechanical tillage, when
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intensive, may result in worsening of the soil structure and thus in increased runoff
and erosion, particularly during the wet periods [13]. Soil management practices
(SMPs), such as mulching and cover crops with seeded or spontaneous species, are
beneficial for erosion reduction, water conservation and fertility maintenance (e.g.,
[13,6].

Although several studies have analysed the hydrological effects of these practices
in olive groves, very few studies have been published about the effect of soil mulching
with pruning residues on the hydrological response of soils in olive groves over steep
slopes. These effects can be predicted by using the most common hydrological models
at the hillslope scale, but, also by this approach, more research is needed to validate
the prediction capacity of the models in these environments. To the best authors’
knowledge, no studies have explored the capacity of the SCS-CN and USLE-M
models to predict surface runoff and soil loss in soils treated with mulching using
pruning residues in steep and clayey olive groves.

To fill these gaps, this study evaluates: (i) the water infiltration, surface runoff
and soil loss in steep and clayey plots of an olive grove of Southern Italy under three
SMPs: standard protection, mechanical tillage, mulching with pruning residues (at
dry matter dose of 3500 kg/ha); (ii) the performance of SCS-CN and USLE-M models
in predicting these variables in the same experimental conditions.

2 Material and Methods

2.1 Study Area and Experimental Site

The experimental site is an olive grove located in Locri (Calabria, Southern Italy)
at a mean altitude of 114 m a.s.l. (Fig. 1a). The climate is semi-arid hot summer
Mediterranean. The annual average rainfall and minimum/maximum temperatures
are 1350 mm and 11/28 °C, respectively.

The olive grove, planted with trees of Olea europea at 6 x 6 m spacing, was
10-12 years old (Fig. 1b). The slope was uniform (20%), and the soil was an Eutric

Fig. 1 Location and aerial map a, and layout of the experimental equipment b for hydrological
monitoring of the experimental site (Locri, Calabria, Italy)
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cambisol with prevalent clayey texture (28% of sand, 28% of silt and 44% of clay,
w/w). In this olive grove, three plots (42-m long and 6-m wide, area of 252 m?) were
hydraulically isolated (Fig. 1b). Each plot simulated one of the following SMPs: (i)
standard protection of soil (assumed as control, SP); (ii) mechanical tillage (MT) and
(iii) no tillage and soil mulching with pruning residues (M). The standard protection,
which is the ideal cover for soil protection, was created by keeping the plot covered
by spontaneous or seeded vegetation. MT was carried out in autumn and spring by a
rotary tiller. The soil of the M plot was covered every spring with pruning and grass
residues at a dose of 3500 kg/ha.

2.2 Monitoring and Statistical Processing
of the Hydrological Variables

The hydrological variables (rainfall depth and intensity, saturated hydraulic conduc-
tivity of soil, Ky, runoff volume, and soil loss) were measured from January 2016
to June 2018. Rainfall depth and intensity were recorded at a gauging station that
was 1 km far from the experimental site. The Ky, was measured following the
NRCS Survey NRCS Soil survey manual [11] immediately after each precipitation
by a double cylinder infiltrometer in three points per plot (upper, medium and lower
part). The ratio between the water depth (20 mm) and the time recorded for water
infiltration until complete soil saturation gave the Kg,. The choice of this method for
evaluating the K, was also supported by the experiences of Fatehnia and Tawfiqa
[4]. Runoff and soil loss were monitored after 26 erosive rainfalls (depths between
16.6 mm and 183 mm). For each event, the runoff water was stored in tanks and
samples of 0.5 L were collected and dried. The sediment of each sample was then
weighted, to estimate the soil loss. The used method for measuring soil loss, although
widely used, could be affected by underestimation due to non-homogeneous disper-
sion of sediment into the tanks. However, the sampling process was performed by
mixing accurately the tank content, and sampling at three different depths.

The runoff coefficient was the ratio between the runoff and rainfall depths.

The statistical significance of differences in Ky, runoff coefficient and soil loss
among the different SMPs was analyzed using Kruskal—-Wallis test (at p-level < 0.05)
and Dunn’s procedure with Bonferroni’s correction.

2.3 Model Implementation, Calibration and Evaluation

The SCS-CN and USLE-M models were implemented in the experimental plots
according to the guidelines of the USDA-SCS [14] and Wischmeier and Smith
[15] with subsequent literature updates. In short, for the SCS-CN model, the AMC
was derived from the antecedent 5-day rainfalls, the hydrological group was assumed
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according to the Soil Map of Calabria, and the default CN values (CN) were derived
from the original tables of USDA. For the USLE-M model, the runoff coefficient
was input, while, for estimating the R-factor, the method proposed by Renard et al.
[12] was adopted based on the kinetic energy and the maximum intensity for a rainfall
duration of 30 min. The LS factor was estimated from the morphometric character-
istics of the plots; the K-factor was calculated using the nomograph of Wischemeier
and Smith [15], the C-factor, which depends on the management practice applied
to the soil, was related to the tree density canopy diameter, and ground cover of
the plots. In this study, this USLE C-factor was calculated following the study by
Bombino et al. [1], who proposed an empirical equation based on canopy cover and
aboveground biomass. Finally, C and K factors were adapted (indicated as Kyy and
Cum,) according to the guidelines by Kinnel and Risse [8]. The P-factor was always
set to one.

The model predictions were analysed for “goodness-of-fit” with the corresponding
observations, adopting the coefficient of efficiency [9]. NSE is variable between —
oo and 1, and the model accuracy is good if E > 0.75, satisfactory if 0.36 < E <
0.75, and unsatisfactory if E < 0.36 [16].

The two models were calibrated by adjusting the CNs (for the SCS-CN model) and
the C factor (for the USLE-M) of each SMP. Particularly, a qualitative (by comparing
observed and simulated values in scatterplots) and a quantitative (using statistics and
a set of indexes, commonly used in hydrological modelling) procedure was adopted
to calibrate the CNs and C factor up to reach the optimal values of simulation.

3 Results

3.1 Monitoring of the Hydrological Variables

The Ky of MT (3.58 & 2.75 mm/h) and M (4.82 + 4.99 mm/h) plots were signifi-
cantly lower (—44.6% and —25.5%, respectively) compared to the SP soil (6.47 +
4.79 mm/h) (Fig. 2). The K, of M plot was higher by 34.5% compared to the MT
soil, although not significantly.

The runoff coefficient of the M plot (49.6 & 13.7%) was lower compared to both
the SP (56.7 £ 15%) and MT soils (61.8 £ 15.4%) (Fig. 2). The differences in runoff
coefficients in M soil were equal to 12.6% compared to SP (not significantly) and
19.8% compared to MT (significantly).

The highest soil loss was measured in the MT plot (0.04 £ 0.06 tons/ha, + 130%
compared to SP), while the lowest value was observed in the M soil (0.01 £ 0.01
tons/ha, —43.2%). The reciprocal differences in soil loss among the three SMPs were
not significantly different (Fig. 2).
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Fig. 2 Soil hydraulic conductivity (Ksa), runoff coefficient, and soil loss measured in the exper-
imental plots subjected to three soil management practices (SMP) (Locri, Southern Italy). Notes:
MT = mechanical tillage; SP = standard protection; M = mulching. Significant differences, at p <
0.05 are indicated by different letters among SMPs

3.2 Hydrological Modeling

Runoff predictions using the SCS-CN model with default CNs (88 for MT, 79 for SP,
and 90 for M plots) were acceptable, but not optimal (NSE < 0.71 with a minimum
of 0.49). To improve the model reliability, the default CNs were decreased to 85
(MT), 70 (SP), and 75 (M) during the calibration, and this noticeably improved
the prediction capability of the model. Calibration gave runoff predictions closer to
the corresponding observations for all the investigated SMPs (Fig. 3), and the NSE
increased up to 0.91 (MT), 0.94 (SP), and 0.85 (M).

Simulations of soil erosion by the USLE-M model running with default C-factors
(0.08 for MT, 0.04 for SP, and 0.02 for M) showed a poor prediction capacity (NSE <
—0.18) for the soil loss measured under all the three SMPs. The default model always
overestimated the observed soil loss, and therefore the C-factors were decreased to
0.06 (MT), 0.02 (SP), and 0.01 (M). Calibration reduced the model’s tendency to soil
loss overestimation, and noticeably increased the prediction accuracy of the model.
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However, a tendency to erosion underprediction still remained. The NSE coefficients
of the calibrated model running with C-factors were 0.87 for MT, 0.90 for SP, and
0.83 for M (Fig. 4).
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Fig. 3 Scatterplots of observed vs. simulated run-off using the SCS-CN model in the plots simu-
lating three soil management practices (Locri, Southern Italy) with default (left) or calibrated CNs
(right). Notes: MT = mechanical tillage; SP = standard protection; M = mulching
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Fig. 4 Scatterplots of observed vs. simulated soil loss using the SCS-CN model in the plots simu-
lating three soil management practices (Locri, Southern Italy) with default (left) or calibrated CNs
(right). Notes: MT = mechanical tillage; SP = standard protection; M = mulching
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4 Discussion

4.1 Monitoring of the Hydrological Variables

The MT produced the highest runoff and erosion rates, since the soil was left without
vegetal cover and the machinery worsened the water infiltration capacity of the soil.
Soil mulching with pruning residues resulted in lower runoff rate and erosion. This
reduction can be attributable to the higher Kg,, as compared to MT, but also to the
interception of precipitation and increase in surface roughness, which simultaneously
increased water storage and reduced overland flow velocity. It is well known that
Ky 1s influenced by the root system of plants that creates preferential pathways for
water infiltration [2, 5]. Moreover, the presence of the intricate mesh of wood sticks
branches and grass on the ground in the M plots (absent in SP) probably increased
the surface roughness, maximising the impact of these processes [3].

The reduction in soil losses detected in M soil is mainly associated to the general
decreased in surface runoff, as compared to MT. A reduction of splash, rill and
interrill erosion might be also an important reason for the decrease in erosion in M
and SP plots. This can be due to the soil protection by the different synthetic and
organic materials as well as to living vegetation, which prevented surface sealing
observed after intense rainfalls in the MT plot [6]. Although not directly measured
in this experiment, the soil organic matter could have played a great influence on
soil loss, which is associated to increasing vegetation and mulch covers. Moreover,
in soil with the cover of pruning residues, the high density of grass with thick and
high stems (which was lower in SP plot) prevented the complete and spontaneous
burying of the pruning residues, due to the weather agents. Unburied residues limit
the soil loss in the early stage of the runoff process.

4.2 Hydrological Modeling

This study has indicated an acceptable (using default CNs) and good (after calibra-
tion) runoff prediction capacity of the SCS-CN model in the experimental conditions,
which are typical of many olive groves of Southern Italy. The suggested values of
CN should be used instead of the standard SCS values for runoff predictions in olive
groves of the Mediterranean region with similar soils, climate, and management
conditions. However, this model should be further validated in the same climate
using further experimental data on rainfall-runoff relationships in olive groves with
different soils and slopes. More research is also needed for a broader use of this
model in agricultural areas of the Mediterranean environment, for instance by the
analysis of the model’s performance at the catchment scale or the evaluation of the
effect of various soil moisture accounting systems.

The USLE-M model, running with default C-factors, was inaccurate to predict
erosion in the experimental conditions. This forced the modellers to calibrate the
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model, decreasing the default C-factors, which resulted in very good predictions of
soil loss under all the studied SMPs. Other modelling experiences highlighted that the
applications of USLE-family models in different contexts can both over- or under-
predict soil loss. The residual underprediction of USLE-M detected in this study is in
contrast with the usual behaviour of USLE-family models, which generally overpre-
dict the lower soil loss [10]. The estimation of the site-specific C-factors using locally
measured data, as in our study, increased the erosion prediction accuracy of USLE-
family models. Therefore, the results may not be compatible with other sites, unless
the model is validated in other environmental conditions or supported by external
parameters. Modellers frequently propose C-factors based on poor understanding
of the methodological and geographical origin of these values and often without a
description of the specific crop management systems. However, bearing in mind the
limitation of our study, the C-value proposed for mulched plots could be reliable
at least for steep and clayey soils of Mediterranean conditions and fills the lack of
similar values for mulching applications in the literature. Further improvements of
the USLE-family models could consider the use of a sub-factor, which introduce
the modification of the erosion risk due to changes in the soil moisture content,
and the evaluation of the effects of management on soil conditions, to improve the
understanding of the system and to predict its temporal changes (Gomez et al., 2003).

5 Conclusion

The hydrological monitoring of mulched plots in comparison with mechanically
tilled soils and standard protection has shown that the use of pruning residues as
mulch cover seems to be the best strategy to protect clayey soils in olive groves in
steep areas. In contrast, our study has clearly demonstrated the need to minimise
tillage operations as much as possible, since this management practice may worsen
the runoff and erosion rates in these environmental conditions.

The modeling exercise has shown the feasibility of SCS-CN and USLE-M models
in predicting surface runoff and soil loss under the experimental conditions, provided
that both models are calibrated by the setup of the initial CNs and C-factors, respec-
tively. For olive orchards with a steep slope and clayey soil of Southern Italy, the
following two sets of CNs and C-factors values can be suggested for applications of
the SCS-CN and USLE-M models, respectively: 95 (MT), 70 (SP), and 85 (M) for
runoff modelling; 0.4 (MT), 0.2 (SP), and 0.1 (M) for soil loss predictions.
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Abstract Climate change and the widespread intensive agriculture are responsible
for the increasing frequency and intensity of abiotic stresses consequent to water
scarcity. At present, there is the need to select and release, in short time, plants
adaptable to the current environmental conditions and resistant to biotic and/or
abiotic stress. In this work we designed and validated a High-Throughput Screening
(HTS) system for the continuous and simultaneous monitoring of plant drought stress
response in a semi-controlled environment. Structurally, the HT'S-system consists of
three hardware segments for high-frequency detection of the agrometeorological
forcing variables (i.e., atmometry), the weights (i.e., gravimetry), and the soil water
content, SWC, (i.e., time domain reflectometry, TDR) of sixteen pots in which the
medicinal crop Salvia officinalis L (sage) was grown.

Two irrigation treatments, which were based on soil water deficit conditions, were
applied and an automated micro-irrigation system was designed to manage water by
following a feedback control irrigation scheduling protocol.

The system was able to model the sage water stress function following the root
water uptake macroscopic approach. The threshold of soil water status below which
crop water stress occurred was also identified. The gravimetric-based daily evapotran-
spiration (ETa) and the time domain reflectometry (TDR) -based root water-uptake
(RWU) rates showed a high correlation, which allowed validating RWU indicators
based on soil moisture sensors to estimate the ETa fluxes.
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1 Introduction

HTS systems are non-destructive and non-invasive tools that continuously detect
the crop response to soil and/or atmospheric conditions. In this context, the accu-
racy of HTS allows the detection and comparison of small changes in specific
eco-physiological behaviours associated to the plant response to environmental
constraints, such as drought conditions [2, 13].

The general objective of this to study was to present a HTS system integrated
into a platform that combines a gravimetric weighing system with soil and atmo-
spheric sensors for high-resolution and high-throughput diagnostic-screening, which
aimed at the macroscopic modelling of the crop water stress function. The system
was used on sage (Salvia officinalis L.), a medicinal crop largely cultivated for its
important biological properties and high tolerance level against abiotic stresses [5]
cultivated in pots under greenhouse conditions. Moreover, the specific objectives
consisted of i) compare the gravimetric-based and the soil moisture-based approaches
to measure the actual evapotranspiration fluxes and ii) perform a specific crop water
stress function following the root water uptake macroscopic approach.

2 Materials and Methods

2.1 Description of the HTS-System and Experimental Setup

Experimental activities were conducted in the field station of San Piero a Grado
owned by the Department of Agriculture, Food and Environment (DAFE) of the
University of Pisa (Italy; 43°40'48" N, 10°20'46” E, 2 m a.s.l.), whereas the HTS-
system was designed by the AgroHydrological Sensing and Modeling (AgrHySMo)
laboratory of DAFE. The HTS-system was installed in a semi-controlled environ-
ment, where it was possible to control the solar radiation through shading sheets,
the air temperature and relative humidity through a fan and/or active cooling system.
The greenhouse, oriented in the East—West direction, is 15 m length, 8 m width, and
3 m height.

The plants developed under natural radiative and wind speed conditions during
the initial phases of growth. Then, they were moved in the greenhouse in which the
experiment was carried out from 12 September to 5" November 2019.

Structurally, the HTS-system consists of three hardware segments for high-
frequency detection of the agrometeorological forcing variables (i.e. atmometry), the
weights (i.e. gravimetry), and the soil water content (i.e. time domain reflectometry,
TDR) of sixteen pots in which sage was seeded (Fig. 1).

An automated micro irrigation system was designed to manage water by following
afeedback control irrigation scheduling protocol. The three monitoring segments and
the irrigation system control were implemented in an algorithm written in CR-Basic
programming language. The elementary module of the HTS-system consisted of a
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Fig. 1 The sixteen modules of the HTS platform integrated with the Time Domain Reflectometry
(TDR) and the gravimetric (Lysimetry) segments, irrigated with the drip irrigation system

5.0 1 pot filled with sandy-soil and included 4-month-old sage seedlings; each pot
container was integrated with a load cell and a TDR system used, respectively, to
detect the weight [g] and the volumetric soil water content [m?® m~3]. The weights
and/or the volumetric water content measured in each module represented the feed-
back control variables used to manage irrigation events.

Data acquisition and the control system used Campbell scientific Inc. (Lough-
borough, UK) technologies. A data logger CR1000 implemented a TDR200 with
two levels of multiplexers (model SDM80X) and 16 TDR probes. The CR1000 also
managed a multiplexer for differential voltage (Diff Volt) channels (model AM16/32),
used for the load cells data acquisition, and a relay controller (model SDM16AC) to
open and close the electrovalves controlling irrigation.

The main climate variables were measured with a standard agrometeorological
station, model ATMOS-41, connected to a data logger model ED50 of the METER
Group (Pullman, WA, USA). The meteorological measurements allowed the calcu-
lation of reference evapotranspiration (ETy) using the Penman—Monteith model
proposed by Allen et al. [1].

The gravimetric segment used a high-resolution load cell (LC) to weight (W)
each module. For each module, three LCs model U2D1-3 K (NMB-Minebea Ltd,
Bangkok, Thailand), were fixed over a steel beam triangle and allowed reaching a
maximum load capacity of 9 kg. At this aim, a voltage regulator/stabilizer circuit was
designed and built to power the three load cells per module with the same constant
voltage of 10 V. The gravimetric segment was preliminarily calibrated based on
standard metrology protocols [4].

The TDR probe installed in each pot was designed based on a multi-wire configu-
ration (hexagonal geometry) to maintain the electrical field inside the soil volume. In
particular, the soil monolith was 130 mm height, and the active part of the TDR probe
covered a profile of 125 mm, being its head fixed at the bottom of the pot. The TDR
segment was programmed to acquire a waveform (WF) in each pot every 15 min, for
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a total of 16 WFs. A specific CRBasic instruction allowed extracting the probe bulk
length used to calculate the soil dielectric permittivity. The volumetric soil water
content (9) was finally calculated according to the universal equation proposed by
Topp et al. [12].

Two treatments were implemented and carried out based on different levels of
imposed soil water deficit. 8 modules of the HT'S-system were maintained under soil
water deficit conditions (SAGE-DI), by maintaining the soil water content below
the critical point, whereas the other 8 modules of the HTS-system (SAGE-FI) were
maintained under full irrigation, in the range of soil water contents between the field
capacity and the critical point.

2.2 Determination of the Soil Hydrological Properties
and Irrigation Scheduling Protocol

The soil hydraulic properties were obtained using the approach of Polak and Wallach
[7]. Atthe beginning of the experiment all the pots were watered until observing water
from the bottom and monitored at high frequency during the drying process. Initially,
a rapid decrease of 6 was observed, mainly due to the free drainage process (FD).
Then, a significantly slower extinction process occurred, due to the combination of
drainage (D) and root water uptake (RWU) processes. Finally, when the gradients
of total soil water potential become negligible, the dynamics of the drying process
only depended on RWU. The points obtained by intersecting the tangent lines char-
acterizing the three hydrological processes allowed identifying the soil field capacity
(0r) and the critical water content (@ ™). The soil wilting point (6,,;,,) was assumed
corresponding to the minimum value of 8 measured during the investigated period
[6]. The irrigation management followed a feedback control protocol, which allowed
to identify the irrigation timing based on two thresholds of 6. For the SAGE-DI treat-
ment, irrigation timing was set to maintain the soil water status in the range of soil
water content between 6 and 6,,,;, whereas, for the SAGE-FI treatment the soil water
content was maintained in the range between 6, and 6.

2.3 Procedure to Assess the Indicators of Soil and Crop
Water Status

Once determined the values of 8. and 6, it was possible to evaluate the fraction
of water available for transpiration (FTSW) [11] corresponding to each actual soil
water content (6;) used to quantify the soil water status conditions:

01’ - emin
FTSW = ——— (1)
efc - Qmin
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Actual evapotranspiration (ET,) of each module was determined by a differen-
tial analysis based on the series of pot weights, W [g], The weight loss between
two consecutive weightings (k = 15 min), was equal to the crop evapotranspira-
tion, including the instantaneous irrigation amount (Iy) and assuming the absence of
biomass accumulation and drainage during short and soil drying periods respectively,
was calculated as:

aw Wi — Wi_
ET, = —[_:| ~ - TRl 2)
dt k tr — tr—1

The 24-h integral of Eq. (2) returned the daily amount of ET .
The RWU was as well determined by finite element analysis of the soil moisture
values, 6y, by inverting:

O — Or—
T = k= E©) = RWULO) — Di(o) )
— Ir—1

where [ is the irrigation rate, Ey (0) is the soil evaporation, Dy(6) is the drainage and
Vi is the volume of the soil in the pot. Assuming the absence of free drainage and
soil drying period, the 24-h integral of Eq. (3) allowed estimating the daily amount
of root water uptake which included the evaporation term.

The relative evapotranspiration (RET) was obtained by normalizing the daily ET ,
for the corresponding value of the atmospheric water demand (ET ). The root water
uptake model (i.e. water stress function, WSF), describing the dependence between
RET and FTSW, was represented by means of a logistic model:

a

RET = 1 + becFTSW

4)

where a, b and c are the shape parameters of the model.

3 Results and Discussion

3.1 Agro-Meteorological Characteristics

During the experimental period there was a certain variability in the daily dynamics
of the agro-meteorological variables. The values of hourly Rg were characterized by
a wide range of peaks, from 400 W m~2 to 70 W m™2 at the beginning and end of
the experimental period, respectively, with a decreasing trend during the last month
of observation. Similarly, the maximum values of hourly RH, T, VPD, and u,
showed decreasing trends from the end of September to November. Consequently,
the distribution of hourly reference evapotranspiration, ET, showed the highest peak
of 0.37 mm h~! in September, whereas the lowest of 0.05 mm h~! was recorded in
November.
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3.2 Preprocessing of the Crop and Soil Water Status Data
Series

The SAGE-DI treatment showed lower average ET, [g h~! m~2] intensity than the
SAGE-FI treatment, with more marked differences around midday. The hourly ET,
series for both treatments resulted strongly variable. Even the dynamic of 6 showed
a strong intra-treatment variability, for both treatments.

However, the adopted irrigation protocol allowed to maintain the 6 in the pre-
defined ranges (i.e., between 6y, and the critical point 6" for SAGE-FI and from the
critical point " to 6,,;, for the SAGE-DI treatment).

The total amount of supplied irrigation was equal to 2200 and 1100 g for the
SAGE-FI and SAGE-DI treatments, respectively. Consequently, a total evapotranspi-
ration of 1836 g and 1437 g was measure for the SAGE-FI and SAGE-DI treatments,
respectively.

The variability observed in water fluxes (irrigation amount and ET,) could be
associated to the variability of 6 occurring among the treatments. Because irrigation
timing was based on the soil water status, an intra-treatment variability of 6 has
consequently caused a phase shift on irrigation timing among different plants of the
same treatment.

3.3 Soil-Plant Water Relation and Root Water Uptake
Modelling

A high correlation (R? = 0.77, p-value < 0.0001) between gravimetric-based daily
ET, and TDR-based RWU rates was obtained for the DI treatments. While a lower
correlation (R? = 0.35, p-value < 0.0001) was found between the two methods for
the FI treatments. The minor correlation on the FI could be explained by the fact that
the TDR-based approach is not able to capture the variations of water status derived
from the evaporation processes in the surface soil layers (i.e., first 5 cm depth), as
the TDR metal rods were installed at the bottom of the pot and did not reach the
first 5 cm of topsoil. Therefore, the TDR-based approach is not able to estimate the
ET,accurately when the irrigation volumes applied are more frequent and higher,
which is translated into higher evaporation fluxes.

A deeper analysis of the dataset showed the effect of the ET on the crop evapo-
transpiration process, which was more marked for higher values of FTSW (Fig. 2).
On the contrary, the effect of ETy appeared more attenuated for lower values of FTSW
because the evapotranspiration fluxes are more dependent on soil water status. There-
fore, solar radiation and vapour pressure deficit are the main forcing controlling the
plant transpiration processes when soil water is not limiting (10).

The nonlinear regression analysis allowed to fit the logistic model (Eq. 4) that
was parameterized by fixing @ = 1, and estimating the other two parameters, whose
values resulted equal to » = 8.93 and ¢ = 8.57 (R?> = 0.6; p-value < 0.0001). The
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Fig. 2 Screening of the agro-hydrological data expressed as actual plant actual evapotranspiration
(ET,) versus soil water status (F7SW) and atmospheric evaporative demand (E7T o)

critical soil water status (FTSW*), which marks the transition to the water deficit
condition, was determined as the intersection between the plateau and the tangent
line through the inflection point of the curve (Fig. 3).

This schematization suggests that at decreasing FTSW, the value of RET remains
around the unit until a critical water status is reached (FTSW* = 0.52) and then
decreases in response to the lower soil water availability.

Fig. 3 Relative

transpiration, RET, as a
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The complexity of the spatial distribution of the root water uptake patterns allows
the plant to compensate the effects due to the spatial variability of the soil water
contents. Thus, the roots located in the wetter soil volume can extract greater amount
of water from the soil, compensating for the reduced activity of the roots located in
the soil volume with lower water content [3].

4 Conclusions

The current study presents a simple and robust High-Throughput Screening (HTS)
system allowing the continuous measurement of the plant responses to stress and
non-stress conditions. The system was built by combining a pot gravimetric system
with TDR-based soil moisture sensors and placed in a greenhouse environment.

Two irrigation treatments, full and deficit, were set using a feed-back control of
irrigation scheduling with the aim to understand the sage response to water deficit
conditions. The full irrigation treatment, as expected, evidenced generally higher
soil water content () and plant evapotranspiration (ET ), than the deficit treatment.
The large intra-treatment variability observed for ET, and irrigation amount could
be related to the different root water uptake (RWU) intensity of each plant of the
treatment, due to the feed-back irrigation control, which was based on the soil water
content threshold.

The RWU process was represented by a nonlinear (logistic) relationship between
the RET and FTSW, which allowed identifying the critical threshold of FTSW
defining the incipient occurrence of water deficit conditions for the sage crop. The
RET values above the critical threshold of FTSW showed a relatively higher vari-
ability than that beyond the threshold, evidencing the plant roots ability to compensate
the spatial heterogeneity of soil moisture under higher soil water contents.
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Testing the Effect of the Rill Channel )
Slope on the Correction Factor of Surface | @
Velocity

F. G. Carollo®, C. Di Stefano®, A. Nicosia®, V. Palmeri®,
V. Pampalone(, and V. Ferro

Abstract The knowledge of flow velocity is necessary for studying rill hydraulics
and the related soil erosion processes. The dye tracer technique to measure surface
flow velocity V is based on the measurement of the travel time of a tracer needed
to cover a known distance. The measured V; must be corrected to obtain the mean
flow velocity V using a correction factor o, = V/ V which is generally empirically
deduced and can vary in different flow conditions. Experiments were performed by
a fixed-bed sloping flume simulating a rill channel. Two different bed arrangements
(smooth flume, and flume covered by sieved soil) were tested. The measurements
were carried out for four slope values (9, 11, 13, and 15%) and different discharges.
For each slope-discharge combination, 20 measurements of V; were carried out using
a Methylene blue solution. The travel time of the leading edge of the dye cloud was
measured by a chronometer. For both the arrangements, the frequency distributions
of V,/V,, resulted independent of slope and discharge. All measurements resulted
normally distributed, with a mean equal to one, and featured a low variability, demon-
strating that V', can be considered representative of surface flow velocity. The results
highlighted that a, is not correlated with the Reynolds number, the Froude number,
and the channel slope.

Keywords Soil erosion - Interrill flows - Rill flows + Flow velocity - Dye
method * Correction factor

1 Introduction

The knowledge and measure of flow velocity, which is a key hydrodynamic variable
influencing channelized (rill and gully) and interrill erosion processes, allow for
developing and testing process-based soil erosion models [1]. Many methods to
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measure flow velocity in interrill and rill flows are available, but the dye-tracer
technique [2] is one of the most common. This technique requires the measurement
of the travel time of a tracer [3] needed to cover a known distance from the injection
point to a given section. However, this technique gives the measurement of surface
flow velocity V, which must be corrected with a correction factor a, to obtain the
mean flow velocity V [2]:

ay = V/V, (D

This correction is due to the circumstance that, for open channel flows, local
velocity varies along the vertical, is equal to zero at the bed, and reaches the maximum
value at or below the water surface, depending on whether the effect of channel walls
is negligible or not, respectively [4]. The correction factor is influenced by the shape
of the vertical velocity profile, which depends on the flow hydraulic characteristics
and the interaction with the channel roughness. Consequently, reliable measurements
of the mean flow velocity are necessary to determine an appropriate correction factor
ay for different hydraulic conditions. In the literature, many studies, which explore
different conditions and determine different correction factor values, are available.
Howeyver, the results obtained in the literature are various and reinforce the idea that
the determination of an appropriate correction factor is a relevant problem in studying
rill flow hydraulics. Unfortunately, there is a lack of measurements performed for
the rill flow scale [5] since the majority of the available investigations regarding the
correction factor were carried out for flume and overland flow.

Di Stefano et al. [6] performed an experimental investigation using a small flume
with fixed smooth bed and walls, slope s values ranging from 0.1% to 8.7%, and clear
discharge ranging from 0.3 to 0.87 L s~!. Each experimental run was characterized
by a sample of 20 measurements of surface velocity V, having a mean value V,,, and
was carried out with fixed values of slope and discharge. The sample mean V,,, was
representative of surface flow velocity. The authors also found that o, is independent
of Reynolds number Re, while two relationships with a Froude number Fy =V,
//(g h) and s were established.

Nicosia et al. [7] performed experiments with clear water flowing over a fixed
rough bed in a flume simulating a rill to compare, for two different roughness condi-
tions, the measurements of surface flow velocity. Also for a rough bed, these authors
found that the sample mean V,, was representative of surface flow velocity, while
no trends were detected between the correction factor and Re, Fy, and s, even if
the analysis of the empirical frequency distributions of the o, demonstrated a slope
effect.

In this investigation, experiments were performed with clear water flowing over
a fixed smooth or rough bed in a flume to i) extend the slope range investigated by
Di Stefano et al. [6] and Nicosia et al. [7], ii) test slope effect on o, and iii) analyze
the relationships between a, and Re, Fy, and s for slope values ranging from 9 to
15%0.8
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2 Materials and Methods

The experiments were carried out using a flume (5 m long, 0.079 m wide and 0.04 m
high). The setup is the same used by Di Stefano et al. [6] and Nicosia et al. [7].
Water entered the flume by a small pipe, and an inflow device with wire meshes was
used allow the flow to span the entire flume width and dissipate flow turbulence.
Experimental runs were carried out using two different arrangements. For the first
one, the flume was left smooth in its bed and walls (Fig. 1).

The second one was obtained by fixing, by waterproof vinylic glue, a sieved soil
(dsp = 0.014 mm, clay 32.7%, silt 30.9%, and sand 36.4%) (Fig. 2) to the flume
bed and walls. For both arrangements, the measurements were performed for four
s values (9, 11, 13, and 15%). For each slope, five values of discharge Q (from 0.3
to 0.88 L s™!), were used. Consequently, each run was characterized by fixed values
of slope s, discharge Q, and water depth h. Discharge values were measured by the
volumetric technique, while the water depth 4 was measured from the bottom of
the flume bed by a point gauge (measurement accuracy of + 0.1 mm) placed in the
flume axis at 2 m from the inlet section. For each run, the flow cross-section area
was calculated by the flow depth &, and the mean flow velocity V was determined
as the ratio between Q and the flow cross-section area. The Froude number F of the
flow was calculated as F = V/(g h)*>, where g is the gravitational acceleration.

The velocity V; was measured using a Methylene blue solution as a dye-tracer
(Fig. 1). A small volume (2 mL) of the solution was sprayed by a pipette to avoid
changes in water properties. The tracer injection section was placed 4.3 m upstream
from the end of the flume. The travel time of the leading edge of the dye cloud

Fig. 1 Views of the flume for the smooth arrangement
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Fig. 2 View of the flume
covered by glued sieved soil

was measured by a chronometer. For each run, the measurement of V was repeated
20 times obtaining 20 values of the correction factor a,. For a given run, V,,, the
corresponding correction factor o, = V/V,,, and F were also calculated. This last
hydraulic variable was used to test the reliability of the relationship between o, (=
VIV,,) and F, which would allow estimating the correction factor by the measured
surface velocity. 420 and 400 measurements were carried out for the smooth and soil
arrangement, respectively.

3 Results and Discussion

3.1 Measurements of Flow Surface Velocity

Figures 3a (smooth) and 3b (soil) show, as an example for s = 11%, the empirical
cumulative frequency distributions of the V/V, ratio corresponding to the examined
discharges. Each empirical frequency distribution is referred to a sample of twenty
measurements of V, carried out in the same experimental condition (given values of
slope and discharge), having a mean value V,,. This figure shows that the distribution
of the ratio V,/V,, can be considered independent of discharge.

For each experimental condition, the empirical distribution of the V/V,, values
was plotted for fixed slope (Fig. 4). In this figure, the data covering the slope range
from 0.1 to 8.7%, obtained by Di Stefano et al. [6] for the smooth arrangement and
by Nicosia et al. [7] for the soil one, are also represented. For both the arrangements,
the overlapping of the five empirical frequency distributions suggested that V/V,,
can be assumed independent of slope.
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Fig. 4 Empirical cumulative frequency distributions of the V/V,, ratio corresponding to the
investigated slopes for the smooth (a) and soil (b) arrangement

The results shown in Figs. 3 and 4 agree with those obtained by Di Stefano et al.
[6] and Nicosia et al. [7] for experiments carried out on the same flume with smooth
bed and walls and covered with soil, respectively. These findings allow stating that
the distribution of the V/V, ratio is independent of slope and discharge, i.e., the
mean value V,, accounts for the effects of both slope and discharge on surface flow
velocity. Since the V/V,, ratio was independent of slope and discharge, all samples
corresponding to different bed conditions belong to a single population. Conse-
quently, a single frequency distribution of the V/V,, ratio was considered (Fig. 5).
This figure also highlights the normal distribution, with a mean value of V/V,, equal
to 1, having a standard deviation equal to 0.027 for the smooth bed and 0.022 for the
soil arrangement. Since each distribution is sub-vertical and characterized by V,/V,,
values close to 1, the mean value V,, can be considered representative of the flow
velocity for each experimental run. This finding also agrees with that obtained by
Di Stefano et al. [6] for the smooth flume case and Nicosia et al. [7] for the soil
arrangement.
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For analyzing the variability of the surface velocity V for the two roughness
conditions, for each experimental run, the coefficient of variation CV (V) was calcu-
lated. Figure 6 shows the relationship between CV (V) and F for smooth (Fig. 6a)
and soil (Fig. 6b) arrangement.

Figure 6 shows that CV(V), for the smooth arrangement (Fig. 6a), except for s
= 9% (data pairs enclosed by an ellipse in Fig. 6a), the CV (V) increases almost
linearly with F, probably due to a less measurement accuracy for higher flow
velocities. Instead, for the soil arrangement, CV (V) does not depend on F. The
measurement variability is comparable (1% < CV(Vy) < 4%) for the two investi-
gated arrangements. This result confirms that the dye-tracer technique is reliable for
both arrangements.
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Fig. 6 Relationship between F and CV (V) for the smooth (a) and soil (b) arrangement
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3.2 Determining the Correction Factor for Rill Flows

Figures 7a (smooth) and 7b (soil) show the (Re, a) pairs, with a, = V/V,,, for the
two investigated conditions. To extend the investigated slope range, also the data by
Di Stefano [6] (Fig. 7a) and Nicosia et al. [7] (Fig. 7b) were considered. For both
cases, the investigated channelized flows are turbulent (3532 < Re < 9799 for the
smooth arrangement and 3462 < Re < 10,155 for the soil one). For the slope range
9-15%, a is also independent of Re for both arrangements.

The result shown in this figure confirms that the correction factor is not influenced
by Re, as already demonstrated, for the same experimental setup and a lower slope
range (0.1-8.7%), by Di Stefano et al. [6] the smooth arrangement and by Nicosia
et al. [7] for the soil one.

Figure 8 shows the relationship between the correction factor o, and Fj, high-
lighting that these variables are not correlated, as already found by Di Stefano et al.
[6] and Nicosia et al. [7] for a slope range varying from 0.1 to 8.7% and the same
experimental setup.
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Fig. 7 Relationship between Re and o, for the smooth (a) and soil (b) arrangement
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Fig. 9 Empirical frequency
distribution of the ay values
for the smooth and soil
arrangements

a soil

normal

The empirical frequency distribution of the a, values (Fig. 9), for the whole
s investigated range (0.1-15%), shows that the correction factors for the smooth
arrangement are higher than those of the soil one and that both the curves are normally
distributed. Consequently, the mean values, equal to 0.78 (CV = 0.091) for the
smooth arrangement, and 0.645 (CV = 0.095) for the soil one, can be considered
representative for the investigated conditions.

4 Conclusive Remarks and Research Needs

The dye-tracer technique is a reliable method that requires an appropriate correction
factor o, for different hydraulic and bed conditions to obtain the mean flow velocity
from the measured surface velocity V. In this paper, experiments were performed
to study the applicability of the dye-tracer technique in a small flume. The obtained
results allow stating that for both the smooth and the soil arrangement a single
surface velocity measurement is, on average, representative of this kinetic variable.
Moreover, in accordance with previous results obtained with the same experimental
setup, the developed analysis on the correction factor confirmed that, also for higher
slope values, a, is not correlated with the Reynolds number, the Froude number F,
and the channel slope. Finally, the analysis demonstrated that o, is higher for the
smooth arrangement and, for a given experimental condition, its mean value can be
considered representative.

Considering the obtained results, new experiments should be carried out to explore
different flume roughness and other values of channel slope. Moreover, another
interesting challenge might be to study the effect on the correction factor deriving
from the sizes of the flume.
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Monitoring Rainfall Erosivity m
in the Sparacia Experimental Area i
by an Optical Disdrometer

F. G. Carollo®, C. Di Stefano®, A. Nicosia®, V. Palmeri®,
V. Pampalone(, and V. Ferro

Abstract The kinetic power of rainfall plays a fundamental role in soil erosion
processes. Kinetic power can be determined by knowing both drop size distribution
(DSD) and drop falling velocity.

This paper reports the results obtained by the DSDs detected by an optical
disdrometer installed in two Sicilian sites. In particular, the disdrometer was installed
at Palermo in the period June 2006 — May 2014 and at Sparacia experimental station
in the period March 2017 — December 2019. The DSDs, that are detected using
a sampling time equal to 1 min, after aggregation by rainfall intensity classes,
are presented highlighting the differences on DSDs characteristics for the two
experimental sites.

The rainfall kinetic power was calculated by combining DSDs and the falling
velocity obtained by the relationship suggested by Ferro (Ferro, V.: Tecniche di
misura e monitoraggio dei processi erosivi. Quaderni di Idronomia Montana (21/2),
63-128 (2001).). The reliability of the empirical relationships estimating kinetic
power by only rainfall intensity proposed by Wischmeier and Smith (Wischmeier,
W.H., Smith, D.D.: Predicting Rainfall Erosion Losses-A guide to conservation plan-
ning. Agriculture Handbook: United States Department of Agricolture, Washingtin,
DC; 537 (1978).) and Brown and Foster (Brown, L.C., Foster, G.R.: Storm erosivity
using idealized intensity distribution. Trans. ASAE 30, 379-386 (1987). https://doi.
org/10.13031/2013.31957), is firstly verified. Furthermore, the relationship theoret-
ically deduced by Carollo et al. (Carollo, F.G., Ferro, V., Serio, M.A.: Reliability of
rainfall kinetic power- intensity relationships. Hydrol. Process 31, 1293—1300 (2016).
https://doi.org/10.1002/hyp.11099), which allows to estimate the kinetic power by
rainfall intensity and a characteristic diameter (median volume diameter), is tested.

Finally, the comparison between the relation kinetic power — intensity detected in
the two sites is presented.
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Keywords Soil loss - Rainfall erosivity * Rainfall kinetic power - Drop size
distribution

1 Introduction

The rainfall erosivity is one of the most important parameters of erosion processes
and it can be evaluated the rainfall kinetic power, P,, i.e. the kinetic energy per unit
time and area.

There are numerous empirical relationships that use rainfall intensity, /, and have
various mathematical formulations to estimate the kinetic power. The relationship
suggested by Wischmeier and Smith [7] is the one that is most frequently used to
estimate P, I m~2 s~ 1):

P { (11.948.73 logD)I for I < I, 0
" (11.9 + 8.73 logl))I for I > I,

According to Eq. (1), P,/1,1.e. the kinetic energy per unit rainfall volume, increases
for I < I, and becomes constant for rainfall intensity greater than /,. They justify
the threshold value, I, considering that the median volume diameter, Dy, stops to
continue to increase when 7 exceed 76 mm h™!.

Kinnell [5] described the same trend proposing the following relationship:

P, =a(l — bexp(—cl))I 2)

and Eq. (2) was introduced in RUSLE model with a =29 J m2mm', b=0.72
and ¢ = 0.05 hmm™! [1].

On the other hand, the knowledge of drop size distribution (DSD) and the rela-
tionship between raindrop terminal velocity and drop diameter allow to calculate
the rainfall kinetic power by adding the contribution of all raindrops. Carollo and
Ferro [2], considering the falling velocity relationship proposed by Ferro [4] and the
Gamma distribution [6], obtain the following theoretical expression of the kinetic
power

9_52 2A4.67 A4.67
6 p [ :| 3)

- + I
(6+A)4.67 (12+A)467
in which A and p represents two parameters of Gamma distribution [6]. Carollo

et al. [3] demonstrated that if the exponential distribution is applicable, from Eq. (3)
the following relationship can be deduced

9.5%p [ 2 1 ]
P,=10°"L]1-— + I 4)
4.67 4.67
= (64L.)3"4 + 1) (62?107 + 1)
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which establishes that the ratio P, /I depends only on D value. In other words, Eq. (4)
establishes that the median volume diameter Dy is representative of the entire DSD
for calculating rainfall kinetic power.

This paper presents the DSDs measured by an optical disdrometer at Sparacia
experimental area in the period March 2017 — December 2019. The DSDs were
aggregated into rainfall intensity classes and they were used to deduce the kinetic
power values and evaluate the reliability of the above relationships Egs. (1), (2) and
(4). All the results are compared with those obtained by the same instrument in
Palermo in the period June 2006 — March 2014.

2 Materials and Methods

A unique optical disdrometer (Eigenbrodt model ODM 70) was used to detect the
DSDs at two experimental Sicilian sites (Fig. 1).

The measure of drop diameter is based on the light damping due to the passage of
the drop in the control volume between two diodes (Fig. 2). Dividing the diameter
range into 128 classes of width of 0.005 cm, the disdrometer measures drop diameters
between 0.035 and 0.6 cm. The instrument reports, for each record minute, the number
of drops falling into each class.

The Sparacia Areais located in western Sicily at415 ma.s.l., (Fig. 3). The Palermo
experimental site, about 100 km north of Sparacia area, is located in the Department
of Agricultural, Food and Forest Sciences of the University of Palermo, at an altitude
of 40 m a.s.l (Fig. 4).

The disdrometer monitored 544 rainy days in the period June 2006-April 2014 at
Palermo experimental site, and 318 rainy days at Sparacia in the period March 2017
- December 2019.

Fig. 1 Location of the JPALERMO
experimental areas .

‘S PARACIAIEXPERIMENTAL AREA

Google Earth
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1) electronics, 2) light-emitting diode, 3) lens system, 4) window, 5)
baffles, 6) sensitive volume, 7) achromatic collector lens, 8) optical
blend, 9) ocular, 10) photo diode, and 11) electronics compartment.

Fig. 2 Sketch of optical disdrometer

Fig. 3 Sparacia
experimental area

Fig. 4 Palermo
experimental area
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3 Results and Discussion

Only DSDs characterized by / > 0.5 mm/h and a number of not empty diameter classes
greater than 20 were considered. With these limitations low erosive rainfalls and
DSDs with small sample sizes were excluded. Therefore, 45,802 DSDs for Palermo
(I <203 mm/h) and 25,928 DSDs (I < 504 mm) for Sparacia were considered.

The single DSDs detected at Palermo and Sparacia were aggregated into intensity
classes with a different range in order to better illustrate how rainfall intensity affects
rainfall energetic properties. The intensity class range was specifically established at
1 mm/h for 7 <30 mm/h, 2 mm/h for 30 <7 <50 mm/h, 5 mm/h for 50 <7 <100 mm/h
and 10 mm/h for / > 100 mm/h. The average of the intensities of the DSDs falling
into each class was used to identify the rainfall intensity of the aggregated DSD of
that class. 59 aggregated DSDs for Palermo and 71 for Sparacia were obtained.

The comparison between drop diameter, Dy, corresponding to xx-th percentile
(xx = 25, 50, 75), of the aggregated DSDs and rainfall intensity was reported in
Fig. 5. Figure 6 shows the pairs (I, Dy) measured in the two sites.

For a given [ value, the precipitations observed in the two sites present DSDs with
similar values of D,s and Dsy. While, For D75, instead, Fig. 5 shows that, for I >
50 mm/h, the DSDs detected at Sparacia present lower diameter values than Palermo

0.20 - 0.20 -
¢ Palermo ¢ Palermo
0.15 -  Sparacia 0.15 | < Sparacia
£ £
< 0.10 < 0.10 o .
0 - e, ° ° 2 o on
=) ° W ° [a) n%ﬂmnnnf‘p“
0.05 4@' o e 0.05 | :
0.00 . . . 0.00 : r )
0 200 600 0 200 400 600

I (mm/h)

¢ Palermo

o Sparacia

(') ZEJO 400 6(')0
I (mm/h)
Fig. 5 Drop diameter’s 25th (D3s), 50th (Dsp), 75th (D75) percentiles of the aggregated DSDs
versus rainfall intensity
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Fig. 6 Measured Dy values 0.35
versus rainfall intensity for 0.30 °°
N L] o
the aggregated DSDs < Qu.' . °
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s 4
So1s 4
0 °
3
0.10 Re * Palermo
0.05 o Sparacia
0.00 -+ T T 1
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ones. For I > 50 mm/h, this trend is not more appreciable. As consequence, for a
given rainfall intensity, different DSDs for / < 50 mm/h and similar DSDs for 7 >
50 mm/h characterize the two experimental sites.

As shown in Fig. 6, for I < 17 mm/h, the Sparacia DSDs are characterized by
a decreasing trend of median volume diameter with /. While, for I > 17 mm/h, the
relation Dy-I is not different to Palermo one and for / > 100 mm/h, the values of D,
registered in the two sites can be considered equal.

The kinetic power of each aggregated DSD was calculated by combining each
diameter with its terminal velocity obtained by the relationship proposed by Ferro
[4].

Figure 7 highlights that the pairs (I, P,/I) detected at Palermo and Sparacia are
roughly overlapped for I > 100 mm/h while, for I < 100 mm/h, the pairs relative to
Palermo stay above Sparacia ones. However, for I > 17 mm/h, the relation P,,/I — I for
the two datasets is similar since P,/ increases with rainfall intensity until 7 = I, (It
= 40 mm h~! for Palermo and I, = 100 mm/h for Sparacia). Above these limits, P,/I
varies around the constant value of 27 J m~2 mm™! which is near to the asymptotic
values given by Eq. (1) (28.3 T m~2 mm™') or Eq. (2) 29 I m~2 mm™'). Anyway,
according to Fig. 7, the relation P,/I — I depends on the location of the site and
the rainfall intensity can not be the only predictive variable. Therefore, relationships
such as Eq. (1) or Eq. (2), are not reliable everywhere (Fig. 8).

Figure 9 reports the pairs (Dy, P,/I) for both datasets highlighting that they are
are overlapped for Dy > 0.17 cm and near to the curve of Eq. (4). For Dy <0.17 cm
the Palermo P, /I values are greater than Sparacia ones. In this case, only for the
Sparacia dataset, use of Eq. (4) determines a P,/ systematic underestimation.

The above considerations suggest that the validity of the hypotheses on which
Eq. (4) is based is reliable for whole Palermo dataset and is limited to Dy > 0.17 cm
for Sparacia dataset.
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Fig. 7 Kinetic power per
unit volume of rainfall versus
rainfall intensity for the
aggregated DSDs detected in
the two sites

Fig. 8 Reliability of Egs.
(1) and (2) to Palermo and
Sparacia datasets

Fig. 9 Kinetic power per
unit volume of rainfall, P, /I,
versus median volume
diameter Dy, for the two
datasets
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4 Conclusive Remarks and Research Needs

In this study, the DSDs recorded by the same optical disdrometer at two Sicilian
experimental sites (Palermo and Sparacia) were compared. Even though the two
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sites are situated in a comparable geographical environment, the DSDs registered at
Palermo differ from Sparacia ones.

Fixing rainfall intensity, the kinetic power per unit volume of rainfall registered
in the two sites can be considered roughly similar only for rainfall intensity greater
than 100 mm h~'.

This study showed that the relation P,/I — I, such as Eq. (1) and Eq. (2), is
not applicable anywhere because the rainfall intensity is not the only predictive
variable. In other words, knowing only the rainfall intensity does not allow to estimate
accurately its erosivity.

The Eq. (4) deduced by Carollo et al. [3] is reliable for the Palermo dataset while,
for Sparacia dataset, its reliability is limited to Dy > 0.17 cm because for Dy <
0.17 cm, a systematic underestimation of P,/I is detected.

For verifying the above results, further investigations in other climatic contexts
are needed.
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Testing an Automatic Approach for Rill )
Network Extraction to Measure Rill L
Erosion by Terrestrial Photogrammetry

F. G. Carollo®, C. Di Stefano®, A. Nicosia®, V. Palmeri®,
V. Pampalone(, and V. Ferro

Abstract In arecent investigation, the applicability of close-range photogrammetry
to measure rill erosion was positively tested on two plots with a length of 22 m and
steepness of 22% and 26% at the Sparacia experimental area (Sicily, Southern Italy).
An objective method, based on the convergence index, was applied to delineate the
rill network from the Digital Elevation Models (DEMs) and measure the eroded
channel volume, accordingly.

For the erosion event of September 2017, rills also formed on the 14.9% slope
of the experimental area and were surveyed on a 44 m-long plot with a series of
photographs taken from the ground. Rills were characterized by clear differences in
the cross-section geometry as compared to those previously detected on the more
sloped plots, inasmuch they were wider and shallower. The present investigation
aimed to check the effects of the rill cross-section morphology on the proposed
procedure to measure rill erosion. The three-dimensional (3D) Digital Terrain Models
and DEMs were obtained by an image-processing software using the Structure from
Motion technique. The rill channels detected by a method based on the combination
of a drainage algorithm and the convergence index were separated into contributing
and non-contributing to the total soil loss measured in the tanks downstream of
the plots. The rill density and frequency, and the soil loss due to contributing rills
were obtained. Finally, the sediment weight measured by the contributing rills was
compared with the weight of the sediment stored in the tanks that was assumed
as reference value. The low measurement errors (—14%) obtained by image based
technique supported the validity of the assumptions made to detect the contributing
rill network and further confirmed the reliability of the SfM technique to measure
rill erosion.

Keywords Rill erosion + Digital terrain models + Structure from motion technique
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1 Introduction

Water erosion is one of the most important soil degradation processes and rill erosion
contribution to total soil loss is usually dominant as compared to interrill erosion [1,
9]. Measurement of rill channels can be carried out by direct and indirect methods.
The direct method is time consuming and invasive because the operator carrying out
the survey walks inside the rilled area. The indirect methods, such as terrestrial laser
scanner (TLS), and the three-dimensional-photo reconstruction (3D-PR) techniques,
overcame these limitations and provide accurate 3D models of the investigated area.
The 3D-PR techniques, such as the coupled use of Structure from Motion (SfM) and
Multi View-Stereo (MVS) workflows [10], use images acquired from uncalibrated
and non metric cameras coupled with photogrammetric software packages [4] for
creating a 3D - point cloud representing the surveyed surface. Using the 3D point
cloud, a 2.5D surface (i.e., Digital Elevation Model, DEM) can be generated. In a
recent investigation [5], the applicability of close-range photogrammetry to measure
rill erosion was positively tested on two plots with a length of 22 m and steepness of
22% and 26% at the Sparacia experimental area (Sicily, Southern Italy). An objective
method, based on the convergence index, was applied to delineate the rill network
from the Digital Elevation Models (DEMs) and measure the eroded channel volume,
accordingly.

The general aim of this investigation is the measurement of plot rill erosion using
the SfM technique for rill digital reconstruction from terrestrial image sources. In
particular, a survey was carried out for measuring rills occurred in a plot located at
the Sparacia experimental area due to a natural intense rainfall event. The specific
aims are: i) comparing some morphological variables (depth, 4, and width, w) of the
rill cross section measured in this investigation with those measured by Di Stefano
etal. [5], ii) testing the method based on the combination of a drainage algorithm and
the convergence index at the rill scale; iii) comparing some morphometric parameter
of the rill network obtained using three different thresholds of the segment length
producing the rill interruption, iv) comparing soil loss measurements carried out by
the image based technique using these three different thresholds with the actual soil
loss measured in the sediment storage system located downstream of the plot.

2 Materials and Methods

For the severe erosion event of September 24, 2017, which was characterized
by a total rainfall amount of 33 mm and an erosivity index [13] equal to
517.4 MJ mm ha~! h~!, both total erosion and rill erosion were measured on a
8 m x 44 m plot, with steepness, s, of 14.9% located at the Sparacia experimental
area. The Sparacia experimental station for soil erosion measurement of the Depart-
ment of Agriculture Food and Forest Sciences of Palermo University is located in
western Sicily, southern Italy, approximately 100 km south of Palermo (Fig. 1).
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Google Earth N

Fig. 1 Location of the experimental area and view of the investigated plot

In this experimental area 22 USLE-type plots, varying in length from 11 to 44 m,
in width from 2 to 8 m and in steepness from 9 to 26%, are established. All plots are
subjected to natural rainfall, and are continuously in fallow. Runoff and associated
sediments from each plot are intercepted by a gutter placed at the lower end of the
plot, and collected into a storage system consisting of tanks of known geometric
characteristics, each having a capacity of approximately 1 m?, that are arranged in
series at the base of each plot. In this investigation, the 12 MP GoPro Hero4 Silver
camera was used for terrestrial image acquisition. The camera was fixed to the tip
of a telescopic pole to capture high centred perspectives of the plot by following a
walking itinerary around the plot. The average object distance H was equal to 2.4 m
and a total number of about 325 images were taken to cover the plot. Eight GCPs
were deployed on the plot perimeter and their (x, y, z) coordinates were collected
with a geodetic total station. The GCPs consisted of 15 cm x 15 cm black and white
wooden targets. The image processing software Photoscan Professional (by Agisoft,
St. Petersburg, Russia) was used for obtaining the 3D model by an automatic process
which couples SfM and MVS techniques. Then, using the point cloud of the 3D
model a DEM having a pixel size equal to 5 mm was generated by Photoscan.

Various methods have been used in different studies to extract channel network
from a DEM such as the landform curvature method [11], the slope analysis, the
Broscoe’s method [2] and the Canny operator [3, 7]. In this investigation, the method
based on the combination of a drainage algorithm and the convergence index was
applied.

The CI index is defined by the following relationship [5, 12],

1 n—1
c1=<n_1§9,-)—90 )

where 7 is the number of kernel cells, and for each external cell i, ; is the angle, in
degrees, between the aspect of cell i and the direction of the vector joining the centre
of cell i and the centre of the kernel [12]. The convergence index ranges from — 90°
to 90°. Positive values relate to divergent areas, negative values relate to convergent
areas, and null values represent areas without curvature as planar slopes.
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Tarolli et al. [11] suggested that the kernel size for topographic parameter calcu-
lation has to be related to the size of the feature to be detected. In the present investi-
gation, a moving window of 23 cm, having a size equal three times the spatial extent
of the investigate feature, was used.

To determine significant cells, i.e. which should actually correspond to the rill
channel, an objective threshold CI7, beyond which the CI values could be considered
significantly different from a plane landform, was applied. In particular, the threshold
was set equal to two times the standard deviation, o, of CI. The choice of this threshold
value was supported by the findings of Pirotti and Tarolli [8] concerning channel
network extraction. Taking into account that only negative CI values relate to conver-
gent areas, significant flow convergence cells were characterized by convergence
index values less than or equal to —20.

At the end of this step, the disconnected convergent areas were identified and
considered as rill features. To achieve the connection, the flow accumulation algo-
rithm was weighted with the threshold convergence grid according to Thommeret
et al. [12]. A GRID representing the rill thalweg was obtained.

Considering that only some rill channels were connected to the rill network
reaching the plot outlet, according to Di Stefano et al., [5] and Rejman and Brodowski,
[9] the rills were separated into contributing, which were connected to this network
and contributed to total soil loss measured at the plot outlet, and non-contributing rills
which were interrupted within the plot. To identify the contributing rills, the auto-
matic procedure by Di Stefano et al. [5] was applied. The procedure allows obtaining
araster of deepening, /4, respect to the maximum elevation in a given neighborhood
of the pixel.

From the obtained raster of deepening values, rill interruptions were localized
where the pixel values were lower than a given deepening threshold, A7, and this
condition persisted at least for a rill segment length, L, greater than a threshold L. A
single iy value, equal to 1 cm, and three different Ly values (10, 12 and 15 cm) were
used. In other words, if the deepening value was lower than 1 cm and this condition
occurred for a rill of at least 10-12—15 cm, then the rill was interrupted and the
upstream rill reach was classified as non-contributing. Figure 2 shows, schematically,
the criterion for the determination of contributing and non-contributing rills.

To measure the total volume V, each contributing rill was divided into segments,
each of them bounded by two 0.30 m long transects perpendicular to the rill thalweg
and with a distance interval, d, of 0.3 m. The extraction of the cross section profile
was carried out in correspondence of the transects from the point cloud of the 3D
model by Cloud Compare software. The surface width, w, the depth, &, calculated
using the rill thalweg as reference, and the cross section area ¢ were measured by
AutoCad. The rill segment volume V., was calculated by the following relationship:

Vis = 05 (0 +0iy1) d @)

where o; and o, are the upslope and downslope cross section areas of the rill
segment, respectively. The total volume V was obtained by adding the rill segment
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volumes. The total rill volume V was converted into weight using the bulk density
mean value equal to 1200 kg m~.

To measure the actual soil loss, the direct method (DM), was adopted. In particular,
the total weight of the stored suspension (liquid and solid fractions) into each tank
was measured and a representative sample from the free surface to the bottom of
the tank was extracted by a cylindric sampler to measure the water content in the
suspension. The sample was oven-dried at 105 °C for 48 h and the solid material was
weighed.

3 Results and Discussion

The cumulative frequency distributions of both w and depth & plotted in Fig. 3
show that width values detected in this investigation are significantly higher than
those measured by Di Stefano et al. [5] while for 4 no significant differences are
appreciated with the available data for plot steepness, s = 22%. This result can be
explained by the lower slope of the investigated plot.

Figure 4 shows, as an example, a representative cross-section of rill surveyed by
Di Stefano et al. [5] (a), and in this investigation (b).

Figure 5 shows the total length, Lg, and drainage frequency, Fy, values by three
different Ly for non-contributing and contributing rills.

Lg of non-contributing rills were, on average, higher than those of contributing
rills. Moreover, for non-contributing rills the total length decreases as Ly increases,
while for contributing rills Lz decreases as Ly decreases. The Li values of
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Fig. 4 Representative cross-section profile of rill surveyed by Di Stefano et al. [5] a, and in this
investigation b

contributing rills were equal to 48%, 42% and 34 % of the total length of all rills for Ly
= 10cm, 12 cm and 15 cm, respectively. Fy, obtained from the three different values
of Ly were similar (Fig. 5b) both for the non-contributing and contributing rills, and
the highest values of F; were detected for non-contributing rills. For contributing
rills the drainage density D; was 0.65 m m~2 (Ly = 10 cm), 0.80 m m™? (Ly =
12 cm) and 0.90 m m-2 (L7 = 15 cm) while, for those not contributing, it was equal
to124mm2 Ly =10cm), .10 mm=2 (Ly = 12 cm) and 0.99 m m~2 (Ly =
15 cm).

For both non-contributing and contributing rills the drainage frequency was less
sensitive to the threshold L than total length and the drainage density. This result
suggested that L affects the total length of rills while does not affect the number of
rills. Therefore, for contributing rills, the increase of Ly yields almost exclusively an
increased total length of the contributing rill network.

500 mLT=15cm a) 0.4 b)

400 ®LT=12cm

LT=10 cm

Lg (m)

non-contibuting contributing non-contibuting contributing

Fig. 5 L and Fy values by three different L7 values for non-contributing and contributing rills
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Figure 6 shows the comparison of soil loss measurement by 3D model using three
different Ly values with that obtained by DM. These measurements were affected
by an error equal to —35% for Ly = 10 cm, —22% for Ly = 12 cm and —14% for
L7 = 15 cm. Therefore the most reliable value of soil loss due to rill erosion, i.e.,
closest to that obtained by DM method, was obtained by setting Ly = 15 cm.

The low measurement errors (—14% for Ly = 15 cm)) was close to both obtained
by Di Stefano et al. [6] (ranging from —6.4% to 16.8%) and by Di Stefano et al.
[5] (ranging from —6% to 13%). The underestimation of soil loss for all three Ly
thresholds can be explained by the fact that the DM also takes into account the contri-
bution of the interrill component. However, the low measurement errors obtained by
image based technique supported the validity of the assumptions made to detect the
contributing rill network and further confirmed the reliability of the SfM technique
to measure rill erosion.

4 Conclusions

This paper reported the results of the comparison between rill surveys that were
conducted for three different plots at the Sparacia experimental area for two different
rainfall event. In all cases the acquired data were processed using SfM technique.
Furthemore, in this investigation the results of the comparison between some morpho-
metric parameters and rill erosion measures, obtained by three different values of
rill interruption length, L; were reported. The technique performed in the present
investigation allowed to establish that i) the plot steepness affects the surface width
of the rill cross section ii) the Ly values affects the total length of rills while does
not affect the number of detected rills iii) the combination of a drainage algorithm
and the convergence index, and the adopted criterion to detect the contributing rill
network leads to reliable results. Further studies are necessary to choose a Ly value
which can be used in absence of measured data allowing its calibration.
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Assessing Path Tortuosity on Rill Flow m
Resistance oo

F. G. Carollo®, C. Di Stefano®, A. Nicosia®, V. Palmeri®,
V. Pampalone @, and V. Ferro

Abstract The departure of the thalweg from a straight path is accounted for by the
tortuosity ¢, a parameter of rill morphology. Few research has been done on how ¢
affects flow resistance for rills. The analyses of a plot investigation reported in this
study are finalized calculating the tortuosity parameter and evaluating the reliability
of a theoretical flow resistance equation. The Structure from Motion algorithm was
used to generate a three-dimensional Digital Terrain Model. First, an approximation
of the thalweg was obtained by photo-interpretation for the four investigated rills. A
calculation routine was then applied to identify the cross sections perpendicular to
this rill thalweg, with a fixed distance d, and determine the relative lowest points. The
real rill thalweg resulted from the line connecting these points. Among the several
investigated distances, the value of 0.075 m was selected for tortuosity calculation.
The detected non-monotonic relationship of the Darcy-Weisbach friction factor f
against ¢t was attributed to the three additive components resulting from sediment
transport, bed roughness, and localized energy losses caused by curves. In fact,
compared to the third component, the first two have the opposite influence on f. The
theoretical approach gave an accurate and 7-dependent estimation of f.

Keywords Tortuosity - Rill erosion * Flow velocity profile - Flow resistance

1 Introduction

The rill component of soil erosion is frequently dominant relative to the interrill one
[2, 9]. Rills are likely to occur when severe rainfalls hit bare soils [3].

The mean flow velocity, V, is a fundamental hydraulic variable for studying and
modeling rill erosion processes since it affects sediment detachment and transport
[7]. Uniform flow equations, such as Darcy-Weisbach, Manning, or Chezy [5, 11],
developed for river hydraulics, are used in many soil erosion models. The latter are
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applicable to turbulent and uniform flows, which differ from rills for the geometrical
scale, interactions between flow and the eroding channel, and tortuosity. This last
parameter of rill morphology represents how much the thalweg deviates from a
straight line.

A common definition of rill tortuosity still lacks [10, 11]. In this investigation, the
rill tortuosity ¢ is calculated as the ratio between the actual and the straight thalweg
length, following Strohmeier et al. [11].

Although investigations about the impact of path geometry on flow resistance
for meandering channels have been conducted, studies for rills are lacking in the
literature. This is a challenge as rills in field can be characterized by a level of tortu-
osity. This may be important, for instance, in areas with sparse and irregularly spaced
plants, where runoff is naturally directed between plants by vegetation. In fact, runoff
is compelled to flow between patches because the soil supporting vegetated patches is
frequently higher relative to the surrounding environment [8]. Since 1984, numerous
experimental studies have been conducted to develop relationships that predict rill
flow velocity [3]. To the best of our knowledge, however, only one study, conducted
by Strohmeier et al. [11], examined the relationship between rill tortuosity and rill
roughness, measured by the Manning—Strickler coefficient k. Their experimental
runs were performed for two discharge values (0.145 and 0.170 L s~!) and both rills
freely developing on a sloping bed and rills forced to have a straight direction. The
former experiments were characterized by tortuosity values ranging from 1.051 to
1.109, while the latter ones had values approximately equal to 1.000 (1.000-1.017).

Di Stefano et al. [2] proposed a theoretical rill flow resistance equation, which is
obtained by integrating the power velocity profile:

f =816+ 16 +2)/Q@ R [1/ TP/ ()

where f is the Darcy-Weisbach friction factor, 8 = 1.5/In Re, Re is the Reynolds
number, and I" is the velocity profile parameter. The I" parameter can be estimated
by the following power equation

I =aPF’/s )

where F is the Froude number, s is the bed slope, and a, b and c are coefficients
to be experimentally determined. Equation (2) was parameterized by measurements
obtained only for straight rills, with flat or step-pool beds, and with or without sedi-
ment transport [3]. A tortuous rill prevents uniform flow from occurring. In compar-
ison to straight channels, the flow structure in this situation is more complicated,
as all the three components of flow velocity are relevant. For this reason, specific
measurements are needed to calibrate and assess the predictive capability of flow
resistance equations, such as Eq. (1).

Given the obvious fractal nature of the rill length, the adopted accuracy level of
the measurement technique has a clear impact on the tortuosity value. Additionally,
the flow velocity obtained by the dye-tracing technique [7], and consequently flow
resistance, are affected by the measured rill length.
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This paper presents the findings of a plot research conducted to determine how rill
tortuosity affects flow resistance. Firstly, the adequate accuracy of the rill thalweg
measurement for establishing ¢ was identified, and then applied to study rill flow
resistance. The tests broadened the range of the tortuosity values adopted in the
study by Strohmeier et al. [11].

2 Materials and Methods

The experimental runs were performed on a2 m x 7 m plot, placed at the Department
of Agriculture, Food and Forest Sciences of the University of Palermo. A soil having
a clay percentage of 32.7%, silt of 30.9%, and sand of 36.4%, was used to fill the
plot to a slope of 18%. Four different values of tortuosity, approximately equal to 1
(straight rill), 1.08, 1.16, and 1.30 (Fig. 1a) were set manually incising four mobile
bed rills, where a low clear flow discharge (Q = 0.1 L s~') initially ran. Then,
during the experiments, a constant inflow discharge Q = 0.32 L s~! shaped the rill
channel. At the end of each run, the three-dimensional Digital Terrain Model (3D-
DTM) was constructed through about 70 photographs, acquired with a digital camera,
and was used to define the rill channel geometry and ascertain the real tortuosity
value. Considering that the 3D algorithm operates with convergent photos, these
images were taken to ensure that each point of the surveyed area was included in at
least three photos. Structure from Motion (SfM) and MultiView Stereo algorithms
were combined automatically by Agisoft Photoscan Professional to create the 3D
model [3]. Then, using photo-interpretation, an approximation of the rill thalweg
was identified. A calculation routine was then applied to identify the cross sections
perpendicular to this rill thalweg, with a fixed distance d, and determine the related
lowest points. The real rill thalweg resulted from the line connecting these points.
Each rill channel was split into nine longitudinal segments, each bordered by ten
transects having a distance of 0.624 m and perpendicular to the steepest slope of the
plot (Fig. 1a). The rill segment between a certain transect-thalweg intersection and
the rill ending was referred to as a rill reach.

The measurements of water depth A, hydraulic radius R, mean flow velocity V,
and bed slope s were performed at the reach scale and were used to calculate the
Darcy-Weisbach friction factor f = 8gRs/V?, where g is acceleration due to gravity,
the Froude number F = V/(gh)O'S, and the Reynolds number Re = Vh/v, in which v
is the kinematic water viscosity.

For each run, a newly established approach [4], that combines the ground survey
of the rill channel from the SfM with the survey of the wetted surface highlighted
by a dye solution, was used to calculate R and h. Specifically, a Methylene blue
solution injected in the flow (Fig. 1b) colored the rill channel to survey the wetted
lateral surface SL,, using the GIS functions “real surface” (SAGA 7.0.0) and “zonal
statistics” (ARCGIS 10.5).

The ARCGIS-tool developed by Bacova et al. [1] allows for building the water
surface and measure the related area W, using the vector polygon matching to the
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(b)

Fig. 1 View of the (a) four investigated rills (r1-r4) characterized by different tortuosity values and
(b) the marked wetted surface of the rill

rill tracks. The difference between the DEM of the rebuilt water surface and that of
the eroded channel was used to calculate the channel volume V,,. The equations R
=V /SL, and h = V./W,, provide the mean hydraulic radius R and depth 4 [4].

By averaging the data collected in the rill reach thalweg obtained by 3D-DTM,
the reach’s slope steepness was determined.

A sensitivity analysis of ¢ to d was carried out for the four entire rills (reaches
10-1) and cross-section spacing of 0.005, 0.01, 0.025, 0.05, 0.075, 0.10, and 0.15 m.
The tortuosity values were calculated for all rill reaches using d = 0.075 m, which
was selected as stated below. When compared to the differences between the four
whole rills, the variability of these tortuosity values for each rill in relation to that of
the entire rill channel was modest. As a result, the tortuosity values obtained for the
whole rills were also assigned to all the nestled reaches.

Using a Methylene blue solution as a tracer, the dye-tracing method [6] was
applied to determine the mean rill flow velocity V. The flow velocity was calculated
by timing the progression of the leading edge of the dye cloud over the reach distance
after a modest quantity of tracer was injected at the transect-thalweg intersection. The
surface velocity V of the leading edge of the dye cloud was calculated as the ratio
of the reach length to the travel time. In this study, the reach length was calculated
along the thalweg and was d-dependent, as shown below. For the conversion of V
to the mean flow velocity V, a correction factor equal to 0.8 was used.
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3 Results and Discussion

Figure 2 plots ¢ versus d, as an example for rills 3 and 4. For smaller d values,
the expected diminishing relationships clearly display a quick variation and reach a
practically constant value for d > 0.075 m. Thus, the flow velocity is unaffected by
the section spacing for d > 0.075 m, but it dramatically rises for the lowest values of d
as observed rill length grows. Nevertheless, the highest velocities would correspond
to flow paths with unrealistic continuous changes in direction. The distance d =
0.075 m was selected and employed in subsequent analyses as it was deemed to be
physically sound. The resulting tortuosity values were 1, 1.10, 1.18, and 1.29, which
are quite similar to the values established with the manual rill incision.

For the whole rill channels, the changes of slope gradient s, Darcy-Weisbach
friction factor f, and flow velocity V with tortuosity 7 are shown in Fig. 3. For a certain
difference in elevation, the slope declines due to the lengthening of the thalweg from
16.8% for the straight rill channel (r = 1.04) to 13.8% for t = 1.29. The friction
factor exhibits a non-monotonic relationship with #, with decreasing values up to ¢
= 1.18 and an increased value (1.44) for r = 1.29, which is nearly identical to that
(1.45) of the straight channel. For 1.04 < ¢ < 1.18, the velocity is roughly constant
(0.33 m s~ '), but it decreases to 0.28 m s~! for the maximum tortuosity value of
1.29.
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Fig. 2 Plot of the tortuosity ¢ against the section spacing d for rills 3 and 4
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Three additive components produced by bed roughness, sediment load, and local-
ized energy losses caused by the curves may be postulated to give the friction factor.
For straight rill channels, the latter leads to minor local friction effects. When the
slope declines, the erosion rate also diminishes, resulting in less sediment transport
and smoother beds. As a result, these two components of f diminish for rising #
values (see Fig. 3a), whereas the local friction effects caused by the curves become
increasingly significant. For 1.04 <t < 1.18, the plot of f versus ¢ (Fig. 3b) indicates
that the components owing to bed roughness and sediment load exceed those due to
curves, but the inverse is true for higher ¢ values. For 7 > 1.18, the existence of sharp
curves causes flow velocity to be lower, while the found constant flow velocity for
1.04 < < 1.18 (Fig. 3a) is compatible with the occurrence of a feedback mechanism
[6].

The (Re, F) pairs related to rill reaches reveal that the flow is supercritical for 6 out
of 29 cases with 4 out of 6 supercritical flows occurring for ¢t = 1.10, while the flow
is subcritical in the majority of cases. Moreover, the flow is constantly turbulent, and
as tortuosity grows, the Reynolds number tends to fall. Many studies have been done
on the relation between the Reynolds number and f for straight rill channels. If the
flow depth is significantly higher than the size of the roughness elements, the drop
in f with increasing Re is well recognized. For example, Gilley et al. [5] obtained a

f —Re decreasing power relationship. Figure 4b displays the (Re, /) measurements
identified by the tortuosity ¢ values investigated here and confirms the occurrence of
a decreasing power relationship between f and Re.

The least-squares method was used on the entire dataset to estimate the coefficients
of Eq. (2) thatare a =0.449, b = 1.065, and ¢ = 0.536. Equations (1) and (2) with these
numerical values, give accurate f predictions, characterized by a mean absolute error
of 2.9% and absolute errors less than =+ 5% for 89.7% of measurements. Nevertheless,
for t = 1.04 and 1.29, the f predictions slightly but systematically underestimate the
friction factor, whereas for ¢ = 1.18, systematically overestimate f as indicated in
Fig. 5a. Fixing b = 1.065 and ¢ = 0.536, the a coefficient was determined for each
value of the tortuosity. In this case, the estimation performance was better than that
of the previously parameterized equation because it was characterized by a mean
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Fig. 4 Plot, for the investigated values of tortuosity and the measurements carried out in the rill
reaches, of the Reynolds number Re against (a) the Froude number F and (b) the friction factor f
and the best-fit curves having a power form
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absolute error of 1.1%, estimate errors that are less than & 5%, and predictions that
are unaffected by bias for all # values (Fig. 5b). The tested flow resistance equation
with the non-monotonic a-t relationship (Fig. 5b) can agree with the non-monotonic
f-t relationship shown in Fig. 3b.

4 Conclusions

A level of tortuosity characterizes the rills that naturally occur in hillslopes. Tortuous
rills have not been studied nearly as much as straight rills, therefore, there is no
common tortuosity definition yet, and the reliability of the widely used flow resistance
equations has not been examined in this particular situation. The results of the current
study highlighted that the extraction of the rill thalweg and the determination of the
tortuosity parameter can be obtained using a distance interval of 0.075 m between
two consecutive cross sections, and the opposing effects of rill surface roughness plus
soil particle load and of the changes in the flow direction cause the flow resistance
to decrease initially and then increase as the tortuosity increases. The presented
theoretical approach allows for accurately estimating the friction factor, even though
additional measurements are needed to broaden the investigated experimental ranges.
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Abstract Accurate estimations of actual crop evapotranspiration are of utmost
importance to evaluate crop water requirements and optimize water use efficiency.
The objective of this work was to assess the suitability of ERA-5 Land (ERAS5-L)
reanalysis data to estimate the actual evapotranspiration (ET,) of an olive orchard (cv.
“Nocellara del Belice”) located in southwest Sicily, Italy. After examining the errors
associated with daily precipitation and crop reference evapotranspiration deduced
from the ERAS-L products and verifying the reliability of the FAO-56 model, the
comparison between daily ET, predicted by introducing in model simulation the
reanalysis data and the corresponding measured on the ground was carried out.
Experiments were implemented for three irrigation seasons (2009-2011) in a 13 ha
olive orchard characterized by 3.5 m height trees spaced 5 m x 8 m. An Eddy
Covariance tower (EC) was installed in the orchard to measure, at a sub-hourly time
step, air temperature and relative air humidity, wind speed and direction, net solar
radiation, and, finally, sensible and latent heat fluxes. A meteorological station of
the Sicilian Agrometeorological Information Service (SIAS) to monitor the climatic
variables used to estimate crop reference evapotranspiration was also installed about
500 m apart from the study area. The hourly values of reanalysis climatic variables,
including rainfall, were finally deduced from the ERAS-L product, characterized by
a spatial resolution of about 9 km. For the three examined seasons, the application of
the FAO-56 model with climate data measured on the ground produced fairly good
estimations of ET,, with values of root mean square error (RMSE) ranging between
0.40 and 0.69 mm d~! and mean bias error (MBE) from —0.24 t0 0.10 mm d~'. Suit-
able results were also obtained when model simulations included the reanalysis data,
with RMSE and MBE respectively in the range 0.46 = 0.65 and —0.13 =+ 0.07 mm
d-!.
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1 Introduction

Evapotranspiration (ET) is one of the most important components in the hydrologic
cycle. ET is the sum of the two different components: evaporation (E) from the
soil and transpiration (T) from the plant canopy. In particular, the latter can allow
identifying crop water requirements. To assess the plant water demand and optimize
irrigation water use, the agro-hydrological models (AM) [1] and surface energy
balance (SEB) models [2] have been developed. Several authors have studied the
reliability of these models [3—5] highlighting that they can be a suitable solution to
assess crop water status and improve irrigation water management. If on one hand,
the AM and SEB models can represent powerful tools, on the other, their application
depends on the availability of data input.

In general, to implement AMs is necessary to calculate the atmospheric evapora-
tive demand which, as suggested in the FAO-56 paper [1], can be represented by the
reference crop evapotranspiration, ETo. Despite numerous methods to calculate ETo
have been proposed [6], the Penman—Monteith equation is largely applied when stan-
dard climate data (air temperature, global solar radiation, wind speed, and relative
air humidity) are available [1]. Climate data used as input in the AMs are gener-
ally acquired by weather stations installed on the ground. In some cases, the poor
maintenance of weather stations and extraordinary climatic events can damage the
installed instruments with consequent data loss or the presence of sporadic outliers
in the time series.

When ground weather stations are absent, reanalysis data can be a suitable solu-
tion to compensate for the missing weather variables. Reanalysis data are the result
of a retrospective analysis of past historical data, developed using the most recent
computational resources and a recent version of numerical weather prediction (NWP)
models. In the last two decades, several authors have investigated the potential of the
reanalysis data to compute ETo or to fill gaps in the temporal series of climate data
[7-9]. As an example, Negm et al. [7] stated that the climate variables acquired from
the NASA-POWER reanalysis database, are a suitable data source to assess ETo in
areas characterized by a complex morphology like Sicily.

The last generation of global reanalysis databases is represented by the ERAS
and ERAS5-Land (ERAS5-L) database, released in 2019 by the European Centre for
Medium-Range Weather Forecasts (ECMWF) in the frame of the Copernicus Climate
Change Service. A detailed description of both databases can be found in Vanella
et al. [9]. Recently, Mufioz-Sabater et al. [ 10] published a review that shows the state
of the art referred to the use of ERAS-L for land and environmental applications,
evidencing the qualities of ERAS5-L compared to those of ERA-Interim and ERAS.
Despite several authors indicating that the ERAS-L is suitable for land and environ-
mental applications, the performance of this database has not been evaluated when
the climate variables are used to run agro-hydrological models to estimate actual
crop evapotranspiration (ET,).
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The main objective of this paper was to assess the suitability of the ERA-5 Land
reanalysis database to estimate actual evapotranspiration (ET,) of an olive or-chard
(cv. “Nocellara del Belice”) located in the southwest of Sicily, Italy.

2 Materials and Methods

2.1 Description of the Experimental Layout

The study area (Fig. 1), located inside a larger irrigation district in the South-West
of Sicily (Italy) at about 5 km from the town of Castelvetrano, is characterized by
a flat landscape and a rather homogeneous soil type. The main crops in the district
are represented by olive (cv. “Nocellara del Belice”) (70%), vineyards (24%), and
citrus (2.6%), being other horticultural (3.4%) crops limitedly present. The climate
of the area is the Mediterranean, characterized by moderate rainfall during autumn
and winter and quite high air temperatures and low precipitations in summer.

D Experimental Field Perime ter

. Eddy Covariance Tower

SIAS Weather Station

Fig. 1 Study area with the position of the flux tower (EC) and the SIAS weather station. The top
left is represented Sicily island with the ERAS5-Land (ERAS5-L) grid; the cell containing the study
site is marked in orange (Basemap: Google Hybrid (obtained through QuickMapServices QGIS
plugin), Map data ©2015 Google)
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The experimental field has an extension of about 13 ha; the plants, having a height
of about 3.5 m, are spaced according to aregular grid of 5 x 8 m (density of 250 plants
ha™!). The analysis involved three irrigation seasons, from 2009 to 2011. Irrigation
volumes, scheduled by the farmer according to the ordinary management of the area,
resulted in quite diverse during the 3 years. In 2009, the seasonal irrigation dose
was 80 mm distributed in three waterings, while in 2010 and 2011 were supplied
respectively 33 mm in a single watering and 150 mm divided into five events. The
irrigation depth was computed by considering a wetted fraction of the soil surface of
0.70 [11]. The soil textural class, according to the USDA classification, is classified
as silty clay loam with average clay, silt, and sand contents of 24, 16, and 60%,
respectively [11].

2.2 Climate and Micrometeorological Data

A weather station of the Sicilian Agro-meteorological Information Service (SIAS) is
installed nearby the experimental field. This weather station provides hourly data of
air temperature, T [°C], relative air humidity, RH [%], wind speed, W [m s™1] and
direction [°] measured at 2 m above the ground, global solar radiation, R [W m~2]
and precipitation height, P [mm]. An Eddy Covariance (EC) tower is also installed to
acquire the main components of the surface energy balance. More details regarding
the equipment of the EC tower are reported in Cammalleri et al. [11].

The row data acquired by the EC tower were processed by using the processing
software developed by Manca [12], which allowed the heat fluxes estimation with a
30 min time step. Finally, the ET, fluxes data, retrieved from the latent heat fluxes
(LE), were aggregated at a daily time scale. The quality of surface energy balance
closure was evaluated based on the Closure Ratio (CR) suggested by Prueger et al.
[13] only for the subset of hourly data characterized by R;, > 100 W m~2.

An ERAS5-L database of hourly data of air temperature, T [°C], global solar
radiation, Rs [W m~2], dew-point temperature, Tgey [°C], and wind speed measured
at 10 m above the ground, W9 [m s~'], was also downloaded from the Copernicus
climate change service portal (https://cds.climate.copernicus.eu/cdsapp#!/home).

Being the values of hourly relative air humidity, RH [%], not available in the
ERAS-L reanalysis database, they were calculated based on actual vapour pressure e,
(T4ew) and saturated vapour pressure e, (T) expressed as a function of the dew-point,
Taew, and actual air temperature, T, respectively [1].

Moreover, the ERAS5-L hourly wind speed at 2 m above the ground, W, [m s™!],
was calculated from the ERA5-L wind speed at 10 m, based on the assumption of a
logarithmic wind profile [1]. Finally, all hourly climate data, from the STAS weather
station and ERAS5-L, were aggregated at a daily time step.


https://cds.climate.copernicus.eu/cdsapp#!/home
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Tal?le 1 Values of the Model variables | Units Value | Data source
variables used to run the
FAO-56 model simulations SWCe [em*/cm?] |0.32 | Cammalleri et al.
(2013)
SWC,,, [cm3/cm?] 0.08 Cammalleri et al.
(2013)
SWCo [em3/cm3] |0.32 | Fixed
swc” [em3/cm?] |0.18 Allen et al. (1998)
7y [m] 0.80 Fixed
K. [—] 0.45 Rallo et al. (2021)

2.3 FAO-56 Model Parameterization

As suggested by Allen et al. [1], daily crop reference evapotranspiration, ETo, was
evaluated by the PM equation and both the climate databases (SIAS and ERAS-L).

Based on the single crop coefficient approach [1] the daily ET, values were
obtained by multiplying ETo by the crop coefficient, K., and the water stress coeffi-
cient, K. The first coefficient accounts for the differences between the bio-physical
characteristics of the reference crop (canopy properties, ground cover, aerodynamic
resistance) and the specific crop. On the other hand, the second depends on the soil
water content. The model FAO-56 was implemented through a specific Matlab script.
Table 1 summarized the values of the data input used to run the simulations and the
relative data source.

2.4 Statistical Analysis for Model Validation

The model performance was assessed based on the following goodness-of-fit indi-
cators used to evaluate the matching between measured and estimated actual evapo-
transpiration: i) Root Mean Square Error (RMSE) whose target value is zero when
there are no differences between simulated and observed values; ii) Mean Bias Error
(MBE), whose target value is zero; a positive value indicates that simulated values
are overestimated, while a negative value indicates the model underestimation [14];
iii) percent bias (PBIAS), whose target value is zero; positive values are associated
with the model underestimation, while negative values indicate the model overes-
timation; iv) coefficient of determination (R?, dimensionless) whose unitary target
indicates that the variance of the observed values is explained by the model [15]
and v) regression coefficient (b), whose target value is one, representing the angular
coefficient of the regression line between simulated and observed variables forced
through the origin.
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3 Results and Discussion

For the period of observation (2009 to 2011) Fig. 2a,b shows the scatterplots between
daily precipitation, P, and crop reference evapotranspiration, ETo obtained by consid-
ering the reanalysis database and ground measurements. The colored bar indicates
the day of the year (DOY).

As can be observed, the angular coefficient (b) of the straight line referred to as the
daily precipitation depth, equal to 0.57, indicates an average underestimation of the
measured values. Other authors [16] indicated for Sicily an underestimation of about
25%, while similar results were obtained by Tarek et al. [17] in North America. When
considering the three irrigation seasons (from June to September), the cumulative
rainfall reported by ERAS-L resulted in 48, 85, and 25 mm, while the corresponding
SIAS, resulted in 108, 118, and 9 mm, respectively. However, in both databases, the
occurrence of rainfall was generally concentrated in September.

Crop reference evapotranspiration, calculated by the PM equation with reanalysis
climate variables estimated fairly well the corresponding obtained with the SIAS
database, with a slope of regression line passing through the origin equal to 0.98.

Similar performances of the reanalysis database to evaluate crop reference evap-
otranspiration based on the PM equation were obtained in other sites of Sicily [7,
9, 18]. These results support the assumption that for Sicily the ERAS-L reanalysis
database of weather variables can be considered a good surrogate of ground data.
The database of actual crop evapotranspiration ET, measurement, used in this work
was previously processed by Cammalleri et al. [11] who obtained, for the years 2009
and 2010, values of CR equal to 0.90 and 0.92 respectively. For 2011, the CR value
resulted equal to 1.02 [19]. Even other authors considered acceptable the values of
CR ranging between 0.80 and 0.90 obtained in three different orchards [20], or equal
to 1.08 and 1.03, as evaluated by Er-Raki et al. [21] in two citrus orchards located in
south Morocco, characterized by a semi-arid Mediterranean climate.

The temporal dynamics of measured daily actual evapotranspiration (red dots)
and daily precipitation (blue bars) are shown in Fig. 3. The gaps in the time series of
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ETo obtained from the reanalysis database and ground measurements
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Fig. 3 Temporal dynamics of actual crop evapotranspiration (red dots), ET,, and precipitation (blue
bars), P during the three years of observation

ET, are generally due to malfunctions of the instruments and/or sporadic faults of
the battery. The missing values are generally scattered during the three years, even
if there is a lack of data from November 2009 to March 2010 and from August to
November 2011. Moreover, the values of ET, recorded during the 92 days in which
rainfall height was equal to or higher than 2.5 mm were excluded from the following
analysis. A total of 573 ET, measurements resulted available out of 1095 days of
observations (52.3%).

The temporal dynamic of daily actual evapotranspiration follows a seasonal
pattern, with maximum values registered during summer and minimum during winter.

During the three years, the patterns of ET, resulted quite similar, with a maximum
slightly higher than 4.0 mm d~! and a minimum lower than 0.5 mm d~!. Sporadic
values, higher than 3.5 mm d~', resulted in days immediately after the rain events.

As an example, Fig. 4 shows the result of the FAO-56 model simulation for
irrigation season 2009 (from June 1 to September 30). The upper graph illustrates
the comparison between measured ET, a5 (red dots) and simulated ET, g, (dashed
line) when the model was run based on the SIAS weather data. On the other hand,
the lower graph shows the results of similar simulations in which ERAS-L weather
data replaced the corresponding measured. As can be observed, in both cases, the
values of estimated actual evapotranspiration followed the dynamic of the measured
values. For the three examined years (2009—-2011) Table 2 summarizes the values of
the statistical indicators used to assess the model performance.

Based on the statistical indicators, when using the weather variables measured
on the ground, the estimated values of actual crop evapotranspiration resulted char-
acterized by RMSE ranging between 0.40 and 0.69 mm d~!, with a slope of the
regression line passing through the origin, b, always higher than 0.87. On the other
hand, when the climate data are replaced by the ERA5-L variables, despite the differ-
ences observed in the seasonal rainfall, which occurrence was generally concentrated
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Fig. 4 Temporal dynamics of crop reference evapotranspiration, ETo, as well as simulated (black
line) and measured (red dots) actual evapotranspiration, ET,. In the secondary axes are reported the
precipitation (blue bars), P, and the amount of irrigation (black bars), I

Table 2 Results of the statistical analysis to assess the FAO-56 model performance

RMSE MBE PBIAS R? b
[mmd~!] [mmd~'] (%] -1 -1
SIAS
2009 0.53 0.10 —4.83 0.74 0.96
2010 0.69 —0.24 11.41 0.23 0.87
2011 0.40 0.07 —2.98 0.35 1.01
ERAS5-L
2009 0.57 0.07 —-3.29 0.67 0.95
2010 0.65 —0.13 6.13 0.18 0.91
2011 0.46 —0.01 0.21 0.16 0.97
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at the end of the simulations, the results were still fairly good, with RMSE in the
range 0.46-0.65 mm d~! and b values variable between 0.91 and 0.97.

The carried analysis confirmed the suitability of the FAO-56 model to estimate
daily actual evapotranspiration, as well as the potential of using, as a valid alternative,
the reanalysis data in the absence of ground measurements of weather variables.

4 Conclusion

In this study, the potential of using weather variables retrieved from the ERAS-
L reanalysis database to assess actual evapotranspiration was investigated in an
olive orchard during three years of observation from 2009 to 2011. The comparison
between daily precipitation and crop reference evapotranspiration retrieved from the
reanalysis database and the corresponding obtained from the SIAS weather station
installed nearby the study area was initially carried out. When referring to the entire
period, the comparison showed a certain underestimation of daily precipitation with
a slope of the regression line passing through the origin, b, equal to 0.57. However,
limiting the analysis to only the irrigation seasons, it was observed that the main
differences in the rainfall height generally occurred in September, being the other
months quite dry. On the other hand, the comparison between ETo calculated by
measured weather data and the corresponding obtained from the reanalysis database
was characterized by a fairly good agreement, with both b and R? equal to 0.98.

The FAO-56 model was then implemented for the three irrigation seasons to
estimate actual daily evapotranspiration, by considering both the ground and the
reanalysis databases. When using the ground measurements, the RMSE values asso-
ciated with actual crop evapotranspiration ranged between 0.40 to 0.69 mm d~!,
whereas assuming the reanalysis data, the corresponding values ranged from 0.46 to
0.65mmd~". Inboth cases, despite the differences observed in the rainfall heights, the
model was characterized by fairly good performances, confirming that for the exam-
ined area, the use of the ERA5-L reanalysis database, in the absence of measured
weather data, can be considered a valid alternative to estimate daily actual crop
evapotranspiration for irrigation scheduling purposes.
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Field Study on Multifunctional Irrigation | M)
of Vineyards oo

C. Gandolfi®, S. Cazzaniga(®, D. Ferrari®, D. Masseroni(®,
and B. Ortuani

Abstract In recent decades, worldwide wine-growing regions have been increas-
ingly exposed to the effects of climate change, such as summer heat waves and late
spring frosts, as well as long period of droughts during the growing season. In this
context, it is necessary to develop innovative adaptation strategies: particularly, this
study explored a multifunctional approach in vineyard irrigation, to provide hydric
nutrition when needed and to counter the negative effects of excessively high summer
temperatures and of late spring frosts. The experimental activities were conducted
during the 2020 and 2021 agricultural seasons, in a Chardonnay vineyard located in
Cavriana, in the area of Garda Colli Mantovani DOC (Italy). An irrigation system
equipped with drippers and mini-sprinklers (the latter to protect from both spring
frosts and summer high temperature events) was set up. In particular, eight plots
were designed to compare four different irrigation strategies: 1) automated drip irri-
gation; ii) automated drip and sprinkler irrigation; iii) traditional drip irrigation, iv)
no irrigation. Results obtained during the two seasons highlight the potential of the
automated, multifunctional irrigation in protecting vines from thermal stress and in
increasing water use efficiency.

Keywords Multifunctional irrigation - Vineyard - Heat stress * Spring frost -
Hydric nutrition

1 Introduction

Due to climate change, grapevine is increasingly exposed to both thermal stress and
water stress, that affect the physiological activity and the phenological stages of vine.
In particular, high temperature can accelerate ripening, involving in excessive sugar
accumulation and high alcohol in the wine, reducing the total acidity due to a faster
degradation of organic acids [5]. Beside the technological ripening, the temperature
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increase also affects the synthesis and the accumulation of polyphenols, vitamins, and
aromatic compounds in berries [9]. The effect of the warming conditions is aggravated
by the increasing exposure of vines to water stress, due to decreasing trend of rainfall
during spring and summer. Depending on the level and the phenological stage, water
stress reduces the yield and affects the quality of grapes [11]. The warming trend
not only affects grape ripening, determining an impact on grape and wine quality,
but also induces an anticipation in the sprouting phases of the vine, increasing the
risks caused by late spring frosts. Low temperature during sprouting can involve to
the loss of buds and shoots [10], reducing the production of grape.

Different adaptation strategies could be adopted in viticulture to counter the
emerging problems related to climate change, including both long-term measures
(e.g., changes in vineyard locations) and short-term ones (e.g., use of tolerant vari-
eties, of shading systems, of delayed pruning). Smart irrigation strategies are also an
option and, in this study, we explored a multifunctional approach to vineyard irriga-
tion, capable to counter the negative effects of excessively high summer temperatures
and of late spring frosts, as well to provide hydric nutrition when needed. The capacity
of evaporating water to achieve the canopy and berry cooling has been well studied
from 1970s [1]. The first studies considered overhead cooling sprinkler systems, that
mainly water the outer canopy layer and only partially the bunch zone. More recently
micro-sprinkler cooling system inside the canopy at the bunch level were also applied
[4]. Over-vine sprinklers have been widely applied also for protection from frosts,
allowing to form a layer of ice over vines that keeps the temperature slightly above
the critical values and preventing damages of buds and shoots [10].

As climate change negatively affects grape growing, this study explores the effec-
tiveness of multifunctional irrigation systems in facing the extreme weather events.
Particularly, the use of mini-sprinklers was explored to supply irrigation facing both
late spring frost and summer high temperature events. Moreover, different setups
for sprinkler irrigation system (over-vine vs under-vine) were studied, to assess the
optimal solution in term of efficacy and efficiency of water use. Finally, this study
assesses also the irrigation management protocols (i.e. rules for irrigation scheduling,
assessment of water amounts, and, in case of cooling irrigation, distribution over time
of the water) as tools to improve the reliability of the irrigation system to counter the
critical conditions as water stress, heat stress and frost, at the same time limiting the
water consumptions.

2 Methods

2.1 Experimental Site

This study was conducted during the 2020 and 2021 agricultural seasons, in a
commercial vineyard located in Cavriana, south Lake Garda, in northern Italy, at
135 m a.s.l. in the viticultural area of Garda Colli Mantovani DOC. The grapevine
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Fig. 1 Temperature and precipitation extracted from the ERAS dataset, evaluated for the vine
growing season, from 1993 to 2021: minimum and maximum daily temperature (light blue and red
solid lines), average of the minimum and maximum daily temperature (light blue and red dashed
lines) and cumulated precipitation (light blue bars)

variety is Chardonnay, grafted on rootstock 420A; the vines are trained using Guyot
system, with distance on the row of 0.8 m and distance between rows of 2.5 m. Soil
between rows is grass-covered with periodic mowing.

According to the ERAS dataset (developed by the European Centre for Medium-
Range Weather Forecasts, based on the fifth generation of European ReAnalysis,
considering a combination of forecast model data and worldwide observations with
9 km horizontal resolution), the precipitation in the 2020 growing season had a
23% higher precipitation with respect to the average value in the period 1993-2021,
while the 2021 seasons was 15% drier (Fig. 1). The maximum temperature in July and
August 2020, and in June 2021 were respectively 1.1, 1.6 and 0.5 °C hotter than the
average value in the period 1993-2021 of the maximum temperature in July, August,
and June. Moreover, the minimum temperature in April 2021 was 2.5 °C cooler than
the average value in the period 1993-2021 of the April minimum temperature.

2.2 Irrigation System and Experimental Design

An irrigation system was realised within the experimental vineyard to separately
manage the plots with four different irrigation strategies. As the soil-crop system
conditions in the plots should be affected only by the different irrigation manage-
ments, the plots were located where no significant differences in soil properties (moni-
tored through a geophysical survey measuring soil electrical conductivity) occurred.
In particular eight plots (two repetitions for each irrigation strategy) were designed
(Fig. 2) considering: i) automated drip irrigation (DI), providing water supply by
drippers, mainly for water plant nutrition and secondarily to protect the vine from
excessively high summer temperatures; ii) automated drip and sprinkler irrigation
(DSI), providing water supply by drippers for water plant nutrition and by sprinklers
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Fig. 2 The experimental plots located within an area (red box) where soil electrical conductivity
(EC) referring to soil depth 0-80 cm varies from 75 to 110 mS/m: DI, drip irrigation; DSI, drip and
sprinkler irrigation; TI, traditional irrigation; NI, no irrigation. In transparency the orthophoto with
the vineyard rows

to protect the vine from temperature-related stresses, due to late spring frosts or
excessively high summer temperatures; iii) traditional drip irrigation (TT), operated
by the farmer with drippers, based on farmer’s usual practices; iv) no irrigation (NI),
providing no water supply at all and used as control plot.

Each plot is a square of 11.5 x 11.5 m over 5 rows, with about 14 vines on each
TOW.

DI, DSI and TI plots were equipped with a drip irrigation system, with 1 m distance
between drippers and irrigation rate of 1.6 mm/h. Moreover, the DSI plots were
equipped with an additional irrigation line, to supply a sprinkler irrigation system.
Sprinklers with drop size suitable for both cooling and late spring frost irrigation,
were chosen. In the latter case, the drop size has to be sufficiently big in order to
reduce the evaporative process, thus maintaining a thin ice layer around the buds at
temperature about 0 °C [3]. In the case of cooling irrigation during heat events, the
drop size has to be small enough to easily evaporate, in order to reduce air and grape
temperature [2].

In 2020, an over-vine 360° sprayer system was set up in both DSI plots, installing
sprinklers at 4 m distance with an irrigation rate of 4 mm/h. This solution requested a
lot of manpower for maintenance, therefore in 2021 two different types of alternative
emitters were set up. Over-vine sprinklers, with pop-up nozzles, were installed in
the DSIa plot, at 4 m distance and with an irrigation rate of 15 mm/h. In the DSIb
plot, under-vine 180° micro-sprayers were installed at 2 m distance, directly nested
in the dripline, with an irrigation rate of 10.6 mm/h. Each sprinkler is characterized
by a water stream directed upward and localized at bunch level.

A soil-air-plant monitoring station was set up in DIa, TIb and Nla plots and in both
the DSI plots, to check the different performances of the pop-up over-vine and under-
vine sprinkler systems. Moreover, an agro-meteorological station was installed just
outside the field, nearby the vine rows of the experimental plots.
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Irrigation Management Protocols. Drip irrigation (in both DI and DSI plots) was
managed to primarily optimize the water supply according to the vine phenological
stage, by activating irrigation only when SWC is below a water stress threshold;
secondarily, to contrast the effects of summer high temperature events, by providing
water during the previous night, in order to increase the SWC easily available for
plants [12].

The water stress threshold was assessed considering the hydrological soil proper-
ties measured on soil samples collected at 30 and 60 cm depths, in DI and DSI plots,
as well as the vine phenological stages [6], considering a greater susceptibility to
water stress during the flowering and véraison stages rather than during the ripening
stage. When SWC was below the threshold value, the water amount supplied by
irrigation increased the SWC up to the field capacity. Nightly drip irrigation was
activated if temperature higher than 35 °C and no precipitation were forecasted for
the following day. In order to reduce water consumption, irrigation was applied only
when the SWC condition was below a proper threshold.

Sprinkler irrigation in DSI plots was managed according to two different protocols.
In case of spring frost, irrigation was activated when the air wet bulb temperature
was below 1 °C (a cautionary value to avoid water freezing into pipes). The water
was continuously supplied and the irrigation was stopped when the air temperature
was higher than 2 °C [8], with an increase of 1 °C at least in the previous hour [3]. In
case of extreme high temperature in summer, sprinkler irrigation was activated when
the air temperature rose above a threshold temperature for heat stress insurgence.
Severe stress may occur when the temperature is higher than 35 °C [7]; in this field
study, lower threshold values were considered (33 °C for 2020 and 34 °C for 2021)
to reduce water consumption. Moreover, continuous and pulsed water applications,
respectively in 2020 and 2021 seasons, were tested and compared. Particularly, in
2020 the sprinklers were continuously activated for 1 h when the air temperature was
higher than 33 °C; in 2021, when the air temperature of the lower canopy was higher
than 34 °C, 1-min sprinkler activation was followed by 2-min break.

3 Results

3.1 Drip Irrigation

For both the seasons, the adopted protocol allowed to significantly reduce the water
application with respect to the water amounts distributed in TI plots (59 mm in 2020
and 86 mm in 2021). In DI plots the water depth applied was 14 mm in 2020 while
in 2021 irrigation was not activated (Fig. 3).
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Fig. 3 Yearly irrigation water application [mm] for DI, DSI and TI plots in 2020 and 2021

3.2 Spring Frost Sprinkler Irrigation

Sprinkler irrigation was activated two times both in 2020 and 2021, with water
application of 91 mm in 2020 and 229 mm in 2021 (Fig. 3).

Figure 4a shows the effects of irrigation on the air temperature during the frost in
the night of 25-26 March 2020. The irrigation was activated when the temperature
measured in Nla plot was about 4 °C, while it was 3.5 °C in DSIb plot; this gap in
temperature was kept until the temperature measured in Nla plot fell below 0 °C,
when the temperature in DSIb plot was up to 1 °C higher than in Nla plot.

3.3 Evaporative Cooling Sprinkler Irrigation

Sprinkler irrigation was activated in 2020 for about 23 h distributed in 10 days from
mid-July to end-August, with a total water application of 121 mm; in 2021 it was
activated for 7.5 h distributed in 11 days from end-June to mid-August, with a total
water application of 125 mm (Fig. 3).

The highest temperature in 2020 (36.7 °C) was reached on 1 August. Five 1-
h sprinkler irrigation were provided, determining a decreasing trend in the lower-
canopy air temperature (Fig. 4b), with values on average 3 °C lower than those ones
measured in Nla plot.

In 2021, daily maximum temperature up to 36 °C were recorded on 15 August.
Particularly, sprinkler irrigation was activated 76 times (Fig. 4c). During the first
sparse activations, the cooling effect was comparable in DSIb plot and in DSIa plot.
The lower-canopy temperature in DSIa and DSIb plots was on average respectively
3 and 1.5 °C lower than that in Nla plot. On the other hand, as irrigations became
more frequent, the above-canopy irrigation in DSIa plot resulted in an increasing
temperature gap from the temperature in Nla plot, with a more intense cooling effect
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Fig. 4 Sprinkler irrigation, effect on air temperature in the lower canopy. (a) Spring frost: tempera-
ture recorded during the night of 25-26 March 2020, in DSIb and Nla (red line) plots. The irrigation
was continuously activated for 11 h, from 20:30 to 07:30. Summer heat events: (b) temperature
recorded on 1 August 2020 in DSIb and Nla plots. Five 1-h sprinkler irrigations were applied, at
12:15, 13:45, 15:00, 16:15, 18:45; (c) temperature recorded on 15 August 2021 in DSIb, DSIa and
NIa plots. Seventy-six 1-min sprinkler irrigations were applied, from 11:51 to 17:34.

than in DSIb. This behavior in DSIa plot was probably due to the thermo-hygrometers
wetting, because of the irrigation applied over-vine and with higher flowrate than
that of the under-vine 180° micro-sprayers in DSIb plot.

4 Conclusions

The study compared four irrigation strategies (traditional drip irrigation, automated
drip irrigation, automated sprinkling, no irrigation) employed to protect the vine-
yards from both water stress and thermal stresses caused by late spring frosts and
high temperature summer events. The results showed that irrigation application can
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be considerably reduced, through an optimized management supported via automa-
tion by a monitoring system to assess the crop-soil water status. Moreover, harvesting
measurements showed that this automated strategy allowed to decrease water appli-
cation even for drip irrigation, without reducing the vine yield. Also the results
relative to sprinkler irrigation showed the effectiveness of this strategy. Indeed, the
vineyard was equipped with sprinklers suitable for both protection irrigation during
late frosts and evaporative cooling irrigation during high temperature summer events.
The sprinkler irrigation demonstrated to properly control the air temperature to create
optimal conditions for buds, during late frosts, and for grapes, during the growing
season. Moreover, harvesting measurements and physiological measurements during
the growing season showed how sprinkler irrigation positively influenced grape
production and quality.

Finally, the studied irrigation strategies seem to be effective innovative tools to
support vineyard resilience to both water and thermal stresses due to climate change.
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Giuseppe Provenzano, and Giovanni Rallo

Abstract In this study, a soil moisture-based wireless sensor network (SM-WSN)
was transferred to support the reduction of irrigation water consumption. Our sensor
was designed and validated in a commercial pear orchard during three growing
seasons (2019-2021) in which the smart irrigation strategy was implemented and
applied. Initially, the microirrigation system was assessed based on its performance in
terms of water distribution uniformity (DU), which was evaluated with field measure-
ments of emitter flow rates. Then, a zoning analysis was carried out to divide the
orchard into homogeneous areas according to the normalized difference vegetation
index (NDVI) that was detected with unmanned aerial vehicle (UAV) and GIS tools.
The effect of DU on the vigor of the trees has been identified assuming that the zoning
outcome was only associated with the soil spatial variability. Moreover, unlike the
ordinary irrigation scheduling applied in the farm, the smart system allowed main-
taining the soil water content within a pre-defined optimal range, in which the upper
and lower limits corre- sponded respectively to the soil field capacity and the threshold
below which water stress occurs. In this way, the smart irrigation management saved
up to 50% of the total water supplied with the ordinary scheduling during the three
growing seasons. Moreover, the fruits sizes were in line with the standard required
by the farmer. Consequently, the adoption of the new technology, which aims at iden-
tifying the most appropriate irriga tion management, has the potential to generate
positive economic returns and to reduce the environmental impacts.

Keywords Normalized difference vegetation index (NDVI) + Soil moisture-based
wireless sensor network (SM-WSN) - Unmanned aerial vehicle (UAV) - Water
distribution uniformity (DU)
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1 Introduction

Increasing Water Use Efficiency (WUE) has been identified as the key factor for
the improvement of agricultural water resource management [1, 2]. Moreover, by
implementing efficient irrigation techniques and protocols such as drip irrigation
with specific water saving strategies, it could be possible to control water inputs
(timing and volumes) and reduce water losses by 50% [3]. In this context, technolo-
gies concerning integrated telecommunication systems together with sensor tech-
nology which represent an innovative tool to support precision agriculture [4], have
enabled the development of efficient decision support systems (DSS). The DSS aims
to provide methodologies to facilitate business decision making, it combines human
evaluation and optimization technologies based on information processing.

The main objectives of this paper were to design, calibrate and validate the Soil
Moisture-Wireless sensor network (SM-WSN) for an expert irrigation management
in pear (Pyrus spp.) orchards; and to transfer the DSS to the farmer to achieve a better
productive performance.

After carrying out the different methodological steps to install the DSS, this work
presents the results on the hydraulic, hydrological and agronomic performance of
three pear orchards cultivated with medium- to high-density planting systems, drip-
irrigated and equipped with a DSS based on feedback irrigation control.

2 Materials and Methods

2.1 Site Description and Evaluation of the Irrigation Plant

The technology transfer of the DSS was carried out at the [lluminati Frutta Consor-
tium Company during three experimental years 2019-2021. The farm is in the Val di
Chiana Aretina (Arezzo, Italy), covering 350 ha with cultivated varieties of apples,
pears, peaches, and plums crops. The experimental field (727244 m E; 4807237 m N:
250 m.a.sl) was 7 ha cultivated with pears of the Carmen, Williams and Conference
varie- ties. The three orchards are managed with a bibaum training system and with
the trees spaced 3.31 x 1 m inter-row and intra-row respectively.

The drip irrigation system is specific for each variety and the water sources were
the Montedoglio dam and the company well (artesian). The farm’s ordinary irrigation
pro- tocol consists in an irrigation frequency of 2-3 days with a duration of about 6
hours. The field irrigation uniformity was evaluated using the low quarter distribution
uni- formity coefficient, DUjq, which is quantified based on field measurements of
200 emit- ter flows. The DUjq rating scale proposed by the ASAE standards (1999) [5]
was used for the qualitative evaluation of the irrigation plant. The operating hydraulic
pressure was imposed equal to that usually settled by the farmer, which were 2.4 bar
for the Conference, 2.0 bar for the Williams and 3.0 bar for the Carmen.
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2.2 Soil Moisture Sensors Calibration and Implementation
in WSN

The simplified protocol [6] was followed to carry out the soil-specific calibration of
the drill & drop FDR sensor [7]. The protocol uses undisturbed soil monoliths taken
in two sites where different extreme vigor values were observed. Two undisturbed
soil monoliths were collected for each layer of the soil 0-0.2 and 0.3—0.50 m on each
site. Operatively, the procedure consists of acquiring at the same time the two target
variables for the calibration analysis: the soil water content (SWC), measured by a
weighing lysimeter, and the Scaled Frequency (SF), detected by the FDR sensor.

The design of the WSN followed a zoning process based on the spatial vari-
ability of the Normalized Difference Vegetation Index (NDVI) quantified with remote
sensing techniques. The remote sensing service was provided by the Dronebee
company (Flor- ence, Italy), using a Zephyr EXOS hexacopter with a Parrot Sequoia
multispectral cam- era. The NDVIimages were analyzed and mapped using Quantum
GIS (QGis) suite. The AgriNET Decision Support System (DSS) was transferred to
the farmer, which implements a WSN of multi-level FDR sensors [7].

The DSS acquires soil moisture every 0.1 m depth up to 0.6 m. Each node
communi- cates with the transceiver through which sends the data to an internet
gateway and, therefore, into a MYSQL database managed by AgriNET platform
(Tuctronics). Through any internet connection, it will be possible to interrogate the
different nodes by operating on the smartphone AgriNet application (www.agrine
t.us).

The irrigation thresholds, which are needed for a feedback control irrigation, were
ob- tained using the approach proposed by Polak et al. (2001) [8] and Thompson
et al. (2007) [9]. This approach allowed to derive the soil field capacity (SWCs.) and
the critical soil water content (SWC"), respectively implemented to settled upper and
the lower irrigation thresholds.

2.3 Crop Ecophysiological and Fruit Yield and Quality
Measurements

The midday stem water potential (MSWP) was measured with the Scholander
chamber following the Turner and Jarvis protocol (1982).

The amount of fruit produced on the harvest date was determined for each pear
tree using the bin units, equal to 240 kg of fruit. The historical production data for
the period 2015-2018 was used to evaluate the performance of the new irrigation
management system transferred to the farm.

The irrigation efficiency (IWUE) was determined as the ratio of total production
(kg) to the irrigation plus rainfall volume (m?).
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The biometric fruit analysis consisted in fruit diameter measurements using a
capiler rule. The diameters were measured in the wider part of the pear, in two
perpendicular directions.

Three control plots of each variety were selected that were similar in age, canopy
management and irrigated with the ordinary farm protocol.

3 Results and Discussion

3.1 Audit of the Micro-Irrigation Plants and Setting
of the WSN

The distribution uniformity of the irrigation plant was exceptional in Conference and
Williams irrigation plant (DUyq > 85%), while was very good (70% > DUyq > 74%)
in Carmen.

The three irrigation plants showed a statistically significant differences of the
emitter flow rates (p-value<0.0001). The highest average flow rate was delivered
by the Conference plant, followed by the Williams and Carmen irrigation plant.
Figure 1 shows the spatial distribution of emitter flow rates within each sector. From
the pattern analysis, it can be observed that the Carmen displays the lowest flow rates
with higher spatial variability than the Williams and Conference irrigation pants.

Figure 2a shows the pilot field with the NDVI data of each row. There was a
gradient of the NDVI spectral index that moved from West to East of the field and
with higher values in the Conference plot. The analysis by single plot shows a strong
NDVI varia- bility especially for the Carmen variety, which agrees with what found
on the variability of the emitter flow rates. Consequently, the NDVI pattern seems to

Fig. 1 Spatial variability of
the flow rates measured
within the three irrigation
plants

williams
conference

carmen

Flow rate (I h)
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Fig.2 (a) NDVI map of
each crop row and (b) the
three homogeneous areas
(red: low vigor; yellow:
medium vigor; green: high
vigor) identified by the
zoning analysis.
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depend on the emitter flow spatial distribution (Fig.1). The higher the vigor of the
pear tree, the higher emitter flow rate was delivered by the relative irrigation plant.

Figure 2b shows the three homogeneous zones identified and mapped using QGIS
soft- ware, where within them two nodes of the network were installed to monitor
the SWC dynamics.

Figure 3 shows the pairs of SWC vs SF values for the two lysimeters taken at two
depths (SUP: 0.0-0.2 m; INF: 0.3-0.5 m) and falling in the two field zones with the
highest and lowest NDVI zones. There was not significant difference between the
measured and estimated data by the model suggested by the manufacturer (RMSE=
3%) and thus we used the calibration equation proposed by the latter.

Figure 4 shows the distribution of wetting events (rain and irrigation) and the
dynamics of the SWC as an averaged of the FDR data collected in the 0.1-0.4 m
layer for the three experimental years. The background of the udograms shows the
spatial distribution of the SWC according to the soil depth. In addition, the stem
water potential values (MdSWP), measured the day before of the irrigation event,
are shown.

The analysis, extended from June to September, showed that the transferred expert
ir- rigation protocol was able to keep the SWC within the optimal range, delimited
by the field capacity (SWCy. = 34%) and the critical (SWC" = 25%) water content.

The MdSWP measurements confirmed that the adopted feedback control strategy
avoided severe water stress conditions. The values were below 15 bar, which is the
threshold for severe water stress conditions in pears [10, 11].

In terms of watering duration, a significant reduction has been observed, from
6—7 hours scheduled by the farmer to 3 h, as suggested by the new protocol.
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Fig. 3 Calibration function of the FDR sensor suggested by the manufacturer and experimental
data acquired in two different depths on each site. Hydrological and Hydraulic performances of the
WSN

3.2 Production and Quality Performance of the New
Irrigation Protocol

The fruit yield of all varieties was maintained within the confidence interval of the
previous five years. However, in 2021, there was a yield decreased for the whole
farm because of an early frost damage and lack of pollinators.

The Williams and Conference orchards depicted a higher water use efficiency
(IWUE) than the Carmen orchard. Specifically, IWUE was very good with values
above 5 kg m in 2019 and 2020.

Regarding the fruit diameter, the William showed a similar distribution to its
control plot, where irrigation followed the ordinary protocol (Fig. 5). The curve
appears shifted to the right, demonstrating that fruit with diameters greater than the
commercial refer- ence (60 mm) were mainly produced to be considered in the extra
category. The Con- ference showed similar behavior, even if for the 2020 season the
production focused on diameters smaller than 60 mm.
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Fig. 4 Distribution of rainfall (blue bar), irrigation (orange bar) and the dynamics of the 0.1-0.4 m
averaged soil water content. The background shows the spatio-temporal distribution of the soil
water contents. In addition, the midday stem water potentials values are presented (red dots)
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Fig. 5 Distribution of fruit diameter measured at harvest for the three orchards studied. In addition,
the average distribution of fruit diameters measured on the control plots is reported. Vertical bars
indicate the standard deviation of the acquired measurements for the 2019-2021 experimental
period.

4 Conclusions

In this paper, important topics in precision agriculture have been addressed,
concerning the design, calibration, and validation of a wireless sensor network (WSN)
for an expert management of irrigation in fruit orchards.
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The DSS performance was evaluated in terms of production, hydraulic and
hydrology parameters during three years 2019-2021. The latter showed significant
results, since the application of the DSS reduced the duration of a single watering to
about 3 hours, which corresponded to half of the ordinary protocol. Consequently,
lower number of waterings per irrigation season were delivered that turned into 50%
water savings and the relative energy needed for irrigation pumping. In this way, the
irrigation water use efficiency (IWUE) values were positive during the experimental
period, especially for the Conference cultivar where the best results were found.

The fruit yield was maintained in comparison with the yield average of the previous
five years. Moreover, fruit size in William and Conference were like those obtained
for control plots.

Finally, the farmer was able to acquire awareness about the use of the water
resources through the DSS adoption. He was able to check regularly the DSS
application to iden- tify the optimal moments to start and end an irrigation event.
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Assessing Potential Water Savings m
Implementing Variable Rate Sprinkler i
Irrigation in a Maize Farm in Northern

Italy

Alice Mayer (®, Bianca Ortuani (), and Arianna Facchi

Abstract Inrecent agricultural seasons, many areas of the Po plain have experienced
periods of water scarcity; to cope with this situation, farmers are introducing water
saving technologies which would be more effective if supported by appropriate tools.
Specifically, agro-hydrological models and soil moisture probes can support farmers
in the irrigation management. In this study, an agro-hydrological model and soil
water content measurements were used to optimize the water management in two
irrigation sectors characterised by different soils under a center-pivot in a maize farm.
When compared to the management operated by the farmer, a water use reduction of
17 and 23% was achieved in the coarse and fine soil sectors, respectively; this water
saving was obtained respecting the constraints imposed by the farmer. The same
modelling approach, applied to simulate variable rate irrigation for all the sprinkler
systems of the farm (covering about 300 ha) in the period 2016-2020, resulted in an
average water saving of 18%. This translates to a proportional energy saving at the
farm level.

Keywords Precision irrigation - Maize + Agro-hydrological model + Weather
forecast - Energy saving

1 Introduction

The Po Valley in Italy is characterized by a strong agricultural and zootechnical
vocation: in the plain areas of Lombardy, the utilized agricultural area (UAA) is
700,000 hectares, 70% of which are irrigated [1]. The prevailing crops are cereals,
dominated by maize, which covers about half of the regional UAA. Thanks to the
historical availability of water in many areas, irrigation methods are often gravity-
fed, with a prevalence of border irrigation. This technique, adopted by farmers for
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centuries, has an irrigation efficiency ranging between 30 and 60% as a function of
the soil type, the groundwater table depth, and the irrigation practices adopted.

In the coming years, as a consequence of the climate change, the decrease in water
availability in many geographical areas, including north of Italy, will increase water
scarcity problems for all sectors, including agriculture [2—4].

In the most recent agricultural seasons, water scarcity periods in many areas of
the Lombardy plain increased their frequency, which, combined with the enhanced
competition for water resources between agriculture and other sectors, pushed
farmers to introduce more efficient irrigation methods in their farms, in order to
meet crop water needs and at the same time preserve the water resource.

This process has been supported in the last years by the RDP 2014-2020 of the
Lombardy Region (Operation 4.1.03 “Incentives for investments aimed at modern-
izing or converting irrigation systems”). However, even with the most efficient irri-
gation technologies (sprinkler and drip irrigation), the irrigation management must
be supported by appropriate tools aimed at providing optimal irrigation volumes at
the right moment, to avoid water losses due to surface runoff and deep percolation
below the root zone. This is one of the key points of Precision Agriculture [5], aimed
at developing procedures and tools for the distribution of inputs (including water)
in an optimized and time-variant mode not only in time, but also in space within
the agricultural fields, if this is required by the spatial heterogeneity of the soil-crop
system.

In this study, a precision irrigation approach was developed and applied to a center-
pivotin the core of one of the most productive maize areas in Lombardy. The approach
was based on: (1) characterization of the within field soil variability through an EMI
sensor; (2) decision about when and how much irrigation to apply with the support
of soil moisture probes and an agro-hydrological model; (3) distribution of variable
rate irrigation through a center-pivot. Moreover, with the use of remotely sensed
phenometrics and crop parameters to describe the crop evolution, the VR approach
was simulated in the whole farm (La Canova, 300 ha) for the period 2016-2020.

2 Materials and Methods

2.1 Study Area

The study was carried out during the agricultural season 2021 at La Canova farm
in Gambara (Brescia), a large livestock farm (about 300 ha). Seven sprinklers (pivot
and lateral move sprinkler systems, Fig. 1 left) irrigate the majority of the farm
agricultural surface; small areas not reached by the sprinkler systems are irrigated
through border irrigation or hose reel irrigators. Irrigation is typically applied by the
farmer in a uniform mode, with irrigation depth of about 25-32 mm and turns of
4-5 days, depending on the crop stage and the year.
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Fig. 1 The seven irrigation
systems of La Canova farm
(left panel), and the 29
irrigation sectors considered
for the farm scale
simulations (right panel)

During the 2021 crop season, the irrigation of two sectors under a pivot covering
an area of about 15 hectares was carried out in a variable-rate mode, with irrigation
depths diversified according to the soils characteristics, and predicted by using soil
moisture probes and an agro-hydrological model.

2.2 EMI Survey and Soil Mapping

For all the fields in La Canova farm, the soil variability under the sprinkler irrigation
systems was investigated through an electromagnetic induction (EMI) sensor (CMD-
MiniExplorer, GFS Instruments) pulled by a quad-bike. The EMI sensor measures
the soil electrical resistivity (ER), which is related to the physical and hydrological
properties of soils. ER is therefore an indirect measure of the soil properties, and it
is used to investigate the in-field soil spatial heterogeneity.

The EMI sensor acquired ER values at three depths in points positioned along
parallel acquisition lines. These data were interpolated to obtain ER maps which were
successively processed through advanced statistical techniques (cluster analysis) to
delineate areas including homogeneous soils, whose characteristics were investigated
through laboratory analysis carried out on soil samples collected in each area. Finally,
a soil map was derived for the whole farm.

2.3 Design of the Variable-Rate Irrigation Sectors in the Pilot
Pivot

Consistently with the soil distribution identified, the area under the pilot pivot was
divided into four sectors, two of which including mainly coarse soils and other two
with a prevalence of medium-fine soils. For each sector, FDR (frequency domain



136 A. Mayer et al.

reflectometry) soil water content probes (Netsens TerraSense) were installed in two
points at 20 and 40 cm depth, to explore the rooted soil profile, which, under sprinkler
irrigation, was found to be within the first 50 cm from the soil surface.

Soil water content probes were connected wirelessly to a master station transmit-
ting the acquired data at hourly time step to a server, which can be consulted remotely
(from PC or mobile devices) through a web portal.

In two out of four sectors (one for each soil type), named “VR (variable-rate)
sectors”, the irrigation was managed through an agro-hydrological model calibrated
through soil water content measurements, while in the other two sectors, named
“control sectors”, it was managed according to the practices adopted in the farm in
2021 (25 to 30 mm of water every 4 days, depending on the crop stage).

Even for the VR sectors, the farmer imposed some constraints: 1) to maintain the
4-day irrigation turn (only the last irrigation of the season could be skipped); 2) a
minimum irrigation depth of 25-22 mm at the beginning of the season and 22—18 mm
from July onwards had to be provided at each irrigation turn; 3) three fertigation of
30 mm were provided in all the irrigation systems.

2.4 SWAP Model and Irrigation Management in the Pilot
Pivot

SWAP (Soil Water Plant Atmosphere model, [6]) is an agro-hydrological model
that simulates vertical water movements in the soil-crop system by solving the
1D Richard’s equation. It has been used to optimize the irrigation management
for many crops, including maize [7, 8]. SWAP requires input data related to agro-
meteorological variables, vertical soil discretization and hydraulic properties, crop
parameters and groundwater table depth. To obtain all the needed data, an agro-
meteorological weather station (Netsens MeteoSense) and two piezometers were
installed in the farm. The van Genuchten—Mualem soil hydraulic properties used in
SWAP were derived by applying the ROSETTA pedo-transfer functions [9] to the
collected soil data.

Due to the water availability, the 7 irrigation systems must operate alternately,
thus, to allow an effective organization of the farm irrigation, farmer requires the
irrigation depth to be distributed in the different sprinkler systems (or in the sectors
under each system) in advance.

After each irrigation turn, by feeding the agro-hydrological model with 7-days
weather forecast data (ABACO; www.abacofarmer.com) it was possible to simulate
the soil water content dynamics till the next irrigation turn, and thus to identify in
advance the optimal irrigation depths to be provided to the VR sectors of the pilot
pivot. In particular, for each VR sector, the irrigation depth needed to replenish
the soil water content in the root zone up to field capacity was calculated. Since two
simulations were run for every VR sector (one for each soil type), the irrigation depth
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was calculated as the average of the two values weighted for the relative surface of
each soil type within the sector.

Before the 2021 irrigation season, a new panel was mounted on the pilot pivot,
allowing VR irrigation by regulating the pivot speed. Once the decision on the irri-
gation depth to be distributed in the next irrigation turn was taken, it was uploaded
in the panel by the farmer.

2.5 Farm Scale Simulations

A modelling framework was developed in MATLAB to apply SWAP at the farm
scale for the period 2016-2020, following a semi-distributed approach. The same
procedure used for the pilot pivot was applied to the 7 irrigation sprinkler systems in
the farm. Starting from the soil map, 29 irrigation sectors were identified, each one
containing two prevailing soil types (one coarse and one fine). Sentinel-2 images of
the study area were processed for the period from 2016 to 2021 to retrieve maize
growth stages and LAI pattern for each sector [10].

Simulations for every irrigation sector were run maintaining the same fixed irri-
gation dates used in the actual farm management, while optimizing the water depth
as explained for the pilot pivot. A sequence of simulations was run in a cycle, each
one ending in a day when the actual irrigation took place; in every step two simula-
tions were launched for every sector, one for each soil type. At the end of the two
simulations the deficit with respect to the soil field capacity was calculated and the
higher value was applied in that irrigation turn (therefore, compared to the approach
used in the pilot pivot, a cautionary approach was adopted for the farm simulations).

3 Results and Discussion

3.1 Irrigation Management in the Pilot Pivot

The SWAP model simulates the soil water content for the whole soil profile, thus the
values measured by the soil water content probes installed at 20 and 40 cm depths
could be compared with the simulated values at the same depths. Particularly, the
measurements were used to calibrate the model by fine tuning some crop parameters,
namely the root density and the soil evaporation coefficient.

An example of the processed model outputs used to calculate the optimal irrigation
depthisreported in Fig. 2; the red line represents the root zone water content, while the
blue and yellow lines represent field capacity and wilting point values, respectively.
The grey box identifies the period in which the simulations are run in a provisional
mode.
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Fig. 2 Example of model output processed to identify the optimal irrigation depth to be provided

For every irrigation turn, the difference between field capacity and soil water
content in the irrigation day was calculated (yellow arrow). Water content in Fig. 2,
often above field capacity, can be explained considering the constrains imposed by
the farmer (Sect. 2.3).

Total irrigation was 391 and 360 mm for the coarse and the fine sectors, respec-
tively, while in the control sectors 469 mm were provided, thus resulting in a water
saving of 17 and 23% for the two sectors.

At the end of the crop season the fields under the pilot pivot were harvested with a
combine harvester provided by a yield monitor and a grain moisture sensor, allowing
to obtain the maps reported in Fig. 3.

Results for the four sectors are synthetized in Table 1, showing no differences in
yield between VR-managed and control sectors, while grain moisture resulted to be
lower in VR sectors.
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Table 1 Yield mean values

caleulated for the four sectors Sector Management Average yield [t/ha]
under the pilot pivot 1 VR 18.34

2 VR 18.43

3 Control 18.78

4 Control 18.24

3.2 Farm Scale Simulations

Results for the VR irrigation simulated in the 7 irrigation sprinkler systems are
reported in Table 2, illustrating the mean/min/max irrigation depth for the single
sprinkler systems in the years in which they were cropped with maize (for systems 3
and 7: 2016-2018-2020, for the other systems: 2017-2019). In the table, simulated
results and actual irrigation depths are compared.

The results for the sprinkler systems were processed to obtain yearly water
consumptions for the whole farm; these results, expressed in m3, are reported in
Table 3. For the period 2016-2020, the approach adopted to simulate an optimised
VRirrigation at the farm scale led to a water saving ranging from 6 to 27%, depending
mostly on the rainfall amount and distribution during the summer months.

The mean water saving for the 5-years period is 18%; since the reduction in water
consumption led to a proportional decrease in irrigation time, an average energy
saving (for water pumping and sprinkler system handling) of 18% could be achieved
by La Canova if the proposed irrigation management were adopted.

Table 2 Total irrigation (actual and simulated) provided for the 7 sprinkler systems in the period
2016-2020 (mean, min, max)

Irrig. plant | Actual irrig.- mm (mean, min, max) | Optimized irrig. — mm (mean, min, | % Var
max)
1 440 (410, 470) 330 (281, 379) —25.0
2 486 (479, 493) 396 (373, 418) —18.6
3 460 (396, 501) 374 (359, 401) —18.7
4 486 (479, 493) 389 (371, 407) —20.0
5 501 (466, 535) 353 (324, 383) -294
6 514 (493, 535) 377 (350, 404) —26.6
7 421 (357, 456) 370 (345, 404) —12.0
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Table 3 Total irrigation (actual and optimized) provided at the farm scale for maize fields (2016—
2020)

Year Actual irrigation — m? Optimized irrigation — m> | Variation — m? % Var
2016 437,251.20 341,381.74 —95,869.46 -21.9
2017 617,352.40 493,007.00 —124,345.40 —20.1
2018 352,182.90 331,245.33 —20,937.57 -59

2019 590,065.40 428,423.14 —161,642.26 —-27.4
2020 447,973.50 379,966.58 —68,006.92 —15.2
Mean —18.1

4 Conclusions

In this study, the water saving achievable by adopting a VR irrigation strategy
in a maize farm with 7 sprinkler irrigation systems (linear and center pivots) in
northern Italy was assessed; the PA (precision agriculture) approach was developed
and experimented in a center pivot and then extrapolated at the farm scale through
simulations.

An EMI survey was used to identify homogeneous soil zones. Starting from them,
the area under each sprinkler system was divided in sectors which were the base for
the VR irrigation management.

For the pilot pivot, the SWAP model was implemented for two VR-managed
sectors, achieving a water saving of 17% and 23% (for the coarse and fine soils,
respectively) if compared to the control sectors. These results were obtained by
respecting some constraints imposed by the property, the absence of which would
probably have led to higher savings. While average yields in the VR sectors were
comparable with those of the control sectors; grain moisture was lower in the VR
sectors, leading to a consequent energy saving during the grain drying operation.

The same modelling framework was applied to the whole farm for the period
2016-2020, obtaining water savings for the single sprinkler system ranging from 12
to 29%, and for the whole farm from 6 to 27% (average value: 18%), well in line
with the results observed for the pilot pivot.

Since the energy used to pump water from the farm wells, and for the handling of
the sprinkler systems, is proportional to the amount of water provided, an average
energy saving of 18% is expected at the farm level.
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Monitoring and Predicting Irrigation )
Requirements of Tree Crops in Eastern L
Sicily as a Tool for Sustainability

Salvatore Pappalardo, Enrico Antonio Chiaradia, Giuseppe Longo-Minnolo,
Daniela Vanella, and Simona Consoli

Abstract The irrigated agriculture of Southern Italy, managed by the reclamation
consortia, generally lacks the necessary information and tools which can allow to
improve water management and achieve the necessary sustainability of the irrigation
systems. In this context, the objective of the study was to provide an effective tool
for monitoring tree crop water needs at the irrigation district level.

The study was carried out in Eastern-Sicily (Italy) during the years 2019-2020. An
object-based classification using the Random Forest (RF) algorithm was applied to
map the main tree crops of the area. The RF model was built using a temporal stack of
green (B2), red (B3), and near-infrared (B8) bands of 24 selected Sentinel-2 images
and 503 ground-truth sample points. The accuracy was assessed by determining the
out-of-bag (OOB) error and kappa coefficient. The irrigation water requirements
(IWR) were determined with the IdrAgra model (www.idragra.unimi.it) over the
identified tree crop areas using the dual crop parameters provided by the FAO-56
paper and validated at 5 reference farms. The obtained IWR at the district scale were
compared with the irrigation volumes distributed by the reclamation consortium.

The results show the potential of hydrological simulation models coupled with
remote sensing-based land use classification techniques for improving water manage-
ment of tree crops and increasing the sustainability of irrigated agriculture under
semi-arid conditions.
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management
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1 Introduction

In the last 20 years, many countries of the Mediterranean basin have suffered from
prolonged drought periods [4]. Moreover, in a climate change context where more
frequent and severe droughts are expected to occur, water scarcity is destined to
become worse [9]. Because water represents the most important input for the agri-
cultural sector, improvements in water management are necessary to enhance the
sustainability of irrigated agriculture, especially in the Mediterranean areas, where
water shortage is a limiting factor for crop production [7, 14]. In terms of produc-
tion, among tree crops, citrus is one of the most important in the world [17]. In
2018, the production of citrus fruits corresponded to millions of dedicated hectares,
with a large contribution of oranges (75 million tons), followed by clementines,
mandarins, lemons and limes (19 million tons), and grapefruits and pummelos [13].
48% of world citrus production comes from the Mediterranean basin [2]. In these
environments, the efficiency of citrus production largely depends on adequate irri-
gation. Therefore, it is essential to manage water availability sustainably to optimize
crop productivity and, at the same time, improve their adaptation to water scarcity
conditions [15]. In this context, hydrological simulation models can be very useful
in supporting water-resources planning and management decisions. Additionally,
these models are efficient when combined with multiple supervisory classification
algorithms, such as Random Forest (RF) [11].

The general aim of this study was to monitor the irrigation water requirements
(IWR) of the main Mediterranean tree crops (i.e. citrus, olive, and grapevine; [12]
in Eastern Sicily (Italy) during the reference period 2019-2020, and specifically to
evaluate the water management of a reclamation consortium, at the district level, by
using a remote sensing-based method for land use classification and water balance
model for crop water needs estimation.

2 Materials and Methods

2.1 Study Area

The study was carried out at the irrigation district “Quota 102.5” located in Eastern
Sicily (Italy), managed by the “Consorzio di Bonifica Sicilia Orientale” (CBSO)
(Fig. 1). The irrigation district “Quota 102.50” is characterized by a total and irrigated
surface of about 5,050 and 2,300 ha, respectively. It consists of 102 sub-districts
and more than 1,220 farms. The altitude ranges between 15 to 180 m above the
sea level (a.s.l.), with an average value of 106 m a.s.l. and a slope of 4.4%. It is
mainly cultivated with citrus (95%), olives, and fruit (5%) groves. The climate of the
area is typical Mediterranean with annual average air temperature, relative humidity,
cumulative precipitation, and reference evapotranspiration (ET() values of 18 °C,
64%, 586 mm, and 1,209 mm, respectively (data, referring to the period 2002—-2020,
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“CONSORZIO DI BONIFICA SICILIA ORIENTALE" IRRIGATION DISTRICT "QUOTA 102.57
(Ex Consorzio di Bonifica N°9 - Catania) T
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Fig. 1 Location of CBSO a and characterization of the irrigation district “Quota 102.50” with the
localization of the reference farms used in the study b

are provided by the Sicilian Agro-meteorological Information Service, SIAS, www.
sias.regione.sicilia.it).

The irrigation district is served by open and pressure channels. The irriga-
tion management is based on turn planning criteria, within the irrigation season
(commonly from May to October). The principal adduction channel has a length of
about 20 km and an average discharge of 1.8 m3s~!. Each farm receives about 520
m?3/ha during each turn, for a total of 3—4 turns during the irrigation season. On-farm
irrigation methods include sprinkler and drip irrigation systems.

2.2 Estimation of the Irrigation Water Requirements

In order to determine the IWR, a preliminary supervised classification was applied for
mapping the main tree crops of the irrigation district “Quota 102.50”. Specifically, the
Random Forest (RF) algorithm was computed using a stack-layer of green (B2), red
(B3), and near-infrared (B8) bands of 24 Sentinel-2 images (https://sentinel.esa.int/
web/sentinel/missions/sentinel-2) and 503 ground truth sampling points collected at
the study area. The classification map obtained was used as input of the hydrological
model, named IdrAgra (“Idrologia Agraria” in Italian), specifically designed for
water needs estimation in agricultural areas.

IdrAgra (www.idragra.unimi.it, [6]) is a conceptual model with spatially
distributed parameters, based on the FAO-56 method of double crop coefficient
(K¢), which simulates the distribution of IWR in agricultural areas and estimates
the daily hydrological balance. Specifically, it computes the daily crop evapotran-
spiration (ET,) estimates, using the original dual K. approach [1], on the basis of
ETy, by separating the K, into the basal crop coefficient (K¢,), which describes
the crop transpiration, and the evaporative coefficient (K.), which accounts for soil
evaporation:
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ET.= (Ko + K.) * ETg (1)

In this study, crop parameters from the FAO-56 paper were used and daily ET, values
were calculated using Penman—Monteith equation [1]:

37
ET, 0.408A(Rn — G)y 72 ua(es—,) )
A+ y (14 0.34u,)

where, R, is the net radiation at the reference crop surface (MJ m~2 h™!); G is
the soil heat flux density (MJ m~2 h™!); T is the mean hourly air temperature T,
(°C); A is the slope of saturation vapour pressure curve at Ty, (kPa °C~!). y is the
psychrometric constant (kPa °C—1); e, is the saturation vapour pressure at Ty (kPa);
e, is the average hourly actual vapour pressure (kPa); u, is the average hourly wind
speed at 2 m height (m s™!).

The IWR (mm) is defined by the following equation:

IWR =ET.— P, 3)

where, P, (mm) is the effective rainfall.

The irrigation volume is calculated by multiplying the IWR for the irrigated
surface (ha). The agrometeorological data used in this study were collected by four
weather stations (Catania, Lat. 37.44°, Log. 15.07°; Paterno, Lat. 37.51°, Log. 14.85°;
Lentini, Lat. 37.34°, Log. 14.92°; and Riposto, Lat. 37.68°, Log. 15.16°) managed
by SIAS.

2.3 Validation

In order to validate the result of the RF algorithm, the out-of-bag (OOB) accuracy and
the kappa coefficient were calculated. The OOB is an unbiased estimate of the true
prediction error [10], and the kappa coefficient is an index to express the accuracy
of image classification. Kappa values range between 0 and 1, showing the highest
agreement for values close to 0.75 and the lowest agreement for values close to 0.4
[5].

The absolute error (AE) and the relative error (RE) were determined for validating
IdrAgra, by comparing the outputs of the model IWRjgragra) With the IWR provided
by five reference farms (IWRg,m,) located at the irrigation district “Quota 102.50”.
Since the irrigation water supplied by the reclamation consortia is not enough for
satisfying the IWR, these farms use also their own water sources. The main character-
istics of the reference farms, in terms of crop/soil types and used irrigation methods,
are reported in Table 1.

Finally, the IWR outputs calculated at the district scale were compared with the
irrigation volumes distributed by the CBSO.
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Table 1 Main characteristics of the reference farms used for the validation of IdrAgra

Ref. farm | Crop | Area (ha) | Soil type Irrigation method

Farm 1 citrus 3.7 silty clay loam | full drip irrigation

Farm 2 citrus | 26.0 silty clay loam

Farm 3 citrus | 15.0 silty clay loam

Farm 4 citrus | 35.0 sandy loam 70% drip irrigation, 30% other methods
olive 1.7 silty clay loam
grape 52 silty clay loam

Farm 5 citrus | 50.0 silty clay loam | 60% drip irrigation, 40% other methods
olive 8.18 silty clay loam
grape 0.32 silty clay loam

3 Results

Figure 2 shows the land cover map obtained by applying RF classification at the
irrigation district “Quota 102.50”.

The OOB accuracy was of 87% with a kappa coefficient of 0.85, showing a very
good agreement between the land cover classes obtained by RF and the sample
points. Table 2 shows the comparison between the irrigation volumes obtained by
applying the IdrAgra model and those supplied at the reference farms during the

period 2019-2020.

The best performance of IdrAgra model was observed in simulating the irrigation
volumes of citrus crops, with average AE values of 11,56 and 11,14 m?, during 2019

Fig. 2 Land cover map obtained by applying RF classification at the irrigation district “Quota

102.50”
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and 2020, respectively. The maximum error was observed at reference Farm 5, with
overestimations of 9.62% and 8.53%, and at reference Farm 1, with underestimations
of 12.70% and 10.27%, for the years 2019 and 2020, respectively.

IdrAgra model was less performing in simulating the irrigation volumes of the
grapevine, with average AE values of 23.50 and 23.43 m?, during the years 2019 and
2020, respectively. Average overestimations of 37.90% and 38.04% were observed
during the years 2019 and 2020, respectively.

The worst performance was instead observed for olive crops, with average AE
values of 36,69 and 41,56 m>, with the maximum error observed at Farm 5, with
overestimations of 137.03% and 169.27% during 2019 and 2020, respectively.

By running the IdrAgra model at the district scale, irrigation volumes of
27,513,890 and 27,915,680 m® were determined for the irrigation season 2019-
2020, respectively. Whereas, the irrigation volumes declared by the CBSO were of
1,198,112 and 1,124,672 m? for the same years, highlighting large overestimations.

4 Discussion and Conclusion

In this study, the use of a hydrological model based on FAO-56 dual K. approach, i.e.
IdrAgra coupled with a remote sensing-based method for land use classification, was
evaluated for estimating IWR at district scale in Sicily, during the reference period
2019-2020. The framework was first validated at 5 reference farms.

The results show the reliability of the IdrAgra model for simulating the water needs
of citrus crops. Several studies applied this method for calculating ET, estimates of
citrus orchards. For instance, [3] found an overestimation of about 77% using the dual
K. approach with tabulated crop parameters over an irrigated citrus orchard under
drip and flood irrigation methods in Marrakech (Morocco). Conversely, in this study
lower overestimates/underestimates were found, even using tabulated K, values.

The results obtained at the district scale are critical due to the large difference
observed between the irrigation volumes declared by the CBSO and those estimated
by the IdrAgra model. However, it should be noticed that the farmers often use
their own water sources since the amount of water provided by the consortium is
not enough for proper crop irrigation. In Sicily, autonomous irrigation managed by
single farm owners is quite widespread and prevails in many areas compared with
collective irrigation, with the abstraction of water from small reservoirs and/or wells
[18].

In conclusion, IdrAgra can be considered a promising model for simulating the
water needs in the Mediterranean area and specifically for citrus crops. However,
future research outlooks are needed for enhancing the performance of the proposed
approach by applying the remote sensing technology also for deriving crop parame-
ters and using climate reanalysis data, as meteorological input of the IdrAgra model
instead of ground-based agro-meteorological observations [8, 16].
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The Vaia Event: Primary Impacts )
of the Storm and Subsequent Evolution L
of the Malgonera Stream (Dolomites)

Giacomo Pellegrini ®, Lorenzo Martini, Riccardo Rainato, Lorenzo Picco,
and Mario Aristide Lenzi

Abstract Large infrequent disturbances (LIDs) increasingly affect mountain basins,
but secondary impacts are often disregarded although their understanding would
provide advice to river managers. The following work aims at investigating primary
and secondary impacts of the Vaia storm on the channel morphology and large wood
(LW) load of a reach of Malgonera Stream (6,025 m?). To achieve the objectives,
remote sensing and field data were exploited. Remote sensing data were used to
compute two DoDs: the first investigated the Vaia impact (2010-2019) while the
second the subsequent evolution (2020-2021). LW field data, combined with remote
sensing surveys, were collected to compute the LW load entailed by Vaia and the
subsequent fluctuations (2020-2021). The net sediment volume after the event was
—2,025 m>. The area of erosion was 2,659 m?, while the deposition covered 1,222
m?. The recent DoD (2020-2021) featured a net sediment volume of 15.79 m?,
showing irrelevant geomorphic changes. After the Vaia storm, 96.3 m*ha=! of LW
was detected inside the study area. Around 83 logs per ha were classified as single
elements while the remaining as jams’ components. Between 2020 and 2021, the
LW load increased up to 102 m*ha~!, for a total of 485 elements per ha due to
cantilever failures of unstable banks. This work (i) underlines the capability of LIDs
to rearrange the morphology of mountain streams, (ii) providing first evidence on
secondary processes of LW recruitment along unstable mountain streams and (iii)
highlighting how changes in the LW load are detached from morphological changes.

Keywords Vaia storm * Alpine stream - Morphological changes - LW load - LW
recruitment
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1 Introduction

Large Infrequent Disturbances (hereinafter LIDs) can overturn the entire drainage
basin of a river triggering new sediment sources as well as increasing new material
(sediment and wood) within the channel network [1, 2]. The disturbances, which
typically cause the LIDs, are: hurricanes, tornados and windthrows [3], wildfires [4],
floods, glacial lake outburst floods (GLOFs), volcanic eruptions, and earthquakes.
Apart from the immediate consequence, worth highlighting is the chain of processes
that is started when one of the LIDs occurs. At present, this concept is defined as
“cascading process” [5] whose functioning is explained by the “domino effect”: when
a piece falls, the following pieces fall too. With climate change, unpredictable large
disturbances seem to become more frequent and for this reason, new strategic plans
and monitoring are needed worldwide. The case of the Vaia storm event that recently
affected the Northeast Alpine area of Italy is a clear example. Thousands of hectares
of forest rapidly blown down [6-8], hundreds of roads eroded, roofs-raised, huge
volumes of sediment and wood recruited and transported along the rivers and millions
of euros of damages to the aqueducts and to the electric systems took place. This first
step, which resulted evident to everyone’s eyes, will unavoidably lead to seconds
step consequences. The breakdown of the natural equilibrium will presumably cause
active dynamics on the sediment yield and on the large wood (LW) loads affecting
directly the morphology, stability and safety [9] of mountain basins. For this reason,
disturbance-affected areas need continuous monitoring for both didactical-research
and risk-related purposes. Moreover, the LW dynamics, its recruitment from the
hillslopes and its interaction with the sediment are still worldwide poorly understood
[10] due to the deficiency of direct field observations [11]. Progresses on this new
branch of river science is needed, both to improve the limited information present
until now and to cover the evident existing lack of knowledge in order to give some
tips for future strategic and management plans. Therefore, the following work aims
at investigating the primary impacts of the Vaia storm event (2731 October 2018)
and the subsequent evolution of the channel morphology and large wood loads of a
small Alpine stream (Malgonera).

2 Study Area

The Malgonera basin (1 km?) is a sub-catchment of the Tegnas Torrent Basin and is
located in the Northeast Italian Alps (Veneto Region) (Fig. 1). The Malgonera basin
exhibits a prevalent nivo-pluvial runoff regime while the average annual precipitation
is around 850 mm. Overall, norway spruce (Picea abies) forests, and pastures cover
the basin. The channel bed-forms defining the Malgonera Stream morphology are
boulder-cascade and step-pool. The mean slope is around 19% and the grain size
distribution is characterized by a Dsg of 60 mm and a Dy of around 406 mm. The
area of interest of this study (Fig. 1b) is 6,025 m?.
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Fig. 1 a Localization of the Malgonera basin in Italy and its 3D map. On the right b the active
channel of interest where the data were collected is represented

Between 27™ and 315 October 2018, the entire basin was affected by the Vaia
storm. The discharge and precipitation measured at the outlet of the Tegnas Torrent
basin [12] were 548 mm 72 h~! and 173 m® s~!, respectively. Both values exceeded
100 years of recurrence interval. Nonetheless, several hectares of forests were blown
down due to wind gusts exceeding 200 km h™!.

3 Materials and Methods

To achieve the objectives, remote sensing (LiDAR; UAV) and field data were
exploited. Remote sensing products were used to compute two Dem Of Difference
(DoD): the first investigated the Vaia impact (pre vs post Vaia; 2010-2019) and the
second monitored the evolution of the channel (post vs post-post Vaia, 2020-2021).
Field data of LW, combined with the LiDAR and UAVs surveys, were collected to
compute both the LW load entailed by Vaia and the subsequent LW fluctuations and
recruitment (2020-2021).

3.1 The GCD Tool for DoDs Computation

The Geomorphic Change Detection (GCD) software has the objective of detecting
the topographic changes in rivers. In order to identify and detect the changes in time,
the tool needs at least two raster-based surfaces. The volumetric change in storage
is calculated from the difference in surface elevations from digital elevation models
(DEMs) derived from repeated topographic surveys [13].



156 G. Pellegrini et al.

As each DEM has an uncertain surface representation, the detection of the changes
between two surveys is highly dependent on the surface representation uncertainties
inherent in the individual DEMs [13]. Therefore, the uncertainties are computed
independently in each DEM and then propagated to the DEM of difference. To do
so, in the following work the Fuzzy Inference Systems for modelling the errors
[14] was used. Such technique captured the potential source of elevation uncertainty
driven by different parameters such as point density, slope and roughness [13, 15, 16].
Thus, according to the topographic characteristics of the study area under assessment
and the available data (i.e., LIDAR and UAV), a set of rules to compute the surface
error were applied (more info in [12]). In this way, the GCD output quantified the
volumes of sediment displaced during and after the Vaia storm event, highlighting
the main areas of deposition and erosion and ignoring those affected by error.

3.2 Large Wood Surveys Using Field and Remote Sensing
Data

All the woody elements longer than 1 m and with a diameter larger than 0.1 m are
defined as LW [14, 17, 18]. To identify the LW, every log was measured and tagged.

The LW was classified as single element or as jam forming log, with wood jam
defined as at least two logs were touching each other [19]. The LW diameter and
length were measured based on UAVs high-resolution orthophotos interpretation,
using the ArcGIS software. The wood volume was computed applying the formula
of the cylinder to each element.

The total LW load was computed by summing the total elements detected in
each survey (post Vaia and post-post Vaia) both in terms of number (elements and
elements per ha) and volumes (m* and m?® ha™!). The recruited LW was detected
by subtracting the load of the most recent survey with the oldest and by validating
it with the new UAV survey through orthophotos interpretation. Overall, the basic
statistical analysis was run taking advantage of the R Studio software.

4 Results

4.1 Morphological Changes

The DoD 2010-2019 (Fig. 2) shows significantly how erosion prevailed on depo-
sition. In fact, the net sediment volume after the Vaia storm event was estimated
around -2,025 m3. The area of total erosion was 2,659 m?, while the deposition
covered 1,222 m?. Notably, the average depth of surface lowering was deeper than
1 m. Particularly, the deepest eroded areas were detected on the riverbanks and by the
curves of the Malgonera Stream (Fig. 2a). For what concerns the depositional areas,
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Fig. 2 Visual representation N  2010-2019 2020-2021
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instead, most of them were found either in the internal part of the curves or in those
areas where the vegetation was creating, presumably, a functional disconnection to
the channel (i.e., shrub patches, standing trees).

On the contrary, the most recent DoD (2020-2021) featured 138.28 and 122.58
m? of deposition and erosion, respectively. Overall, the sediment net volume was
computed as 15.79 m? (Fig. 2b), highlighting a balanced condition and almost
irrelevant geomorphic changes.

4.2 Large Wood Loads and Recruitment

The LW load detected after the Vaia storm event was 58 m? (96.3 m> ha™!) for a
total amount of 279 (463 elements per ha) wood elements. 50 logs were classified
as single elements while the remaining as elements composing wood jams. The LW
length ranged between 1 and 20.2 m while the median and mean values were 2.38 m
and 3.43 m, respectively (Fig. 3a). The LW diameter, instead, ranged between 0.1
and 0.76 m. The median diameter was 0.19 m (Fig. 3b).

Between 2020 and 2021 the LW load increased up to a volume of 61.50 m? (102
m? ha™ 1), increasing the number of elements to 292 (485 elements per ha). However,
changes neither in the ranges of the length and diameters nor in the mean and median
values of the “after event” survey were detected.

Interestingly, 13 new elements were identified inside the channel. The total load
of the recruited material was 3.5 m? (5.7 m? ha™!) (Fig. 3c). The length and diameter
ranged between 1.23 and 8.55 m, 0.13 and 0.57 m, respectively. On the one hand, the
median diameter was 0.17 m, while the mean was 0.23 m. On the other, the median
and mean length were 3.15 and 3.7 m, respectively.



158 G. Pellegrini et al.

'b’ . . . :c]
3 E%%) E2 :
= I} . @ :
- oo
] ] L " S
- a = = =

. Piad vt o
02 %ﬁ | — |
L L6 o o S

2 it cidhr — il : 01 e :
2020 2021  Recruited 2020 2021  Recruited 2020 2021  Recruited

Fig. 3 Boxplot representing the a length, the b diameter and the ¢ volume distribution of the LW
detected in 2020 (purple), in 2021 (blue) and of the recruited material (yellow)

5 Discussions

This work provides (i) a geomorphological assessment of the intensity by which the
Vaia storm affected a small alpine stream located in the Northeast of Italy and (ii) a
preliminary analysis on the ongoing cascading processes related to LW dynamics and
channel morphological changes. On the one hand, during Vaia the Malgonera Stream
featured significant geomorphic changes along the entire active channel, causing both
planimetric (i.e., channel widening) and longitudinal variations that, as seen in other
similar environments [20, 21], have led to the complete removal of the armored layer.
On the other hand, during the two years after the event, morphological changes seem
not to have been started. For this reason, further analyses are required soon in order
to (i) implement the data with longer time monitoring to catch a larger magnitude
range of floods and to (ii) see whether a formative flood to trigger changes in the
channel has yet to come.

As far as the LW is concerned, worth noting is the huge load of material produced
during the Vaia event. The LW came both from the neighboring and upstream-forested
areas and was entirely composed by norway spruce (Picea abies) due to its surficial
root ward that was not capable of resisting to such kind of wind gusts disturbances
[22, 23]. Additionally, the large ranges of length, diameter and volumes showed an
overall heterogeneity of the LW dimensions confirming that the Vaia event has left
no way out to all stages of the standing spruce trees.

Worth mentioning are the 5.7 m> ha~' that were recruited between 2020 and 2021.
This value demonstrates how an environment affected by a large disturbance is still
fragile and vulnerable three years after the storm event. Besides, it underlines the fact
that cascading processes concerning LW recruitment are ongoing and detached from
the changes in the channel morphology since the new LW input was entirely sourced
by cantilever failures of small portions of the unstable forested banks. For sure, in
such environments, is important to pay attention both to the large event itself and
to the upcoming secondary processes that may occur without, apparently, an intense
triggering factor.
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6 Conclusions

This work underlines how the availability of high-resolution remote sensing data,
such as aerial images and LiDAR, can be an effective tool to identify and char-
acterize the impact and the subsequent evolution of a mountain stream affected
by a large disturbance, both in terms of morphological changes and large wood
loads. Nonetheless, this work underlines the capability of LIDs to affect and rear-
range the morphology of mountain streams (i) providing first evidence on secondary
processes of LW recruitment along an unstable mountain stream affected by a storm
and (ii) highlighting how changes in the LW are detached from limited changes in
the channel morphologies. Nonetheless, although this approach needs further inves-
tigations, the results are promising for implementing cost-efficient and low time-
consuming analyses for managing the risk of vulnerable areas such as mountain
areas.
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Analysis of Bedload Mobility )
in an Andean Stream oo

Riccardo Rainato®, Luca Mao, and Mario Aristide Lenzi

Abstract High gradient streams form the majority of the mountain drainage network
and the sediment dynamics that occur here influence the features of sediment deliv-
ered downstream. In this sense, the bedload is the transport process that regards the
coarser particles, which are mobilized by rolling, sliding, and saltation on the channel
bed. In mountain streams, bedload can be the main sediment transport process, there-
fore, its analysis and quantification are crucial. However, the importance of bedload
contrasts with the fact that it is difficult and impractical to monitor due to its impul-
sive nature. Different direct and indirect methods were used during the last decades
to cover this gap. One of these is the bedload tracing method. In this work, bedload
tracing was used to analyze the sediment dynamics in a high-gradient Andean stream,
the Estero Morales, located in central Chile. The Estero Morales stream exhibits an
average slope of 14.0% and a D5y = 59 mm. The basin (27 km?) extends between
1780 and 4497 m a.s.l., hosting the San Francisco glacier (1.8 km?) that strongly
affects the hydrological regime. In January 2016, 197 clasts tracers were seeded
along the Estero Morales stream and their mobility was monitored by 9 surveys
between January and March 2016. During this study period, the tracers experienced
an average transport distance equal to 12.0 m, while the average diameter mobilized
was 95.0 mm. However, the mobility observed was not clearly related to the hydraulic
forcing, stressing the complex transport dynamics of a mountain stream.
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1 Introduction

In mountain streams, the sediment dynamics are driven by the interplay of different
factors such as geological-lithological structure, topographic setting, climatic condi-
tions, hydrological forcing, and sedimentological configuration, which can act at
both basin and river network scales [1-3]. Then, the sediment dynamics acting in
these high gradient streams influence the features of sediment delivered downstream,
particularly by controlling the timing of sediment fluxes and the amounts and size of
material released to the lowland rivers [4—6]. In mountain streams, the main sediment
transport processes are suspended sediment transport and bedload transport. The
bedload occurs under high hydraulic forcing conditions (flood events) and consists
of the transport of coarse sediments. This coarse material can be supplied by source
areas located along the hillslopes or the river network [7]. In light of this, the bedload
analysis is crucial for several aspects, including hazard assessment, understanding
the morphodynamics of higher-order channels, and managing reservoir sedimenta-
tion. In this sense, a better understanding of bedload, and the transport processes
in general, became particularly important in light of the alterations induced to the
river systems by the increased frequency of droughts and large and infrequent floods
[8—10]. In the last decades, several direct and indirect methods were used to analyze
bedload transport. Of these, bedload tracing was widely used, initiating with the
pioneering works based on simply painted particles up to the more recent ultra-high
frequency radio frequency identification tags (UHF RFID tags) used effectively in
gravel-bed rivers [11, 12]. Over the years, the tracing method permitted to analyze
the bedload mobility acting in mountain basins, being applied both on the hillslopes
[13] and on different portions of the river network [14]. Particularly, the bedload
tracing permitted to investigate different aspects related to the mobility of the coarse
streambed material such as the initiation of motion [15], the displacement [16], the
active layer depth [17], and the propagation velocity [18]. In this sense, the aim of
this work is the analysis of the bedload mobility in a high-gradient Andean stream.
Particularly, the mobility expressed by the coarse streambed material as a conse-
quence of high-frequency floods was investigated by means of the bedload tracing
method.

2 Methods

2.1 Study Site

The Estero Morales basin (Fig. 1) extends 27 km? into the Provincia de Cordillera
(Region Metropolitana, Chile). It ranges between 1780 to 4497 m a.s.] and is part of a
protected CONAF (Corporacién Nacional Forestal) reserve. Mediterranean climatic
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conditions lead to an average annual precipitation of about 550 mm, with the predom-
inance of snowfall to rainfall [19]. About 1.8 km? of the basin is covered by glacier-
ized areas, primarily belonging to the San Francisco glacier [20]. Due to the glacier,
the runoff regime is mainly dominated by snow and glacier melt in summer, while
rainfall events prevail in late spring. Particularly, during the melt period (December—
March) the San Francisco glacier induces daily floods along the channel network,
with different bedload transport rates associated. Such a condition represents the
ideal scenario for monitoring bedload transport under a wide range of hydraulic
forcing. In this sense, the Estero Morales stream is a typical high-gradient channel
7 m wide and characterized by an average slope = 14.0% and D¢, D5, Dg4 of stream
bed material equal to 20, 59, 318 mm. These conditions result in the alternation of
boulder-cascade, step-pool, and plane bed morphologies.

Fig. 1 Estero Morales basin (in red) and its position in the Region Metropolitana, Chile (in green)
(Color figure online)
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Fig. 2 Water discharge measured in the Estero Morales during the study period

2.2 Bedload Tracing

To analyze the bedload mobility, 197 clasts equipped with Passive Integrated
Transponders were progressively seeded along the Estero Morales stream starting
from January 2016. Specifically, 45 of these tracers were released on January 5, 60
on January 21, 44 on February 4, 30 on February 5, and 18 on February 17. These
clasts were collected from the Estero Morales streambed material and featured a b-
axis between 30 and 280 mm. The dispersion of the tracers was investigated along a
reach of 745 long and through 9 field surveys (inventories) realized between January
and March 2016. These tracer inventories were realized by two operators following
the approach already used by [19, 21]. Specifically, to identify the position of the
tracers a mobile Oregon RFID antenna was used, while a laser rangefinder was used
to measure the travel distance. In this sense, 32 stable cross sections were identified
along the study reach, and from these, the displacements were measured.

During the study period, the water stages were measured every 10 min through a
pressure transducer sensor and, then, converted into water discharge using the stage-
discharge rating curve established in the Estero Morales by [20]. Between January
and March 2016, the water discharge exhibited evident daily fluctuations (Fig. 2),
ranging overall between 1.34 and 4.28 m® s~!. The mean water discharge over the

study period was 2.59 m?® s~

3 Results

The 9 field surveys were organized to define different extents of intra-survey periods,
which ranged from 1 day (e.g., 04-05/02/16) to 14 days (e.g., 07/01/16-21/01/16).
This led to the investigation of a wide range of hydraulic forcing conditions. In fact,
in terms of peak of water discharge (Qp), the tracers experienced values between
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1.60 and 4.28 m? s~! over the intra-survey periods (Table 1). In this sense, a certain
variability was observed also in terms of mean water discharge (Qugan), Which
spanned from 1.52 to 3.58 m? s~!. Interestingly, the peak of unit discharge (gp) was
constantly over 0.20 m? s~! during the study period, exhibiting its maximum in the
first and third inventories through a value of 0.61 m? s~!. The methodology used has
led to a progressive increase in the number of tracers over the study period, starting
with 45 tracers in the first survey and ending with 197 tracers at the end of the field
campaign. The linear increase in the number of tracers was not accompanied by an
augment in the tracer recovery rate (Rr). In fact, Rr exhibited large fluctuations over
the 9 tracer inventories, remaining, however, always below 25% (Table 1). Large
fluctuations were observed also in terms of mean transport distance expressed by the
tracers (Lygan), which ranged over two orders of magnitude (Table 1). Differently,
the median b-axis mobilized (Dygp) appeared quite constant over the study period,
ranging between 58.5 and 76.0 mm.

To better comprehend the conditions driving the bedload mobility, the relation-
ships between the variables related to hydraulic forcing conditions (i.e., Op, QumEan
gp) and those concerning the tracer mobility (i.e., Lygan, Dygp) were investigated.
None of these relationships expressed a coefficient of determination (R?) > 0.60
except for the Qp —Dygp relationship, which resulted statistically significant R? =
0.684, p-value <0.05).

Table 1 Hydraulic forcing conditions and bedload mobility observed over the study period. Survey
identifies the date of the tracer inventory; Op, Oyean and gp describe, respectively, the peak of
water discharge, the mean water discharge, and the peak of unit discharge that occurred in the
intra-survey period; N_tracers is the number of tracers present in the Estero Morales streambed
at the time of the survey; Rr is the tracer recovery rate achieved, Lyran is the mean transport
distance exhibited by the tracers (including those that did not move), while Dygp is the median
b-axis mobilized (including only the tracers entrained)

Survey Op OMEAN qp N_tracers | Rr Lyean | Dmep
m*s™h) Jmds7h  m?s7h) () (%) | (m) (mm)
07/01/16 4.26 3.42 0.61 45 24 5.0 76.0
21/01/16 3.62 3.17 0.52 45 16 22.7 69.0
04/02/16 4.28 3.55 0.61 105 9 36.4 75.0
05/02/16 3.82 3.58 0.55 149 13 13.6 76.0
11/02/16 3.50 2.96 0.50 179 19 52.7 76.0
17/02/16 2.86 222 0.41 179 15 1.5 73.5
02/03/16 2.19 1.75 0.31 197 24 39.5 58.5
03/03/16 1.73 1.57 0.25 197 5 125.0 66.0
04/03/16 1.60 1.52 0.23 197 24 6.5 62.0
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4 Discussion

The field campaign realized in 2016 in the Estero Morales stream permitted to obtain
valuable data about the bedload mobility in a high-gradient stream. Particularly, the
tracing method allowed to analyze the response of the coarse streambed material
to the hydraulic forcing conditions acting during the glacier-melting season. In this
sense, the sediment dynamics of glacierized basins are only partially understood
[22] and this is especially evident for the bedload transport [23]. Such an issue
contrasts with the ongoing climate change that is severely affecting the glacial and
periglacial areas, triggering dynamics unobserved until now [24]. In this sense, the
bedload tracing realized in 2016 was part of a longer monitoring program started
in the Estero Morales basin in 2014, the results of which were also presented in
[20, 25]. Interestingly, the hydraulic forcing conditions investigated in 2016, while
ordinary, exhibited a certain variability. Particularly, in terms of Qp, a slightly larger
range (1.60—4.28 m? s~1) than that analyzed in the Estero Morales in 2014 (3.44—
4.68 m* s~!) and 2015 (1.70-3.77 m? s~!) by [19, 26] was investigated. These flow
conditions were somehow reflected in the recovery rates achieved. In fact, in the
bedload tracing performed in 2014 (14 surveys) and 2015 (15 surveys) average Rr
equal to 50% and 45% were obtained, respectively. Differently, in 2016 the average
Rr was 16%. This difference seems to be associated with the most varied hydraulic
forcing conditions analyzed but also with the manifestly lower number of tracers
used. In fact, 197 tracers were seeded along the Estero Morales stream in 2016,
while 461 and 395 were used in 2014 and 2015, respectively. Therefore, although an
Rr = 16% appears in line with what was reported in other bedload tracing studies
[16, 17, 27, 28], it led to a certain uncertainty in the results obtained that must be
carefully considered. In this sense, the bedload mobility documented in the Estero
Morales stream during 2016 resulted comparable to what was observed in other
study cases. In fact, the range obtained in terms of Lygay (1.50-125.0 m) was in line
with the 6.5-185.3 and 3.1-162.0 m documented in the Estero Morales in 2014 and
2015, respectively [26]. However, the results seem to suggest also a high transport
efficiency. In particular, for flow conditions featuring gp <0.31 m? s!, an average
Lyean of 57.0 m was observed in the Estero Morales. Under the same conditions, in
the Rio Cordon (Italian Alps) the average Lygay Was 0.2 m [21]. Interestingly, the
variables related to hydraulic forcing conditions overall poorly described the bedload
mobility. The only significant relationship documented was Qp_Dygp. On one hand,
this result supports the effectiveness of Qp in describing the sediment dynamics, on
the other hand, it stresses the high complexity of the same [1, 2].

5 Conclusion

In January 2016, the Estero Morales stream was equipped with 197 tracers in order
to investigate the bedload mobility triggered by high-frequency floods. Particularly,
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the tracers’ dispersion was analyzed by 9 surveys realized during the glacier melting
season (January—March). The bedload mobility observed was not clearly related to
the hydraulic forcing conditions experienced by the tracers, which were mobilized for
travel distances >300 m. In this sense, the results seem to suggest a certain control of
flow conditions on the grain size entrained (Qp_ygp relationship) rather than mobility
(Lyean)- However, the low recovery rates achieved during the surveys (average Rr
= 16%) and the pretty short study period could have influenced the results obtained.
Nevertheless, the result stressed the complexity of the sediment dynamics acting the
in the high-gradient streams and, especially, in the glacier-fed ones.
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Hydraulic Roughness Estimation )
Induced by Riparian Vegetation L
in Tuscany Rivers for Management

Purposes
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Andrea Signorile, and Federico Preti

Abstract Riparian vegetation and its management on vegetated bank and flood-
plains can affect hydraulic and hydrologic characteristics of the river flow and can
reduce or increase hydraulic risk, especially in downstream urban areas in small
catchments.

In the present work, roughness estimation has been carried out by applying models
that take into account relatively simple descriptive parameters, i.e. the diameter d
(m) and the spatial density of plants m (Np/mz). Vegetation density was gauged on
homogeneous areas by using forest-related field surveys on river bank and floodplain
on Tuscan rivers and creeks: Albegna river, Arbia stream, Ombrone Grossetano river,
Ombrone Pistoiese stream and Tevere river. An alternative field survey method based
on the MOTT app, developed by the School of Agricultural, Forest and Food Sciences
HAFL of Zollikofen for forest environments, was tested to evaluate its performance
in the riparian zone. This speditive approach can provide basal area, number of plants
per hectare by using relascopic and optical theory to obtain the needed parameters for
the most widespread roughness estimation models. Significant results were obtained
for the m = f{d) relations, which lead to estimates of roughness and associated
hydraulic risk, useful for management purposes.

Keywords Riparian vegetation + Roughness - Hydraulic modeling + Flood risk -
Best management practices

1 Introduction

Riparian zones are the buffers between terrestrial and aquatic ecosystems along
watercourses, that affect and is affected by the presence of water [1]. In the land-
scape they function as corridors with flowing energy, material and biodiversity for
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adjacent ecosystems. Riparian vegetation has the capacity to deliver an high amount
of Environmental Services relative to their extent in the landscape [2]. Among them
stabilization and erosion control; flow attenuation; flood protection.

Hence, vegetation along watercourses has a significant influence on resistance,
velocity distribution and turbulence intensity, features that significantly depend on
the vegetation properties, consistency and distribution patterns [3]. Moreover, plant
form can have a significant effect on the mean flow field and, therefore, potentially
influence riverine and wetland system management strategies [4].

Previous studies asserted that locally vegetation reduces flow rate, consequently
increasing flow resistance [5, 6]. However, it should also be considered that for water
section-to-height ratio (B/H) greater than 10 - 15, the effect of riverbank vegetation
on the flow is negligible, except on vegetated strips [7].

Among riparian woody species, there are some species, mainly belonging to Sali-
caceae and Betulaceae, which can survive to flooding events [8—11]. These species
exhibit a set of adaptive traits that allowed them to sustain their population within
naturally disturbed riverine environments [12]. However, anthropogenic pressure
and disturb have advanced the spread of invasive alien species, above all Robinia
pseudoacacia.

Vegetation preservation is significant in the ecology of natural and artificial
system, specifically along water courses [13]. Nevertheless, riparian vegetation
preservation practices have not been often encouraged because of increased flow
resistance and decreased flood discharge efficiency compared to unvegetated regions
[14]. Under human controlled river ecosystems riparian woody vegetation is managed
by coppicing, often with the main purpose to enhance the discharge capacity of the
rivers and thus mitigate the flood hazards [8, 15]. Different silvicultural manage-
ment strategies should also be applied according to spatial distribution of trees in
the riparian zone, to reconcile the need of mitigating flood hazards with the need
of preserving the ecology of the water systems [16]. Thus, managing riparian vege-
tation’s growth is fundamental in mitigating the flood risk in urban and rural areas
[17, 18]. Usually flood peak has been controlled by adopting solutions based on
civil engineering, aimed at reducing flow peak discharge and water levels through
traditional hydraulic structures and infrastructures that affect natural development of
riparian ecosystems over time [19, 20].

Estimation of flow resistance and, therefore, of roughness coefficient is a funda-
mental factor in constructing river stage-discharge curves, especially during flood
events [21].

As a matter of fact, several studies have proposed different formulae to calculate
flow resistance of vegetation, due to its great importance in river management and
significant effects on channel conveyance [14, 21-32]. The flow—vegetation drag
mainly depends on morphological properties and elastic behavior of plants when
subjected to the hydrodynamic load of the river flow [14]. Pasquino et al. (2018)
pointed out that in a previous study, Aberle and Jirveld (2013) found that the frontal
area of a fully submerged willow (Salix spp.) progressively reduces to 82% of its
original value in “still air” (i.e., not loaded by hydrodynamic forces) as the flow
velocities increase up to 1 m/s, without further reduction for velocities above 1 m/s
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[8, 14]. Sellin and van Beesten (2003) pointed out that the resistance coefficient in
their study varies both annually and with seasons due to the annual cycle of vegetation
growth that conducted to a corresponding reduction in whole channel mean velocity
as the resistance coefficient increases during the growing season [33]. In several
studies it is also affirmed that whenever the vegetation cover of the embankments
is kept elastic, it bends with the increase of the water current, reducing its volume
and flow resistance until it is finally crushed on the ground at moments of maximum
flow [4, 22, 34]. In this way the flow velocity close to the ground surface can be
sufficiently reduced and at the same time the maximum flow rate guaranteed. Too
rigid plant elements cause turbulence and erosive phenomena. Hence, some previous
studies showed that most of the typically riparian species decreases their bending
capacity significantly when the stems reach a diameter >4 cm, indicating that care and
management interventions are appropriate starting from a diameter of approximately
4 cm [5, 35, 36]. This ensures that the vegetation behaves flexibly during floods, can
cover and protect the soil and thus prevent erosion processes as much as possible.
Therefore, this implies the need for a coppice cut also to restore the flow capacity
of the section. Also Pasquino et al. (2018) in their study concluded that a diameter
of 3 cm can be identified as a threshold value above which stems behave as almost
rigid elements for a reference flow velocity of 1 m/s, with a significant impact on the
flow resistance and the river bank stability [8]. The larger is the basal diameter, the
lower is height reduction relative to the stem height.

The aim of the present study is to find a correlation between age, diameter and
roughness of riparian vegetation, so that land managers could assess intervention
to take under control the flow resistance caused by plants, without unnecessarily
harvesting, preserving riparian ecosystems.

2 Material and Methods

2.1 Study Area

The subject of this work is the riparian vegetation that grows along the banks of
Tuscan streams and rivers. In particular the watercourses are: Arbia stream, Ombrone
Pistoiese stream, Ombrone Grossetano river, Albegna river and Tevere river. Tracts
of low and high plains have been identified by the presence of hydrophilic vegetation,
mainly Populus spp., Salix spp. and Alnus spp, and also invasive alien species such
as Robinia pseudoacacia. The tree stands are mostly managed by coppicing and the
ordinary vegetation maintenance is carried out by local authorities in accordance
with the Tuscany Regional Law on water courses management and protection and
conservation of the Tuscan ecosystem [37] (Fig. 1)
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Fig. 1 Watercourses (blue lines) and samples (red dots) localization

2.2 Methods for Field Surveys

As above mentioned, there are several different formulae to calculate vegetation
roughness, mainly depending on the water surface level and on the characteristics of
vegetation, but the most appropriate for our investigation has been considered that of
Baptist et al. (2007), as a proposal for the flow resistance caused by non-submerged

rigid vegetation [27, 38]:
[mCpDY (Y
n= . |MepPl _16 (1)
2 gi

where m (m~2) is the density expressed as the number of trees per unit area, Cd the
average drag coefficient, d (m) the average diameter of the trees and Y (m) the water
level.

In our further calculations it has been considered a constant water depth (Y) of
1 m, to guarantee non-submersion of surveyed riparian vegetation.

In order to obtain parameters to analyze roughness with Baptist’s formula, it was
necessary to carry out field surveys, in which we collected the diameter and the
number of plants, that, once processed, returned average diameter d and density m.
To calculate roughness coefficient n, using the (1), the data collection methodology
is described below.

Thus, tree stands with different ages and diameters have been identified along the
banks of the Tuscan water courses.
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A new methodology was also tested for acquiring data in the field more quickly
by using the MOTT smartphone application [39].

Once a vegetational representative area has been identified, the tracing of the test
area was carried out. Therefore, within this area, the diameters of each tree stem, the
age of different plants are recorded on a pedestal to estimate the average age of the
riparian tree stand and, for a better understanding of the cenosis, the average height
of the riparian forest.

The diameters were measured with the dendrometer stand, the ages were measured
with the Pressler gimlet and the heights with the Suunto hypsometer. The collected
data are subsequently reported on a spreadsheet and the average diameter (m) and
the density of the tree stand (Ny/ha and Np/mz) were calculated.

In addition to the above-mentioned traditional field survey, a virtual field survey
method was performed on some test areas, using the MOTI open source smartphone
application, which bases its technology on relascopic theory and on optical theory
for the survey of forest stands [40]. The app is the result of a project carried out by
the University School of Agronomic, Forestry and Food Sciences (BFH-HAFL) in
collaboration with the Technical and Informatic Department of the Bernese Special-
ized University School (BFH-TI). Specifically, MOTI is able to detect essential
dendrometric measurements in a simple, fast and reliable way, such as the basal
area, the number of trees per hectare, the dendrometric height and the cormometric
commission [41].

After calibrating the application, the first step involves establishing the size of the
circular test area (depending on average size of plant diameter) which for this study
was 300 m? or with a radius of about 10 m.

Once this area has been designated and its coordinates have been detected, in
order to establish whether or not a plant falls within the virtual area, it is necessary to
establish a numbering factor appropriate to the type of tree stand. This factor affects
the viewing angle of the mobile phone and determines the “weight” of the basal area
of each tree on the total population [42].

The tree stands examined in this study are mainly governed by high density
coppice with diameters belonging mainly to classes below 20 cm; therefore, it was
used a numbering factor (¢) equal to 1. A tree is virtually counted within the area
if its diameter is wider than the pointers (which simulate the width of the relascope
band).

Subsequently, all the individuals within the virtual area are counted, and finally
the application returns an interface with the dendrometric results.

3 Results and Discussion

Different vegetation scenarios generate different effects on the hydraulic characteris-
tics of the watercourse. Therefore, each scenario translates into a relative roughness
coefficient n.
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Fig. 2A Correlation between density (m) and average stem diameter (d)

Figures 2A and 2B were constructed to analyze vegetation evolution over time.
Hence, they show the correlation between density and average diameter. For these
curves it was necessary to detect, on the banks of various Tuscan water courses, the
main parameters of the tree vegetation:

 m = number of plants per unit area (Ny/ha and Np/m?);
e dg = average diameter (m);
® average age of the stand (years).

Surveyed data shows variability due to the different environmental characteristics
of water courses; the numerosity of the sample analyzed and its localization on
only a few river courses, does not allow, at the moment, to consider a regression
reliable; in fact, the purpose is to highlight the method and the variability in the
calculation of roughness with the proposed formulas; the collected parameters fit
into the roughness formula proposed by Baptist et al. (2007) useful for hydraulic
modeling and, consequently, for choosing the best maintenance approach [27]. In
Fig. 2B, data were also compared to other studies on herbaceous vegetation [43—45].

This relationship follows the trend of the data obtained from the study by Van
Velzen et al. (2003) and is in agreement with other international case studies [5; 46].
The greater is the average diameter of a stand, the smaller is the number of plants
per surface unit.

The correlation between m and age follows the same previous trend, also visible
in Fig. 3, derived from the fact that, in the surveyed tree stands with a maximum age
of about 15-18 years, the average annual increase was equal, in average, to about
one centimeter.
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This preliminary result will be further investigated: indeed, the impression from
the first analysis that the origin (gamic or agamic) of the stem, does not decisively
affect the variation in hydraulic roughness, must be confirmed.

Figure 4 shows the correlation between roughness coefficient and average diam-
eter of surveyed tree stands, all managed by coppicing. It has been considered a
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constant water depth (Y) of 1 m, in order to guarantee non-submersion of surveyed
riparian vegetation. It is also shown, as a comparison, roughness calculated using
Jarveld formula (2), with Leaf Area Index (LAI) chosen from literature, variable
between 5 and 3.7 as a likely value for floodplain covered by poplars [31], as well
as black poplar specific parameters Cdy, x and u,, while we set up,, i.e. the cross
sectional mean flow velocity, estimated equal to 1.6 m/s for rivers along which
vegetation has been surveyed [14, 23-25, 30-32].

X
Cdy + LAL+ (%) /!
X

n—=

2 g? @

In the first section (orange dots), is showed the sudden raise of the roughness
coefficient strictly connected with tree stand density increase, simulating the vege-
tation scenario following a clear cut starting from diameter = 0 cm and Manning’s
n = 0.035 up to the diameter of 3 cm. The roughness then decrease due to an ever
decreasing in the number of plants per surface unit such as to create lower resis-
tance to the motion of the flow. The second section (blue dots) shows the Manning’s
n coefficient between 3 and 10 cm diameter. Roughness coefficient has a decrease
probably due to the continuative natural competition of the tree sprouts. This leads
to an even more decrease in the number of plants per unit of surface and an increase
in the average diameter of the stand. The third section (grey dots) shows a stable
slightly increasing trend in the roughness coefficient, justified by the stabilization in
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formulae [24, 27]



Hydraulic Roughness Estimation Induced by Riparian Vegetation ... 177

the density of the stand with an increase in its average diameter and therefore by the
loss of flexibility of the woody vegetation that opposes against water flow.

However, to reach a more accurate Manning’s n value using Jirveld and also
Nepf formulae for partially submerged vegetation, further investigations should be
conducted on flexible vegetation height and streamlining, parameters not so easy
to determine because variable according to the biomechanical characteristics of the
stems [23-26, 29, 30, 38].

4 Conclusions

Plants of a smaller diameter (younger shoots) are more flexible, and better suitable
for riverbanks stabilization, regardless of species, in accordance with Sutili et al. [6].
The flexibility of the stems and branches decrease over the time, but 10 years after
harvesting, roughness coefficient stabilizes, and plants behave even more as rigid
elements. Maintaining an high flexibility means that plants in flood conditions are
able to bend down reducing turbulence effects and acting as a protection layer against
bank erosion, instead of potentially causing hydraulic blockage in case of breaking.
This target could be achieved with a more frequent maintenance in order to preserve
its “flexibility function”.

However, statistical reliability of the previously proposed methods are still being
tested and analyzed, and will be presented in future studies.

According to Pasquino et al. [8] it could be useful to evaluate the maximum
tolerable plant size from a hydraulic perspective, that will bring, from a vegetation
management perspective, to identifying a threshold value of the diameter above
which plants must be coppiced.

This type of management should be taken into account along water courses next
to inhabited areas, in order to maintain the plant community with that certain age and
diameter, and, thus, the optimal roughness, without drastic clear-cuts. On the other
hand, when there is no risk for public safety, it is possible to leave free plant growth
and evolution for naturalistic purposes.

These results can be utilized for identifying objective hydrodynamic criteria to
be adopted by land managers, e.g. land reclamation authorities, for coppice manage-
ment of riparian vegetation in human influenced river ecosystems, in order to plan
vegetation harvesting along water courses.
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The Effect of Soil and Vegetation Spatial m
Variability on Modelling Hydrological L
Processes for Irrigation Optimisation

at Large Scales

Shawkat B. M. Hassan, Giovanna Dragonetti, Alessandro Comegna,
Asma Sengouga, Nicola Lamaddalena, and Antonio Coppola

Abstract Spatial variability of soil and vegetation parameters are crucial in agro-
hydrological models concerned with optimizing irrigation volumes at large scales.
Measuring aforementioned parameters can be time consuming and laborious, so it is
more efficient to aggregate their spatial variability without significantly affecting the
optimal irrigation fluxes at large scales. The main purpose of this paper is to study the
effect of spatial variability of soil hydraulic parameters and vegetation indices (i.e.,
leaf-area index, LAI, and crop coefficient, K.) and soil profiles’ hydraulic parame-
ters on the optimal irrigation volumes. Here we analyse the effect of aggregating the
spatial variability of soil and vegetation parameters on a 140-ha irrigation sector in
“Sinistra Ofanto” irrigation system in Apulia Region, Southern Italy. Five soil profiles
were excavated and their hydraulic parameters were measured. Remote sensing appli-
cations were used to obtain LAI and K. using European space agency’s Sentinel-2
images. Optimal irrigation volumes were calculated using FLOWS-HAGES agro-
hydrological model at field scale using variable vegetation and soil inputs. Then, a
sensitivity analysis was carried out by aggregating soil and vegetation parameters
into sector scale. Aggregating vegetation parameters was carried out while preserving
soil parameters variability. Aggregating soil parameters variability was carried out
five times by applying each of the five measured profiles while preserving vegeta-
tion parameters. Aggregating vegetation parameters did not significantly change the
optimal irrigation volumes and the resulting deep percolation volumes. However,
aggregating soil parameters variability significantly affected the optimal irrigation
volumes and the corresponding deep percolation volumes. Aggregating soil vege-
tation parameters is possible to facilitate irrigation management provided that soil
parameters variability is preserved and the cropping pattern is relatively uniform.
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1 Introduction

Irrigation management, as many other agricultural and environmental issues, is more
and more dealt with using physically-based agro-hydrological models [4, 6]. These
models use mechanistic approaches to calculate water flow and solute transport in
a soil-plant-atmosphere system [3, 9, 11]. Such models can be used as decision
support tools to quantify and schedule optimal irrigation volumes at different spatial
scales using soil, vegetation and meteorological parameters as inputs. However, the
challenges lie in the spatial variability of different inputs when applied at large district
or sector scales [4, 10]. In order to overcome these spatial variability challenges, input
parameters may be aggregated to obtain parameters effective at the larger applicative
scale of concern. As for soil parameters, geostatistical methods [13] and/or more or
less complex averaging procedures [14, 15] can be used. In any case, this remains a
difficult task, due to the nonlinearity of flow equations [14]. As for vegetation, similar
approaches may be used. However, the effect of using different schemes for averaging
vegetation parameters (Leaf Area Index, Root parameters, ...) on predicting water
fluxes in the soil-vegetation—atmosphere is not immediate as it depends on the way
the vegetation is accounted for in different agrohydrological models.

With these premises, the aim of this paper is to study the effect of aggregating the
spatial variability of soil and vegetation parameters on optimising irrigation volumes
for al40-hectare irrigation sector in Apulia Region, Southern Italy. For this purpose,
surface soil hydraulic parameters were obtained using tension infiltration experi-
ments at 90 locations. Five excavation pits were dug in the sector to measure the soil
hydraulic parameters for the subsurface soil layers using tension infiltration exper-
iments. Also, remote sensing applications using Sentinel-2 satellite images were
utilized to obtain the vegetation parameters (e.g., leaf-area index, LAI, and crop
coefficient, K) for the year 2020.

Based on these data, FLOWS-HAGES model [4] was used to optimise the irriga-
tion fluxes in the study area using the soil and vegetation spatially variable inputs.
Then, two aggregation scenarios were used to analyse the effect of aggregating input
parameters at sector scale on calculating the optimal irrigation fluxes by the model:
1) aggregating the spatial variability of vegetation parameters while preserving the
spatial variability of soil hydraulic parameters, and 2) aggregating the spatial vari-
ability of soil hydraulic parameters and vegetation parameters. The simulation results
were then compared in terms of optimal irrigation and deep percolation fluxes.
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2 Materials and Methods

2.1 FLOWS-HAGES Agrohydrological Model

The agrohydrological simulations aiming at optimizing irrigation fluxes at different
scales were carried out using FLOWS-HAGES model [4]. FLOWS-HAGES is a 1D
vertical transient water flow model that numerically solves 1D Richards equation.

The model has two configurations to simulate irrigation: 1) introducing irrigation
fluxes as an input, or 2) computing optimal irrigation fluxes by the model. In the
first case, the model can be used to analyse irrigation fluxes actually applied by the
farmers and their effect on agrohydrological processes in the root zone. In the second
configuration, it can be used to optimise the irrigation fluxes taking into account the
farmers’ behaviour. The model computes the optimal irrigation fluxes and its timing
based on the average soil water pressure head in the root zone, h,y, as shown in Fig. 1.

Irrigation starts when h,, becomes smaller than A;. The irrigation depth is calcu-
lated so that the water content at each depth is brought to field capacity (Fig. 1b).
The critical head, A, and irrigation depth, z., can be defined from the simulations
using irrigation fluxes as input to analyse the farmers’ behaviour.

As for the hydraulic properties, the surface layer of the soil profiles was assumed
to have bimodal hydraulic properties, which were described by using the Durner
water retention model [5]. The subsurface layers were assumed to have unimodal
porous media. In this case, [12] soil water retention model was used. The unsaturated
hydraulic conductivity, K (h), was described using Mualem model [7] for both layers.

MODEL IRRIGATION CRITERION MODEL IRRIGATION CRITERION
Pressure head [-h)

]

/

hav herit Pressure head (-h)

Depth
Depth(z)

hav > herit NO IRRIGATION hav < herit  |RRIGATION to bring h(z) to hfc

Fig.1 Graphical view of the on which the model is based to compute the time and volume of
irrigation. a hyy higher than Ay, no irrigation is required; b h,, lower than hgi, irrigation is
required to bring the pressure head at the field capacity, A,
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2.2 Study Area and Soil Database

The study area is sector 6 in district 10 in “Sinistra Ofanto” irrigation system in Apulia
region, Southern Italy. Ninety locations were selected to measure surface bimodal
hydraulic properties. Subsurface hydraulic properties were measured at 5 locations
using 1-m-deep excavation pits. The study area was divided into 90 Thiessen poly-
gons based on the 90 surface measurement sites using geographic information system
(ArcGIS) (Fig. 2a). Each Thiessen polygon was assigned the surface hydraulic prop-
erties of its corresponding point. Subsurface hydraulic properties were assigned to
each Thiessen polygon according to the nearest excavation pit. The sector is predom-
inantly cropped with wine grapes (58% of the area) and the second predominant crop
is peach (19% of the area) (Fig. 2b).

At each of the 5 excavation pits, a complete pedological description was carried
out. At each of the 90 surface measurement sites, Durner’s bimodal and van
Genuchten unimodal hydraulic parameters were obtained by using cumulative infil-
tration data coming from tension infiltrometer measurements [ 1, 3]. These cumulative
infiltration data were then used as input in the HYDRUS 3D software to estimate
hydraulic parameters by an inverse solution of the Richards 3D [8, 9]. Tension infil-
tration experiments were also carried out for the subsurface layers in the 5 excavation
pits.

(b)

Fig. 2 The study area. On the left, the solid border represents sector 6, the dashed borders represent
Thiessen polygons, the solid circles represent the 90 surface measurement sites, and the red triangles
represent the excavation pits. On the right, the cropping pattern of the sector with wine grapes being
the predominant crop occupying 58% of the area
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2.3 Obtaining Vegetation and Irrigation Parameters
Jor FLOWS-HAGES Simulations Using Geographic
Information Systems and Remote Sensing Applications

European Space Agency’s (ESA) Sentinel-2 satellite images with 10-m resolutions
were utilized. Two satellite images were downloaded for each month in 2020. LAI
was obtained at each pixel using ESA’s SNAP software. K. was then obtained at
each pixel using the equation proposed by [2]. Zonal statistics tool on ArcGIS was
then used to obtain the mean values of K. and LAI for each Thiessen polygon for
each image representing a day of the year. Time series of the evolution of K. and
LALI along the year 2020, were created for each polygon using linear interpolation.
Time series were then checked to remove the outliers.

As for the root system and the irrigation periods, we opted for assuming a single
crop for each polygon. ArcGIS was used to create an intersection between the crop-
ping pattern and the Thiessen polygons corresponding to the soil measurement sites.
If a crop type occupied more than 70% of the Thiessen polygon area (dominant crop),
which was the case for most Thiessen polygons, the Thiessen polygon was assumed
to be cultivated with the dominant crop type. If else (no crop > 70%), a theoretical
crop type was created with: 1) the weighted average of the root depth and 2) the
irrigation period of the crop with the longer-lasting irrigation period.

2.4 Agrohydrological Simulations Using FLOWS-HAGES
Model

In order to optimise irrigation fluxes in the study area, simulations were carried out
first on the first configuration by introducing the registered irrigation fluxes as an
input. The purpose of those simulations was to understand the farmers’ irrigation
management parameters. The output of these simulations was analysed in terms of
the mean soil-water pressure head at different depths in the root zone. The irrigation
fluxes and the pressure heads were plotted in order to graphically observe: 1) the
irrigation periods of each crop type 2) the critical pressure head value, A, the
farmers tend on average to not overcome with their irrigation behaviour (in terms
of volumes and timing) at each irrigation event, and 3) the depth z. at which A, is
guaranteed by the farmer irrigation behaviour. The total number of simulations using
this configuration is 90, corresponding to the 90 Thiessen polygons in the sector.

The second step was to carry out the simulations under the second configuration to
optimise the irrigation fluxes. In this case, the irrigation periods, the critical pressure
head, A, and the critical depth, z., obtained by analysing the famer behaviour under
the first configuration, were used as input in the second configuration simulations.
This allowed to optimise irrigation volumes by still accounting for the real farmer
irrigation behaviour. Similar to the first configuration, the total number of simulations
in this case was 90 simulations representing the Thiessen polygons.
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Data Collection " Aggregating Spatial Variability

Using the Aggregated Propertie

Fig. 3 A schematic view of the steps taken for agrohydrological simulations using spatially variable
and aggregated soil and vegetation properties

In the third step, two aggregation scenarios were assumed: 1) aggregated vegeta-
tion parameters with spatially variable soil properties, and 2) aggregated soil proper-
ties and vegetation parameters. For the first case, irrigation fluxes were optimised for
the 90 Thiessen polygons by using 90 different hydraulic parameters vectors, one for
each polygon. As for the vegetation, a so called “virtual macrocrop” was assumed
whose parameters were obtained by averaging the daily values of LAI and K. over
the entire sector. Therefore, a total of 90 simulations were carried out. In the second
case, the vegetation parameters variability was aggregated into the macrocrop, while
using a representative soil profile for the entire sector. This process was repeated
5 times for each of the 5 soil profiles excavated in the study area (Fig. 2a), for a
total of 5 simulations. Figure 3 shows a schematic view of the data collected and the
steps taken for running the agrohydrological simulations using spatially variable and
aggregated soil and vegetation properties.

3 Results and Discussions

3.1 Optimising Irrigation Fluxes for Spatially Variable Soil
and Vegetation Parameters

Figure 4 shows a comparison between the optimal irrigation fluxes obtained using
FLOWS-HAGES model in m*/ha and the registered irrigation fluxes in m*/ha for
each of the Thiessen polygons in 2020 as colour-graduated maps. The mean optimal
irrigation fluxes were lower than the registered ones with the mean values of 1360
m3/ha and 1693 m’/ha, respectively. The deep percolation fluxes were also calcu-
lated using FLOWS-HAGES model for both the irrigation optimisation or using the
registered irrigation fluxes as inputs. The deep percolation fluxes were negligible
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Fig. 4 The optimal irrigation fluxes obtained using FLOWS-HAGES model in m>/ha (on the left)
compared to the registered irrigation fluxes in m3/ha (on the right) for each of the Thiessen polygons
as colour-graduated maps. The legend in the middle shows the colour for each range of fluxes

with the values of 44 m3/ha and 43 m3/ha resulting from the optimal and registered
irrigation fluxes respectively.

3.2 Aggregating Spatial Variability of Soil and Vegetation
Parameters

Figure 5 shows the mean irrigation fluxes and the mean deep percolation fluxes
obtained from three simulation scenarios: the registered irrigation, the optimal irriga-
tion fluxes accounting for the spatial variability of different input parameters, and the
optimal irrigation fluxes for the macrocrop while preserving soil parameters spatial
variability. Figure 6 shows the mean irrigation and deep percolation fluxes obtained
from registered irrigation and from five scenarios of aggregating soil parameters
spatial variability.

Looking at Fig. 5 and Fig. 6, aggregating the vegetation parameters spatial vari-
ability does not significantly affect the optimal irrigation fluxes as it underestimated
the optimal irrigation fluxes by only 2.2% while aggregating soil parameters vari-
ability drastically changes the optimal irrigation fluxes. This indicates the importance
of soil parameters variability in agro-hydrological modelling.
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Fig. 5 The mean irrigation fluxes (blue bars) and the mean deep percolation fluxes (orange bars)
obtained from three simulation scenarios: the registered irrigation, the optimal irrigation fluxes
accounting for the spatial variability of different input parameters, and the optimal irrigation fluxes
for the macrocrop while preserving soil parameters spatial variability. All the fluxes are in m3/ha
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Fig. 6 The mean irrigation fluxes (blue bars) and the mean deep percolation fluxes (orange bars)
obtained from registered irrigation fluxes and from 5 scenarios of aggregating soil parameters spatial
variability. For each of the five scenarios, one of five excavation pits was considered representative
of the entire sector

4 Conclusions

The main purpose of this study was to study the effect of soil and vegetation proper-
ties’ spatial variability on optimising irrigation volumes at large scales. The results
showed that accounting for the soil spatial variability is crucial in agro-hydrological
models concerned with water flow and irrigation optimisation. Aggregating soil
parameters spatial variability from local to sector scale proved to significantly affect
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the model outputs in terms of optimal irrigation fluxes and the subsequent deep perco-
lation fluxes. Also, the results showed that changing the soil hydraulic parameters
would lead to completely different optimal irrigation fluxes.

On the other hand, aggregating vegetation parameters spatial variability into a

sector scale did not affect those outputs significantly. This would facilitate irriga-
tion management at large scale by reducing the number of input datasets regarding
vegetation indices, such as LAl and K.
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Conceptual Interpretation of Infiltration m
Under Sealing Process by Membrane L
Fouling Models

Francesca Todisco, Lorenzo Vergni, and Rita Ceppitelli

Abstract Inthe paper, the filtration membrane fouling models (Hermia, J.: Constant
pressure blocking filtration laws-application to power law non-newtonian fluids,
Trans. of the Institution of Chemical Engineers, 60,183-187. (1982).; Bolton, G.,
Kuriyel, R., LaCasse, D.: Combined models of membrane fouling: development
and application to microfiltration and ultrafiltration of biological fluids, Journal of
Membrane Science, 277, pag. 75-84 (2006).;), adapted to simulate the infiltration
of overland flow through porous soils under seal formation, were tested. The vali-
dation dataset, provided by the SERLAB (Soil Erosion LABoratory, Italy), consists
of runoff and infiltration rates measured at 5 min intervals in a sequence of four
simulated rainfall (70 mm/h intensity), following initial tillage and lasting until the
steady runoff is reached. As a porous medium, the soil is assumed to be the filter.
The soil infilling that occurs during structural seal formation is assimilated to the
membrane fouling process, and the turbid fluid is the flow enriched in fine particles
due to the illuviation of the soil particles detached by raindrop impact and overland
flow. The combination of two basic models, intermediate pore blocking (IPB) and
standard pore blocking (SPB), yields the best fit. IPB brings about progressive super-
ficial pore clogging and particle accumulation at the surface; in SPB, the particles
illuviated by water accumulate inside the media on the walls of straight cylindrical
pores. The results indicate the efficacy of models able to simulate multiple mech-
anisms participating in the structural modification of soil. Also, IPB model alone,
contrary to SPB, provides reasonable estimates. This indicates that the dynamics of
the soil surface hydrological properties remain active. At the same time, the pore
constriction seems to run out quickly with the cumulative infiltration from tillage.
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models + Soil crusting - Structural crust - Particle mobilization in soil -+ Rainfall
sequences

1 Introduction

During rainfall, part of the sealing process [3] is caused by the surface compaction
due to the drop impacting energy [4, 5], and part is due to the deposition within
the soil profile of the fine particles mobilized by raindrop impact and overland flow
and vertically transported by water [6]. The process of fine particles infilling the
pores is typically not accounted for in the infiltration models under crust formation.
The paper’s objective is to evaluate if models, where infiltration is driven only by
fine particles infilling of pores, pores obstruction and particles accumulation in the
soil surface can describe the behaviour of the infiltration data. To this purpose, the
filtration membrane fouling models [1, 2, 7], typically used to describe industrial
filtration, are adapted and tested. In the filtration models, the fouling can occur by
various basic mechanisms such as pore blocking, pore constriction, caking, or a
combination of these. Fouling models do not reproduce the mechanical processes
occurring during soil seal formation but reproduce their effect on the soil surface
structure, such as the reduction of the porosity area, A, at the soil surface and an
increase in resistance, R, to infiltration flow both for the crust formation and for
the underneath pores obstruction by infilling fine particles. Explicit mathematical
equations were derived [8] during a constant pressure operation for the dynamics of
the free surface pores area for infiltration, A(?), the resistance of the infiltration porous
medium, R(?), the infiltration rate, Q(t), the cumulative infiltration volume, V(#), and
the saturated hydraulic conductivity, K (). These models were adapted to simulate
the infiltration in the soil experiencing overland flow, erosion and crust formation.
The soil infilling that occurs during structural seal formation is assimilated to the
membrane fouling process. The soil is assimilated to the filter, and it is assumed
to be rigid, and the turbid fluid is the flow enriched in fine particles due to the
illuviation of the soil particles detached by raindrop impact and overland flow. In
[8], the validation dataset was collected in rainfall simulation experiments consisting
in a sequence of three simulated rainfalls following initial tillage. An initial wetting
preceded the rainfalls. In this paper, a new validation database is used. The data were
collected during experimental trials consisting of four simulated rainfalls following
initial tillage without any wetting.
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2 Materials and Methods

2.1 Materials

The data were provided by the SERLAB (Soil Erosion LABoratory, 42°59'34”N
12°17'27”E, Italy, [9, 10] of the University of Perugia), and derived from an exper-
iment (E2021) on bare silty-clay loam soil (16% sand, 51% silt and 34% clay),
carried out in a micro-plot (1 m width x 0.92 m length and slope 16%). The experi-
ment consists of a sequence of four simulated rainfalls (from now on L, IT, IIT and IV)
carried out over a few weeks. Before the experiment, the soil was manually harrowed
to obtain a fine seedbed (almost 10 cm deep and with clods smaller than 5 cm). The
rainfall simulator [11] installed over the micro-plot provides a constant rainfall inten-
sity of about 70 mm/h and a kinetic energy rate of 14.5 J/(mm'm?). The entire runoff
volume was sampled every 5 min to determine the hydrographs at the down-most
section of the plot. The corresponding infiltration rate was computed as the difference
between the rainfall intensity and the measured runoff. The runoff samples were also
analysed to obtain the soil sediment concentration dynamics. The dataset consists of
50 observations of rainfall, runoff and infiltration. The mean porosity varies between
60 and 65%, the mean bulk density at the soil surface is 1050 (kg/m?), mean runoff
is 3.56 mm (minimum 2.9 mm in the I rainfall and maximum 3.8 in the IV) and
the mean concentration is 10.45 g/l (minimum 5.2 g/l in the I rainfall and maximum
and maximum 12.6 g/l in the IV). The models cannot simulate the sediment load
dynamics and the compaction due to impinging drops as the porous media is assumed
to be rigid, in analogy with the membrane. Therefore, sediment load concentration in
the flow and dimensional characteristic of the particles were assigned according to the
sediment concentration measures. The independent variable in each rainfall episode
is the initial soil surface condition (porous medium structural characteristics), which
is progressively modified by the drop impact, the surface flow, and generally by the
structural modification of the porous medium [5].

2.2 Methods

The Hermia models [1] derive from Darcy’s law, which estimates the flow rate Q
(m?/s) as a function of the medium resistance R (1/m) and the free surface area A
(m?) for infiltration as follows

Q = PA/Ru (D)

with P (N/m?), trans-membrane pressure that in Darcy’s equation corresponds to the
hydraulic gradient and w (Ns/m?) is the solution viscosity.

The Darcy’s equation, usually adopted in the infiltration processes in a porous
medium, is
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Q = AogK;AP/(pL") 2

with ¢ (N/m?), fluid specific weight; L’ (m), distance; K (m/s), saturated hydraulic
conductivity. Comparing the Egs. (2) and (1) it is possible to express K ; as a function
of the variables involved in the Hermia’s and Bolton’s models as follows:

K1) = (AL /(AR (1)) 3)

In soil moisture conditions close to saturation with the prevalence of the gravi-
tational component over the capillary one, the AP can be considered constant and
equal to the atmospheric pressure.

Two models (IPB, SPB), based on different hypotheses on the behaviour of A and
R, were tested. The combined model IPB + SPB was also tested. Table 1 shows the
explicit mathematical equations, derived in [8] for basic and combined models, of the
dynamics during sealing of the: free surface pores area, A(t), porous media resistance,
R(t),infiltration rate, Q(z), cumulative infiltration volume, V(¢) and saturated hydraulic
conductivity, K(t). The IPB model is based on the premise that the particles larger
than the pore size seal off the surface, and the smaller particles accumulate on top
of other deposited particles. The model estimates A(?), assuming a constant R(t) =
R(0) = Ry. Denoted by Qg, Ao, Ry the initial data with R = Ry for every ¢ >
0, from Darcy’s equation, we get Q/Qop = A/A,. This model uses a successive
approximation method to estimate the reduction of A. The portion of surface area
occupied and blocked in a given interval of time is assumed to be proportional to the
filtered volume as follows A;1a; = A; —0 (Vipar — Vi) A;/ Ao, where the probability
that the particles in the filtered volume AV, a, = V,4a, — V; occupy a portion of
the free surface is A,/Ag. Making the limit as At tends to zero with, Q = dV/dt,
0/Qo = A/A, and integrating, we get eqs. in Table 1.

Table 1 Models for the dynamic in time ¢ (s) of free surface area for infiltration, A (m?); infiltration
rate, Q (m3/s); medium resistance to flow, R (1/m) and infiltration volume, V (mm); corresponding
initial data, Qp, Ry, Ag; coefficients of the models k; and k, (1/m3); the volume of particles deposited
per unit of filtered volume, C (kg/m3); diameter of the particles, d (m); length of each pore, L (m);
density of the turbid fluid, y (kg/m3 ); density of the solid particles, y ¢ (kg/m3 ); mass fraction of
the solids in the suspension, s (-)

Model

__ A __ o0 _ _
IPB AW = gty | 20 = 7% V() = ki =0o/Ag

In(14+ ki Qot)/ki | o = L5y, 7
SPB R(t) = o) = W V) = kp = 2%
2
Ro(1+@)2 (kTP_i_QL)_I
ot

IPB o) = Q]o Vi) = l_ln(l 4 2ki0ot )
; [(oul )= a)] alr
SPB
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To evaluate, o let: d, be the diameter of the particles (assumed to be spherical);
”?d}, the volume of the particle; ”sz, the surface projected onto the membrane; Vy; y—so,
the volume of particles contained in the filtered volume V, where vy is the density of
the turbid fluid, vy is the density of the solid particles, and s (—) is the mass fraction of
the solids in the suspension. Now the surface of the totality of the particles projected
on the filter membrane is: oV = (%) (”sz) (%) , simplifying we get the equation
for o given in Table 1.

The SPB model assumes that particles accumulate inside membranes on the walls
of straight cylindrical pores; thus, the pore volume decrease is proportional to the
filtered volume. The pores are assumed to have a constant diameter and length. The
radius, » (m), of the pores decreases due to the solid matter that accumulates on
the pore walls. In SPB the A is assumed to be constant, A(z) = A(0) = Ay. In the
model, SPB, the increasing of the resistance becomes more important, and with the
hypothesis of constantly available surface area A = A forevery ¢t > 0, from Darcy’s
equation, we get Q/Qo = Ry/R. . The reduction of the pore section as a function
of the infiltrated volume, in Hermia (1982) is expressed as N*(—2xrdr)L = CdV,
where r is the pore radius, N*(—) is the number of pores, L, the length of each pore,
supposed to be equivalent to the thickness of the soil layer affected by structural
modifications, and C (—) the volume of particles deposited per unit of filtered volume.
Integrating with the initial data V (rp) = 0, using the constant pressure Poiseuille
equation to express the flow rate as a function of the pore radius, combining the
equations and integrating, we get eqs. in Table 1. The parameters of the eqs. in Table
1. are calculated as follows: y;, mass of fluid 4 the mass of solid per unit of volume
(density of water + measured average concentration of the solids in the runoff); s,
the ratio between the measured mean concentration of the solid in the runoff and
the density of the fluid; y, solid particle density, equal to 2650 kg/m3; d, selected
according to the observed dynamics of the sediment granulometry; Ay, was assumed
to be 0.65 m? in test I and then 0.6151, 0.6152 and 0.6075 m?, in tests II, IIT and IV,
respectively based on the measured mean porosity; L, assumed to be constant and
equal to 0.0005 m; C, average of the ratio of the measured concentration of the solid
in the runoff divided by y.

3 Results

The models were applied starting from the measured data. The model that, on average,
provides the most accurate estimates of the infiltrated rate, Q(?), is IPB + SPB (with
a Nush-Sutcliffe efficiency, NS = 0.94 in the III rainfall and a mean NS = 0.88,
Table 2). Among the basic models, the IPB is more efficient than SPB.

Figure 1 shows that the combined model, considering both the pore clogging
and the increase in the resistance of the porous medium, tends to underestimate the
infiltration rate data. Still, in general, it provides an excellent prediction. The simple
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Table 2 Coefficient of .

Rainfall Model
efficiency (Nash and S odets
Sutcliffe, NS) of Intermediate IPB SPB IPB + SPB
Pore BlOCking (IPB), 1 0.95 0.03 0.92
Standard Pore Blocking
(SPB) and combined model in 1\ 0.92 0.41 0.75
estimating infiltration rate. I 0.81 0.14 0.94
The results refer to four v 0.82 0.18 0.92

infall simulati I 11, IIT

ey ens mean 0.8 0.19 0.8

models overestimate the measures. The best results are obtained with the IBP model,
which provides a slight overestimation.

Figure 2 shows the boxplots of the percentage errors relative to the entire dataset
(50 observations of infiltration rate). The combined model provides the lowest mean
absolute percentage error (24% for the IPB + SPB). The error in 75% of the cases
is lower than 38% for IPB + SPB. Furthermore, the combined model presents lower
variability as quantified by the lower interquartile range and shorter whiskers. IPB,
among the basic models, provides the best performance with an error that in 75% of
the cases, remains lower than 40%.

0.00002 0.00002 0.00002 0.00002
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Time (s)

Infiltration rate, Q (m3/s)

----IPB  —-—SPB

IPB+SPB O measures

Fig. 1 Measured and estimated infiltration rate during the rainfall simulations I, 1L, IIL, IV

Fig. 2 Boxplots of the
models’ absolute percentage
errors in estimating the
infiltration rate, calculated as
the absolute value of the
ratio between the absolute
errors (predicted — observed)
and observed values

& error

absolute percentag

1PB SPB PB
+
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Fig. 3 Stationary infiltration rate a and cumulated infiltration volumes b measured and estimated
with the single and combined models, for the four rainfall simulations

The comparison of the measured and estimated final stationary infiltration rate
(Fig. 3a), confirms the overestimation of SPB and the slight underestimation of the
combined model. The best model for forecasting the final infiltration rate is the IPB.
The overestimation of SPB and the slight underestimation of the combined model
are also confirmed in the prediction of the cumulative infiltration volume (Fig. 3b),

4 Discussion and Conclusions

The IPB model provides good results because the reduction of the surface area of
the pores is an actual process occurring during seal formation. The coefficient k;
depends on the diameter, d, of the soil particles, on y; and s that, in this application,
have been estimated from the observed concentration data.

In the SPB model, only the increase in the resistance of the filter medium is
considered, and the porous surface area is assumed to be constant. These hypotheses
are less effective in reproducing the actual dynamics (Fig. 2). In the real process, the
structural and depositional crust determine both the increase of the surface resistance
(due to compaction) and the reduction of surface pore area (due to reallocation). The
SPB model provides the worst result.

A global sensitivity analysis [12] was performed to evaluate the robustness of
one of the best-performing models (i.e., the combined model IPB + SPB). The
results show that the model’s output is always in a physically sound range. The
Q(t) distribution shows a left shift with time that is consistent with the progressive
pores obstruction due to particles deposition inside the soil profile and in the soil
surface during structural crust formation. The diameter of solid particles d is the
most influential independent variable. The positive correlation exhibited by Q(t),
slightly decreases with time. The fact that d has a determining role in the model
output agrees with the processes simulated by the IPB 4+ SPB model, both in the soil
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profile and in the soil surface. The positive correlation is justified by the mathematical
formulation of the model (Eq.s Table 1) and is physically consistent, given that the
probability of forming occluding layers decreases with increasing particle size. The
s, vs, and C, all related to the sediment concentration in the suspension, are also
important variables. The negative correlation appears consistent with the simulated
process since, other factors being equal, lower infiltration values are expected as the
suspension concentration increases. The variables Ay and L (related to the porosity
and thickness of the surface soil layer, respectively) show a positive correlation with
Q(t), in accordance with the role played in the process. The contribution of the
initial infiltration rate Qy also appears consistent with the expectations. Indeed, it
shows a relatively high positive correlation in the initial phases of the process, but
subsequently, its importance becomes negligible.

In conclusion, the combined model, IPB + SPB provides the best results because
itaccounts for the dynamics of the resistance and the surface pores area. In this model,
all the parameters of the basic models involved are present and maintain the same
functional role. For IPB + SPB model, the mathematical formulation of the K(7)
dynamics with time are rational functions of degree -3 depending on the dynamics
of both the infiltration area, A(t), and the medium resistance, R(?).

The success of the filtration models suggests that in soils where the silt and clay
content is relatively abundant (20% or more), the processes driving the infiltration
dynamics need to be parameterized separately from the processes immediately due to
raindrop impacts. In modelling, this means that the equations describing the decrease
of porosity [5] need an additional cause of variation due to the infilling of fine
particles.
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Adapting P-k-C* Model )
in Mediterranean Climate for Organic L
Removal Performance in Horizontal

Treatment Wetlands

D. Ventura®, F. Licciardello@®, L. Sciuto®, M. Milani ®, S. Barbagallo®,
and G. L. Cirelli

Abstract The P-k-C* is considered as the most suitable in modeling treatment
wetland (TW) performance providing a good compromise between accuracy and
computational simplicity to assess the degradation processes for selected pollutants.
Howeyver, there is a need to test the model in different climate conditions due to its
high sensitivity to temperature. This study aims at demonstrating the applicability
of P-k-C* model to describe the response of horizontal TWs (H-TWs) for domestic
and agro-industrial wastewater treatment, and evaluating key design parameters for
the model optimization in Mediterranean semi-arid conditions. In particular, kA20
(m year—1) and 6 values were assessed in two H-TWs in Eastern Sicily, character-
ized by different organic loads and hydraulic and design features. The model was
evaluated for simulating BODS and COD effluent concentrations at the outlet of the
H-TW units. Calibration parameters, kA20 and 6, were found by summing and mini-
mizing the squared differences between measured and modeled data, obtained by
simultaneous adjustment of kA20 and 6 for all samples (25 <n <27). The coefficient
of determination, R2, the Nash—Sutcliffe efficiency, NSE, and the root mean square
error, RMSE, were used as statistical performance measures. Results showed a good
reliability of the model to describe water quality response in terms of BODS5 and
COD effluent concentrations. Most important finding was that a 6 < 1 should be used
from practitioners to optimize H-TW design in Mediterranean conditions.

Keywords Horizontal treatment wetland + P-k-C* model - Semi-arid climate

1 Introduction

Treatment wetlands (TWs) are systems increasingly used worldwide to treat different
types of wastewaters by removing mineral and organic pollutants. These systems are
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particularly suited to remove organic matter (i.e. COD and BODs) and, in general,
chemical compounds such as nitrate, ammonia, phosphate, etc., and microbiological
organism through a natural combination of miscellaneous processes contributing
to enhance the wastewater (WW) quality. In order to understand and identify the
main removal mechanisms acting in the TWs, several models have been proposed by
literature [2], to simulate, among others, NO3;~, COD and microbiological removal.
For a comprehensive understanding of TWs treatment processes, concurrent pollutant
degradation and hydraulic behavior require to be considered. To this aim the relaxed
version of TIS (tank-in-series) model [4], also known as PTIS or P-k-C* model,
seems to be the most suitable in representing TWs performance [2], Dotro et al.,
2017). Up-to-date, there are several studies on P-k-C* application worldwide [1, 2,
4-6], while there is a lack of information about its applicability in Mediterranean
area, especially utilizing observed data from TWs treating different type of WW.
Therefore, the aim of this study is to demonstrate the applicability of the model to
describe the response of horizontal TWs (H-TWs) treating different type of WW
in Mediterranean climate conditions and to validate it by assessing main design
parameters. In particular, kayo (m year™!), 6 and P values were assessed in two H-
TWs, respectively 5 an 9 years-operating, treating WW produced by a winery and a
farmhouse, both located in Eastern Sicily (Italy).

2 Material and Methods

2.1 Case Studies

Marabino Winery TW. The Marabino winery WW (about 3 m?® day~') are treated
by a coarse screening, an Imhoff tank, an equalization tank (5 m*) and a multistage
TW (Milani et al., 2020). The TW (Fig. 1) has a total surface area of about 230
m? and is made of a vertical subsurface flow (VF) bed, followed by a horizontal
subsurface flow (HF) bed and then by a free water (FW) system. Every four hours, a
timer activates a pump installed in the equalization tank for a cycle of five minutes
to distribute the WW on the top of VF bed. The HF and FW TWs have a nominal
hydraulic retention time (HRT) of about 110 and 90 h, respectively. The TW was
planted with: Pragmites australis (VF), Cyperus Papirus var. Siculus and Canna
Indica (HF), Iris pseudacorus, Nymphaea alba and Scirpus lacustris (FWS).

Valle dei Margi (VDM) Farmhouse TW. The TW was designed for the secondary
treatment of WW produced by toilets, food area and wellness centre of the VDM
farmhouse, with a maximum flow rate of about 30 m* day~!. The preliminary and
primary treatment plant is made of two parallel lines, each one consisting of a
degreaser unit and an Imhoff tank (Fig. 2). TW includes an HF bed followed by a FW
unit, with a surface area of about 350 m? and 180 m?, respectively. The nominal HRT
is about 64 h in HF and 115 h in FW TW. The HF bed was vegetated with Canna
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Indica, Cyperus papyrus and Iris pseudacorus while the FW banks was planted with
Phragmites australis.

Study sites are located in a semi-arid climate area characterized by an average
annual precipitation of about 500 mm, and summer air temperature values reaching
40 °C. The climatic data, for two sample years, respectively for Marabino and VDM
sites, showed a similar temperature trend with the highest values in July—August
(with some peaks in September and the lowest in December-March (data not shown).
Temperature values varied from a minimum of -1.6 at VDM (mid-February) °C and
-1.7 at Marabino (mid-January) to a maximum of 42 °C at Marabino (beginning of
August) and 41.6 at VDM (mid-August). As expected, rain is concentrated in the
period September-March with a maximum value of around 40 mm day ! observed in
November. The water temperature of collected samples was close to the daily average
air temperature due to the high thermic capacity of the water (data not shown).

2.2 Water Quality Database

The simulation procedure was conducted for COD and BODs data collected in 2018—
2020 in the Marabino TW (n = 25 samples) and in 2019-2020 in the VDM TW
(n = 27 samples). The sampling points were located at the inflow and outflow of
each TW using manual water samplers. WW samples were collected in 500 mL
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plastic bottles and stored at 4 °C during the transport to the laboratory. Analyses
were carried out according to Standard Methods (APHA 1998; APHA-AWWA-
WEE, 2005). A portable water quality probe (Multiparametric Hanna probe, USA)
was used to measure temperature and electrical conductivity (EC). The flow was
recorded by an on-site flowmeter. Meteorological variables, such as rainfall and air
temperature, were provided by the SIAS (Sicilian Agro-meteorological Informative
System) reference stations. For each TW configuration, the loading mass rate (LR)
and mass removal rate (MR) parameters were calculated [2], as also reported by [1].

2.3 P-k-C* Model Application

The fundamentals of the P-k-C* model are based on first order removal rate coeffi-
cients (k-rates), non-zero background concentrations (C*), and non-ideal hydraulics
[2], while assuming steady-state conditions: no infiltration, no evapotranspiration,
and constant flow in the system. The pollutant concentration at outlet (C, calculated)
was calculated by Eq. 1.

C;—C*

k
Cocalculamd =C*"+ - P
1 + kAZOQ(T—ZO)
Pq

(D

The first order areal removal rate constant (k) indicates how fast the pollutant
degradation process is and depends on water temperature through the theta factor (6)
[2], deriving from the Arrhenius equation. The non-zero background concentration
C* [7] represents the lowest effluent concentration (i.e. regarding certain pollutant
loads) at the TW outlet. Moreover, P is a fitted parameter that accounts for apparent
tanks-in-series, since it merges both, the hydraulic efficiency of the reactor (number
of tanks in series, N) and the pollutants “weathering”. The parameters P, kayo and
6 (Eq. 1) were optimized to minimize the sum of the square of the errors (SSE)
between C, observed and calculated [3-5]. The minimization process was carried
out following [1]. Calibration and validation goodness of P-k-C* kinetic equation was
evaluated by calculating the root mean squared error, RMSE (mg L"), the coefficient
of determination, R2, and Nash-Sutcliffe efficiency, NSE, between calculated and
measured concentration values (for each quality parameter and in individual TWSs).
With the aim to demonstrate the applicability of the model in the Mediterranean
climate to design and to manage TWs for different WW, NSE and RMSE were
evaluated for all TWs together.
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3 Results

3.1 TWs Characterization and Model Fit Parameters

Mean quality parameter concentrations measured at the inlet (C;, mg L") and at the
outlet of TW systems (C,, mg L™!) and flow rates at the inlet (q;, m d~!) are reported
in Table 1. Evapotranspiration (ET), evaluated as in Consoli et al. (2018), reduced
the flow at the inlet (q;) of about 4% on average in both TWs (with a minimum
value of 1% in winter. and a maximum 20% in summer). Mean mass removal rates,
considering COD and BODs for each TW were equal to 51% and 50% for Marabino
TW and 85% and 86% for VDM TW (Table 1).

Model fitting (reaction rate) parameters, Ka»o and 6, optimized for the calibration
dataset of COD and BODs in each TW are summarized in Table 2. The apparent
number of TIS (P) was set equal to 8.3, a median value derived by 35 studies [2] for
both COD and BODs and both TWs; the calibration process of this parameter did
not improve the simulations.

Mean and standard deviation EC values observed in different periods of the
year for the TWs are reported on Table 3. Mean EC values showed an increase of
about 15% between April-September (summer season) and October - March (winter
season) probably due to the higher ET in the hottest period.

Table 1 Number of samples, mean quality parameters concentration measured at the inlet and
outlet of TW systems and their standard deviation (SD), and flow rates at the inlet (q;, m day*1 ).
C* was fixed as the lowest outlet concentration observed

TWs n | Parameter |C; Co (of g MR (%)
(mgL™") |@mgL™") |[(mgL™) |(mday™")
Mean |SE |Mean |SE Nominal
Marabino |25 |BODs 121 7 38 2 3 0.05 50
25 | COD 221 12 |74 4 3 51
VDM 21 | BODs 513 8 71 3 3 0.09 86
27 | COD 712 10 |107 |3 3 85

Table 2 Model fit parameters kaoo and 6 (m yea.rfl) for BODs and COD measured in each TW

TWs COD 0 BODs 0
ka20 ka20
(m year_l) (m year‘l)
Marabino 169.7 0.744 132.2 0.803
VDM 59.9 0.965 41.4 1.018
Mean 114.8 0.855 86.8 0.910
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Table 3 Electrical conductivity (EC) measured in HF effluents in different seasons

TWs EC (uS cm™1) EC (uScm™ 1) Difference
October - March April — September
Mean SD Mean SD
Marabino 885.6 50.1 1049.5 29.2 18.5
VDM 2765.2 40.3 3101.0 20.7 12.1
Mean 1825.4 2075.3 15.3

Table 4 Calibration Statistical Evaluations: R2, NSE, RMSE (mg L

TWs COD BODs

n R2 NSE RMSE n R2 NSE RMSE
Marabino 15 0.93 0.91 32.1 15 0.85 0.80 22.0
VDM 16 0.71 0.54 50.6 13 0.84 0.81 29.1

Table 5 Validation Statistical Evaluations: RZ, NSE, RMSE (mg L b

TWs COD BODs

n R? NSE RMSE n R? NSE RMSE
Marabino 10 0.96 0.67 66.3 10 0.91 0.48 39.3
VDM 11 0.51 0.32 56.9 8 0.92 0.71 24.6

3.2 Calibration and Validation Results

Statistical evaluations were carried out for calibration and validation datasets for
each pollutant and TW (Tables 4 and 5, respectively).

Mean R? values (considering both TWs) varied between 0.73 (COD) and 0.92
(BODs) for both calibration and validation dataset. Mean NSE values (considering
both TWs) varied from 0.59 to 0.81 (respectively for validation and calibration set
of BODs) and from 0.73 to 0.82 (respectively for validation and calibration set
of COD). Mean RMSE values varied between 32.0 (BODs) and 61.6 (COD) for
both calibration and validation dataset. After calibration/validation process carried
out separately for each TW, the observed/predicted values were recompiled for an
overall calculation of RMSE and NSE. The statistical metrics of both TWs for each
pollutant are summarized in Table 6. As expected, model prediction strength varied
between calibration and validation, being for the first dataset higher (between 0.76
and 0.86 for COD and BODjs respectively) than the second one (between 0.58 and
0.63 for BODs and COD respectively).
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Table 6 Statistical metrics for pollutants observed in all TWs

Pollutant Calibration (both H-TW5s) Validation (both H-TWs)
n NSE RMSE n NSE RMSE
(mgL~h) (mgL~h
COD 31 0.76 56.54 21 0.63 72.84
BODs 28 0.86 30.21 18 0.58 39.52

4 Discussion

The calibration/validation procedure confirmed the ability of the P-k-C*model to
represent BODs and COD kinetic degradation in different H-TWs operating in semi-
arid Mediterranean climate. After the calibration of ka,¢ and 6 parameters for COD
and BODs, accordingly with [8], the performance of the model evaluated for all the
TWs together was very good for the calibration step, good for the validation set.
[9], following a similar model calibration approach (first for a single TW and then
considering all TWs together), found similar NSE values (0-72-0.91). kaoo opti-
mized values ranging from 41.4 to 169.7 m year~!, considering the two investigated
pollutants (COD and BODs) in the present study, are in the range of those found in
literature [2],they are higher than those generally found in temperate areas [3, 6] and
very similar to those found in another study in semi-arid areas [1]. The fact that 6
was < 1 in most cases (with the exception of BOD;5 for VAM) was found in literature
for a study carried out in Ethiopian arid climate [5] besides another one carried out
in Sicily [1]. In particular, optimized Kao and 6 parameters allowed the following
considerations. A value of 6 < 1, means that temperature increases in the summer
season caused a reduction in the K, and the kinetic degradation in all the cases, as
observed by [5] under African arid conditions, and by [1] under Sicilian semi-arid
conditions.

This behaviour could be explained by two compensation factors, in contrast with
the general idea that temperature increases cause Kaoo increases (Vymazal et al.,
2021). First of all, generally, the temperature increase causes the increase of kinetic
degradation rate and therefore of kg value, since “seasonal variations of some biotic
and abiotic factors” occur [12]. In spite of this, in summer period in semiarid region,
very high temperatures and consequent ET increases can act predominantly causing
a higher concentration of effluent pollutants than expected, and so, determining a
reduction of kay [2]. Also, a correlation between the increased water salinity and the
TW treatment effectiveness reduction, due to plants and microbial function inhibition,
was reported by [11]. In our case, this effect could be contributing as confirmed by
higher EC values observed during April-September season. On the other hand, the
second compensation condition occurs in winter season, when rain dilutes pollutants
concentration in TW outlet, increasing the ka»o, being also ET almost neglectable
and the effect of temperature not relevant. However, the preponderance of literature
(Stein et al., 2006) evidence suggests that BODs removal is not improved with higher
wetland water temperatures.
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5 Conclusion

The P-k-C* model calibration/validation procedure carried out in the present study,
confirms the applicability of the model to describe the simulation of H-TWs treating
different type of WW and characterized by different design, and hydraulic and organic
load in Mediterranean climate conditions. Very good values of R?, NSE and RMSE
reached in most of cases indicated the good performance of the model. Therefore,
optimized data of kayg and 6, confirming those already found in arid and semiarid
areas of the world, could be considered a contribute for P-k-C* model application
in typical Sicilian climate, and, in general in Mediterranean weather conditions. In
particular, the calculated ko values were generally higher than those showed in the
case of TWs located in temperate climate zone and for all the pollutants considered,
the 6 values were generally lower than 1. This means that temperature increase in
the summer reduces the kao and the kinetic degradation in all cases.
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Influence of the Rainfall Time Step )
on the Thresholds for Separating Erosive | @i
and Non-erosive Events

L. Vergni®, A. Vinci®, and F. Todisco

Abstract In previous work [1] Todisco et al. (2019), Todisco et al. (2019) analyzed
522 rainfall events from 2008 to 2017 at the Masse experimental station (central
Italy) to define and evaluate several thresholds of rainfall characteristics able to
classify non-erosive and erosive events. The analysis was performed based on a 5-
min rainfall dataset. In this study, working on the same dataset, we evaluated how the
value and performance of the thresholds change when their determination is made
based on rainfall records at different time steps. In particular, the original 5-min
data were aggregated at 30 min, one of the typical timesteps of the data provided
by the Hydrographic Services and that required for calculating the USLE erosivity
factor. The results indicate that some rainfall characteristics maintain effectiveness,
passing from a 5-min to a 30-min rainfall dataset. However, only the total event
rainfall has a threshold (~ 15 mm) that is almost independent of the resolution, while
for other effective variables (e.g., Maximum duration of an individual run and the
Maximum rainfall amount in a burst), the thresholds change significantly. Moreover,
some variables dependent on the number of runs or showers during the event become
entirely ineffective when switching to the 30-min resolution due to the consequent
flattening of the internal dynamics of the hyetographs.

Keywords Hyetograph - Rainfall erosivity - Rainfall characteristics -+ Rainfall
classification

1 Introduction

The identification of thresholds of simple and practical determination capable of oper-
ating a separation between non-erosive and erosive rains has considerable importance
from both a practical and scientific point of view [1, 2]. It reduces the work necessary
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to manage and process erosive events and provides useful information to determine
the triggering of erosion processes of different entities and nature and consequently to
understand their dynamics better. A well-known threshold is certainly that proposed
by [3], which indicated as erosive the rainfalls having more than 12.7 mm or at
least 6.35 mm in 15 min. More recent studies [1, 2, 4] have been aimed at deter-
mining whether the variables that describe the internal structure of rain events (e.g.,
presence and duration of high-intensity showers), can be effective in classifying non-
erosive and erosive events, and even in separating erosive events that produce sheet
or rill erosion [1]. In particular, in [1], the 5-min hyetographs of 522 rainfall events
from 2008 to 2017 at the Masse experimental station (central Italy) were analyzed,
identifying the most effective variables and their threshold value.

Here, the same dataset is re-analyzed with the specific aim of evaluating how
the values of the best thresholds change when their determination is based on 30-
min rainfall records. This application has a practical interest since the 30-min time
resolution is that typical of the rainfall time series provided by the Regional Hydro-
graphic Service and is the minimum required for calculating the USLE erosivity
factor according to [3].

2 Materials and Methods

2.1 Rainfall Data and Rainfall Event Classification

The study was based on the data collected at the SERLAB station (central Italy,
42° 59 34” N 12° 17" 27” E), an experimental site equipped for the monitoring and
characterization of erosive processes at plot scale. A brief description of this exper-
imental station is provided below; more details on the technical and environmental
characteristics and on the measurement procedures can be found in previous studies
[5, 6].

The station has 10 Wischmeier-type plots of various sizes, with a 16% slope, kept
in cultivated fallow through frequent tillage operations to remove any spontaneous
vegetation and to obliterate the presence of any rills formed during erosive events.
Each plot is equipped in its terminal part with a channel that conveys the solid and
liquid runoff into collection tanks. After each erosive event, the runoff and soil loss
are measured with a specially calibrated sampling technique [7] and the tank is
emptied and cleaned to be ready to receive the runoff of a new event.

The weather station in operation at SERLAB includes, among other instrumen-
tations, a tipping bucket rain gauge set to record rainfall depths with a 5-min time
step.

The rainfall database was analysed to identify the individual storms, i.e., the rain
events preceded and followed by 6 h or more of no rain (in accordance with [3]).
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Each individual storm was therefore classified as erosive if a measurable soil loss
was found in the collection tanks, while it was considered non-erosive if it did not
produce runoff or if the soil loss was so irrelevant that it cannot be measured [7].

Sometimes, due to the impossibility of measuring runoff and soil loss of individual
events very close to each other, the information refers to a sequence of individual
storms. In this case, the individual storms included in a sequence were classified as
non-erosive (erosive) if their rainfall depth was lower (higher) than the minimum
depth observed for the individual erosive rainfalls.

For the study, we used the rainfall data and the corresponding rainfall event
classification from 01-01-2008 to 31-12-2017.

As explained in the introduction, the analysis was conducted in parallel both based
on rainfall amounts, p, collected every 5 min (original time resolution) and at 30 min.
The latter was obtained by cumulating the rainfall depths of the corresponding 5-min
records.

2.2 Rainfall Variables

We considered 23 rainfall variables describing both overall and pattern characteristics
of storms (Table 1).

As the name suggests, overall variables don’t take into account the internal struc-
ture of the hyetograph, while pattern variables do. The internal storm structure is
described by the characteristics (number, duration, severity, etc.) of both bursts (i.e.,
intervals of continuous rain) and runs (i.e. intervals of continuous rain exceeding a
predetermined truncation value p0). The identification of the truncation level, p0, for
both the 5-min and 30-min rainfall datasets, was based on the frequency analysis of
rainfall records by excluding zero values. The selected p0 value is that corresponding
to a cumulative frequency of 95% [4], which gives p0s = 0.8 mm in 5 min (9.6 mm/h)
and p03p = 3 mm in 30 min (6 mm/h).

2.3 Procedure for Determining Thresholds for Separating
Erosive and Non-erosive Events

The procedure to determine suitable and practical thresholds for separating erosive
and non-erosive rainfall events is the same described in [1] and [2]. The following
steps summarize the procedure: a) calculation of the rainfall erosivity EI30 for each
storm using the method described by [3]; b) sum of the EI30 of all erosive storms,
named EI30; (i.e., target EI30); c) sort of all storms (both erosive and not erosive) in
decreasing order of the selected variable X, along with the corresponding EI30 values;
d) sum of the EI30 values from the highest value of the selected variable up to the
one where the cumulative value, EI30,, equals or approximates by excess the target
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Table 1 Variables considered for the characterization of individual storms

Variable Symbol and unit
Total rainfall amount P (mm)

Total duration D (h)

Wet duration D_wet (h)

Dry duration D_dry (h)
Rainfall amount above truncation level p0O P_run (mm)
Rainfall duration above truncation level p0 D_run (h)
Rainfall erosivity R(MJ mmha—!h~1)
Rainfall kinetic energy E (MJ ha™!)
Maximum intensity over 30 min 130 (mm h~1)
Mean intensity I(mmh™)
Mean wet intensity I_wet (mm h~!)
Number of runs N_run (-)

Maximum duration of an individual run

Max_D_run (h)

Maximum rainfall amount of an individual run

Max_P_run (mm)

Maximum peak of the run (p-p0)

Max_peak_run (mm)

Maximum rainfall depth cumulated from the start of the storm to the
run

Max_P_pre_run (mm)

Maximum slope of the rising limb of a burst

Max_slope_burst (%)

Maximum mean run intensity

Max_I_run (mm h™!)

Number of bursts in a storm

N_burst (-)

Maximum rainfall amount in a burst

Max_P_burst (mm)

Maximum burst duration

Max_D_burst (h)

Maximum rainfall depth cumulated from the start of the rainfall event
to the burst

Max_P_pre_burst (mm)

Maximum mean burst intensity

Max_I_burst (mm h™!)

EI30;; e) the value of the variable X; corresponding to the cumulative value EI30, is
identified as the threshold for the selected variable. Finally, the identified threshold
is used to classify the rainfall events (i.e., if X > X, the storm is considered erosive,
otherwise non-erosive). Compared to the work of [1], here the energy calculation was
done according to the USLE formulation [3] instead of RUSLE [8]. This modification
was made because the kinetic energy calculation of the USLE is judged to be more
reliable than that of RUSLE [9]. However, the effect of this change on the threshold

values is not relevant in most cases.

For each variable, the threshold performance was evaluated by the Correct
Selection Index (CSI) and the Wrong Selection Index (WSI). CSI is defined as:

csr = Nse
N,

e

(D
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where N, is the number of storms selected as erosive and N, is the actual number of
erosive storms. CSI (%) assumes the maximum value of 100 when all erosive events
are selected.

WSI is defined as

Ny
WSI = =5 )
N,

s

where N, is the number of non erosive storms selected as erosive and Ny is the
number of storms selected. WSI is O when all the selected storms are correct.

In general, a well-performing threshold must present a good compromise between
high CSI and low WSIL.

3 Results

3.1 Characteristics of Individual Storms and Rainfall
Variables

Based on the 5-min database, we identified 528 individual storms (of which 158
erosive) while in the 30-min dataset, the individual storms were 522 (of which 156
erosive). These small differences are due to the fact that a few events (very close to
each other but actually separated by more than 6 h) were not perceived as distinct
on the basis of the coarser acquisition time. Therefore, this is a first, but moderate
difference arising from the analysis of the same rainfall data using a different timestep.

The rainfall events common in both databases were then considered to compare
the changes in the statistical characteristics of the 23 variables in the transition from
the 5-min scale to the 30-min one. Figure 1 shows, for each variable, the boxplot
comparison of 5-min and 30-min datasets.

The analysis of Fig. 1 shows that, except for P, the dataset resolution always has an
influence, more or less evident, on the statistical properties of the rainfall variables.
Some variables (D, P_run, R, E, 130, I, Max_P_run, Max_P_burst, Max_P_pre_burst)
appear more robust, i.e., they are moderately affected by the time resolution. The
rest of the variables show considerable differences in the statistical indices, both in
dispersion and central tendency.

A further comparison between the two datasets is given in Fig. 2, which shows,
for each variable, the slope coefficients of the regression lines of 30_min- on 5_min-
derived variables, obtained by forcing the intercept to zero.
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Fig. 1 Boxplot comparison of the samples of the 23 variables computed on the 5-min and 30-min
datasets. See Table 1 for the definition of the acronyms used for the variables
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Fig. 2 Slope coefficients of the regression lines of 30_min- on 5_min-derived variables, obtained
by forcing the intercept to zero. See Table 1 for definitions and units of the variables
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Table 2 Threshold values of different variables for the separation between erosive and non-erosive
events, based on 5-min and 30-min rainfall datasets. The thresholds marked with an asterisk meet
the minimum efficiency criterion (Correct Selection Index, CSI > 60% and Wrong Selection Index,
WSI < 40%)

Variable 5-min 30-min
Threshold | CSI (%) | WSI (%) | Threshold | CSI (%) | WSI (%)

P (mm) 14.8% 60.1 24.6 15.2% 60.9 234
D_run (h) 0.3 58.9 244 0.5% 67.9 29.3
R (MJ mm ha—! h~! year™!) | 33.2 56.3 16.0 24.7% 60.3 13.0
N_run (-) 1 68.4 413 1% 68.6 34.0
Max_D_run (h) 0.2% 60.1 34.9 0.5% 68.6 33.6
Max_P_pre_run (mm) 2.0%* 75.2 36.3 - - -
Max_slope_burst 78.2 62.7 53.5 68.5% 66.0 36.8
Max_I_run (mm h™!) 54 58.2 39.9 1.9% 60.3 29.3
Max_P_burst (mm) 7.6 65.2 20.2 10.2* 64.7 21.1
Max_P_pre_burst (mm) 11.2% 69.6 26.7 - - -

3.2 Thresholds for Separating Erosive and Non-erosive
Events

The procedure described in Sect. 2.3 was applied to each of the 23 variables, computed
on the 5-min and 30-min datasets. To focus the analysis only on the most effective
variables, an arbitrary minimum performance criterion was applied, consisting of a
CSI greater than 60% and a WSI less than 40%. This criterion enabled the iden-
tification of 5 and 8 best-performing thresholds on the 5-min and 30-min datasets,
respectively (Table 2). Only 3 variables (i.e., P, Max_D_run, Max_P_burst) satisfy the
established efficiency criterion regardless of the temporal resolution of the dataset. In
this regard, however, it is noted that the well-performing thresholds at 5-min are also
good at 30-min (and vice versa) even though they do not strictly satisfy the imposed
minimum criteria of CSI = 60% and WSI = 40%.

The variables Max_P_pre_run and Max_P_pre_burst are an exception: while in
the 5-min dataset, they are well-performing, at 30-min they are ineffective at all in
the separation between erosive and non-erosive events.

4 Discussion and Conclusion

The coefficients provided in Fig. 2 can be interpreted as correction (or calibration)
factors required to convert the 5-min-derived variables into the corresponding 30-
min variables. Similar information in the literature can only be found for well-known
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variables such as R. For example, in [10], to convert the 5-min-derived R to the 30-
min derived one, a factor of 0.7984 is proposed. Here, we obtained a value of 0.8209,
almost equal to the factor (0.8205) indicated [10] to switch from the 10-min-derived
R to the 30-min-derived one.

In general (Fig. 2), in the passage from the 5-min to the 30-min dataset, there is a
reduction of the variables relating to the number (number of runs, number of bursts)
and an increase in those relating to the durations (both of the showers and of the
runs), precisely because of the more “blurry” view of the hyetograph obtained by
the dataset with lower temporal resolution. It follows that the variables that quantify
the different types of intensities (e.g., mean intensity, run intensity, burst intensity)
tend to decrease significantly in the transition from higher resolution datasets to less
detailed ones.

As regards the variables effective in separating erosive and non-erosive events, it
was found a good performance of the total rainfall, P, confirming what was already
indicated by [3]. The threshold value found (about 15 mm) is slightly higher than
that proposed by Wischmeier and Smith (12.7 mm) and is almost independent of
the temporal resolution of the rainfall dataset. Valid alternatives are the Maximum
duration of an individual run (Max_D_Run) and the Maximum rainfall amount in a
burst (Max_P_burst), with performances similar to or higher than that of P. These
variables are effective in both the 5-min and 30-min datasets but have the drawback
of very different threshold values in the two datasets (Table 2). It has been verified
that the coefficients that allow the conversion of the variables at 5 min into those
at 30 (Fig. 2), can be used with good approximation also for the conversion of
the thresholds. However, this doesn’t work for discrete variables (such as N_run).
Finally, some variables are definitely to be discarded for this type of evaluation
(e.g.,Max_P_pre_run, Max_P_pre_burst) as they are effective for the high-resolution
dataset but completely ineffective at coarser resolutions. These two variables quantify
the maximum amount of rainfall detected before a run or a burst, respectively. At 30-
min resolution, many events have 1 burst or 1 run only because dry intervals of less
than 30 min during rainfall are not detected. This fact greatly flattens the possibility of
differentiating events based on these variables. In particular, the procedure indicated
in Sect. 2.3 leads to thresholds = 0, which is evidently completely ineffective for
any classification of rainfall events.
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Abstract In this work, surface soil moisture (SSM) datasets at different spatial
resolutions (1 km and plot-scale), derived from Sentinel-1 observations, are used
as input into the soil moisture (SM)-based inversion algorithm to retrieve informa-
tion on irrigation volumes. The method is applied over an agricultural area of about
7000 ha falling within the Upper Tiber River valley (central Italy). For this area,
information about irrigation water consumption in the period 2017-2020 is used as
a benchmark. A district-scale analysis is carried out by comparing the performances
of three different SSM datasets: two 1 km resolution products (Copernicus and RT1),
and the S2MP, a plot-scale product developed by merging Sentinel-1 and Sentinel-2
observations. At the district level, the best performances are obtained through the
Copernicus SSM, providing a median yearly relative error of 17.5%. RT1 SSM shows
an overestimation lower than 30% compared to the actual irrigation volumes for two
of the four considered irrigation seasons. The lowest performances are found for
the S2MP dataset, with irrigation estimates much larger than the actual irrigation
amounts. At the plot scale, overestimates (BIAS = 19.75 mm/14-day) and underes-
timates (BIAS = 14.88 mm/14-day) are obtained in the irrigation seasons of 2017
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1 Introduction

The efficient use of water resources in agriculture represents a strategic objective,
particularly in areas like central and southern Italy, where crops are strictly depen-
dent on irrigation, and deficit phenomena are more likely. This objective must be
pursued through technical and infrastructural improvements of irrigation systems and
management optimization. A reliable and effective management strategy requires the
availability of updated and detailed data on the actual extension of irrigated areas
and water consumption, as required by the EU directive on water (2000/60 EC). The
most interesting perspective for obtaining this information is represented by satellite
data, particularly those providing information on soil moisture.

However, the use of satellite soil moisture data for this purpose is still an open
challenge, especially in agricultural contexts where a mismatch exists between the
spatial resolution of satellite-retrieved information and the extent of the irrigated
fields [1].

In this study, three different Sentinel-1-derived surface soil moisture (SSM) prod-
ucts have been used to force the SM-based inversion approach [2—4] and to evaluate
their performances in retrieving the amounts of water used for irrigation practices.
The considered products are the Copernicus SSM [5], the RT1 SSM [6], and the
S2MP SSM [7]. The latter is a plot-scale dataset developed by merging Sentinel-
1 and Sentinel-2 observations, while the others have a spatial resolution of 1 km.
Two experiments have been carried out over an agricultural area of about 7000 ha
falling within the Upper Tiber River valley (central Italy) and hereafter defined as the
“Tevere I” district. The first is a district-scale experiment in which the SSM datasets
have been averaged over the whole district. The second experiment is a plot-scale
application over an experimental field; in this case, only the S2MP SSM product at
its native resolution has been considered.

2 Materials and Methods

2.1 Study Area and Irrigation Data

The study refers to an almost flat irrigation district called Tevere I (~70 km?) located in
the Upper Tiber river basin, central Italy (Fig. 1). The area has a typical Mediterranean
climate with hot summers and cold winters. The wettest season is autumn, and the
driest is summer. The agricultural fields, both because of the complex surrounding
orography and for historical reasons, are very fragmented. Most herbaceous crops
grown in the spring—summer period (mainly maize, vegetables, and tobacco), and
fruit trees, require irrigation due to the relevant imbalance between precipitation
and evapotranspiration. The most relevant distribution of irrigation volumes (i.e., the
irrigation season) occurs between June and August [8, 9].
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Fig. 1 Position map of the Tevere I district and P1 field. Red points and blue shaded areas indicate
the weather stations and the corresponding Thiessen polygons, respectively

The main water supply is the Montedoglio reservoir. The irrigation distribution
network of the Tevere I district is managed by the Regional Forestry Agency (AFOR),
which annually stipulates supply contracts with farmers.

The methodology has been applied considering large and small spatial scales: the
first is represented by the whole irrigation district Tevere I, whilst the latter refers
to a specific field of about 10 ha, named P1 (Fig. 1). For Tevere I, AFOR provided,
upon request, the irrigation volumes distributed from 2017 to 2020. For the P1 field,
AFOR provided data about the crop types and irrigation (volumes and dates) for
2017 and 2018. This ground-truth information has been used to assess the reliability
of the estimated irrigation volumes.

2.2 The SM-Based Inversion Approach

The procedure for quantifying irrigation volumes from remotely sensed moisture
data is based on a modified version of the SM2RAIN algorithm, initially developed
to derive rainfall estimates from moisture data [10]. In brief, the SM-based inversion
algorithm [2—4] solves the following soil water balance equation:

LdS(1) .
IR() = 2= = +aS(®)" + PET0S®F — P(1) (1)

where IR(t) [mm/day] is the output variable (i.e., the irrigation volume), S(z) [—] is
the relative soil moisture or saturation degree, ¢ [day] is the reference time scale, Z*
[mm] is the actual soil water capacity, aS(¢)> [mm/day] is the drainage expressed by
a power law depending on S(t) and the parameters a and b, the term PET (¢)S(¢) F
[mm/day)] is the actual evapotranspiration ET, expressed as a function of the potential
evapotranspiration PET(t), relative soil moisture and an adjustment factor, F, while
the P (r) term indicates the rainfall rate [mm/day].
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The use of Eq. (1) implies that runoff is considered negligible. The following
iterative procedure is applied to calibrate the model parameters a, b, Z* and F.
First, the model is run in periods not including the irrigation season (i.e., from June
to August), for which it can be assumed IR(¢) = 0. This first calibration involves
the a, b, and Z* parameters which are optimised against the observed rainfall rates
P(t), while F is assumed equal to 1. Then the model is run during the irrigation
season, calibrating only the evapotranspiration parameter F against the irrigation
volumes. Lastly, the calibrated F parameter is used in the first step to re-calibrate
the parameters a, b and Z*. The procedure is summarised in Fig. 2. It is noteworthy
that yearly irrigation rates have been considered in the district-scale analysis, while
daily irrigation doses have been used for the plot-scale experiment. In both district-
and plot-scale analysis, the benchmark irrigation volumes have been divided by the
area of interest to obtain equivalent mm to be directly compared with the output of
Eq. (1). Water distribution efficiency was not taken into account due to a lack of
specific information on irrigation methods.

STEP 1

F =1
calibration of a, b, Z against
rainfall, the irrigation seasons
are masked out

lv STEP 2

Calibration of F against
irrigation

l

NO F=F
Second iteration of STEP 1
and update of a, b, Z

A

| ves

Fig. 2 Flow chart showing the adopted calibration strategy for estimating the parameters of the
SM-based inversion algorithm
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2.3 Data Collection

The application of Eq. (1) requires relative soil moisture, potential evapotranspira-
tion, and precipitation data. The method has been implemented with three different
Sentinel-1-derived SSM products. Two have a spatial resolution of 1 km, namely the
Copernicus SSM [5] and the RT1 SSM [6] datasets. The third considered product
is S2MP [7], developed by the National Research Institute of Agriculture, Food and
Environment (INRAE); it is a plot-scale dataset that merges Sentinel-1 and Sentinel-
2 observations and is delivered by the Theia Pole through the catalogue available at:
https://thisme.cines.teledetection.fr/#!/home.

The potential evapotranspiration PET has been obtained from the MODerate reso-
Iution Imaging Spectroradiometer (MODIS) observations at a spatial resolution of
500 m. Specifically, the product MOD16A2 was used. Spatially averaged time series
of SSM and PET have been used for the district-scale analysis.

Daily rainfall data from 2017 to 2020 have been retrieved from the Regional
Hydrographic Service of the Umbria Region for the five stations shown in Fig. 1,
i.e., Cerbara, Citta di Castello, Petrelle, Pistrino, and Trestina. The spatially averaged
rainfall, used in the district-scale experiment, has been obtained by the Thiessen
Polygons method (Fig. 1). Rainfall rates recorded by the closest station to the P1
field (Pistrino) have been instead used for the plot-scale application.

3 Results

The results of the district-scale analysis are summarised in the scatter plot of Fig. 3,
where the x-axis indicates the observed yearly irrigation volumes from AFOR and
the y-axis the yearly amounts estimated through the proposed approach. Different
markers and colours indicate different SSM products and irrigation seasons, respec-
tively. The shaded area delineates a relative error of £30%. The estimated volumes
are generally higher than those observed, except for the irrigation rates retrieved
by Copernicus SSM in 2017. Regarding the 1 km resolution products, the most
performing one is Copernicus SSM, with a median relative error of 17.5%, while for
RT1 SSM, the analogous value is 30%. Both products, however, outperform S2MP
SSM, whose median relative error is 115.3%

The irrigation estimates provided by Copernicus and RT1 SSM products are
consistent. For both products, the highest overestimates are recorded in the irrigation
season of 2018. Moreover, the 14-day aggregated time series of irrigation amounts
retrieved through the two 1 km products evaluated here are strongly correlated with
each other. In fact, the Pearson correlation coefficient, r, between the Copernicus-
SSM- and the RT1-SSM-derived irrigation estimates during the considered irrigation
seasons is equal to 0.91, while lower values are found between Copernicus SSM and
S2MP SSM (r = 0.62) and between RT1 SSM and S2MP SSM (r = 0.51).
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The S2MP SSM has also been tested in a plot-scale experiment. In this case, a
single time series referring to the P1 experimental field has been used; the benchmark
irrigation data has been used to infer the irrigation season, in which the retrieved
estimates have been evaluated. The results, provided in Fig. 4, show overestimates in
the irrigation season of 2017 (RMSE = 28.30 mm/14-day and BIAS = 19.75 mm/14-
day), when tobacco was cultivated and slight underestimates during 2018 (RMSE =
22.39 mm/14-day and BIAS = —14.88 mm/14-day), when the crop was maize.

SM-BASED INVERSION APPROACH TEVERE 1 | P1
RMSE 2017 [mm/14-day]:28.30 | RMSE 2018 [mm/14-day]:22.39
BIAS 2017 [mm/14-day]):19.75 | BIAS 2018 [mm/14-day]:-14.88

0BS — S2ZMP

IRRIGATION
[mm/14-day]

[\

2017-01 2017-04 2017-07 2017-10 2018-01 2018-04 2018-07 2018-10 2019-01

Fig. 4 14-day aggregated time series of benchmark irrigation doses (gray shaded area) and of
S2MP-SSM-derived estimates over the P1 pilot field
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4 Discussion and Conclusion

In this study, preliminary analyses on the potential of different SSM products relying
on Sentinel-1 observations in retrieving irrigation amounts at different spatial scales
over an agricultural area in central Italy have been carried out. The district-scale
experiment reveals better performances of the 1 km resolution products compared to
S2MP SSM, with the Copernicus operational product resulting in the best-performing
one. The slight but systematic irrigation overestimates of 1-km products could, in
part, find justification in the fact that the AFOR data, used as the benchmark, don’t
include the volumes (albeit limited) coming from private sources (wells and ponds).
Instead, the reason for the non-negligible overestimates retrieved through S2MP
SSM in the larger scale experiment lies in the district-aggregated SSM time series
used in input. In fact, while the SSM data referring to the Copernicus and RT1
product are in strong agreement during the considered irrigation seasons (r = 0.93),
the S2MP SSM time series shows different behaviour, resulting in » values equal to
0.74 and 0.59 with Copernicus SSM and RT1 SSM, respectively. The S2ZMP SSM
series shows a higher number of SSM increases in time compared to the coarser
resolution products. As a result, when using such data in Eq. (1), there are fewer
dflgt ) contributions lower than zero, resulting in more water entering the soil. In fact,
negative dfj(’ ) values in the absence of rainfall or irrigation events are necessary to
solve the balance expressed by Eq. (1) and thus equilibrate the positive contributions
coming from the drainage and evapotranspiration terms, representing a consumption
of the available SSM [3]. During the investigated irrigation seasons, the percentage
of negative ds( ) terms compared to the total has been 35.7% for S2MP SSM, while
the analogous percentage of 43.1% and 46.2% have been found for Copernicus SSM
and RT1 SSM, respectively. This issue is likely attributable to the lower temporal
resolution of the S2MP product compared to the coarser spatial resolution datasets,
in combination with the NDVT threshold equal to 0.7 adopted in the data processing
chain, which eliminates the lowest SSM values [7]. Moreover, merging many field-
scale SSM data to obtain a single district-scale SMM could lead to a further loss of
accuracy [7].

The plot-scale experiment provides contrasting results, with overestimates in the
irrigation season of 2017 and slight underestimates in 2018, when the result is,
however, satisfactory, and the evaluation metrics (RMSE and BIAS) are consistent
with similar experiments [4, 11]. The small dataset considered here does not allow
for a robust analysis of the factors (e.g., cultural, technical-agronomic, climatic) that
can influence the model’s performance.

This study sheds light on the potential use of Sentinel-1-derived SSM products
for retrieving irrigation amounts at different spatial scales. The collection of refer-
ence irrigation data for a higher number of irrigation seasons over the considered
pilot field and more pilot sites is foreseen for deepening the finer scale analysis,
thus understanding the actual capabilities of high-resolution SSM datasets. In partic-
ular, detailed information on the irrigation methods will allow an evaluation of their
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influence on the reliability of the estimates. Improvements in the algorithm configu-
ration, such as implementing crop-specific calibration for the ET adjustment factor
or adopting different modelling approaches or data sources for the ET term, are also
foreseen.
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Abstract This study has evaluated the short-term effects of prescribed fire and
post-fire mulching using fern on soil hydrology in a pine forest of Southern Italy.
Water infiltration (by rainfall simulations) and soil water repellency (SWR) were
estimated immediately and one year after fire. Surface runoff volume and soil loss
due to rainsplash erosion have been measured in experimental plots under natural
precipitations throughout one year. The prescribed fire reduced the infiltration rates
compared to the unburned soils. Mulching was not able to contrast this reduction,
which, however, vanished over time. Immediately after the fire, the runoff (+375%)
and erosion (+900%) significantly increased. The pre-fire runoff and erosion rates
restored after about five months. Soil mulching with fern was effective to limit
these increases (reductions in the runoff coefficients and soil losses by 60-90%,
respectively). The prescribed fire induced SWR, which disappeared after one year.
Overall, in a Mediterranean pine forest, post-fire management actions with a cheap
mulch materials, as fern, are needed to control the hydrological impacts of prescribed
fires in the short term.

Keywords Water infiltration * Soil water repellency - Surface runoff - Soil
erosion * Soil hydrological response * Post-fire management

1 Introduction

Prescribed fire, the planned use of low-intensity fire to remove or reduce the fuel
that can generate high-severity fires, is considered as a primary option to reduce the
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wildfire risk in forests. However, this technique removes forest litter and vegetation,
leaving the soil bare in the so-called “window of disturbance * of forest soils [12] that
lasts from some months to one year after fire application. Moreover, in spite of the low
temperature of soil during heating, some changes in soil properties may be noticed
(for instance, reductions in organic matter content and soil aggregate stability) [1],
and soil hydrophobicity may be induced [5]. The latter effects of prescribed fire may
result in reduced water infiltration, and, therefore, in increased runoff and erosion. In
the Mediterranean forests, these increases may be even more intense, since the soils
are generally shallow and show low aggregate stability. Despite an ample literature
about the impacts of fire on soils, the studies on the hydrological effects of prescribed
fire are not exhaustive and often contrasting [3]. Increases in runoff and erosion by two
orders of magnitude may be observed compared to unburned areas [3]. In contrast,
minimal erosion after prescribed fire is sometime recorded [10, 17].

In order to reduce the soil’s susceptibility to runoff and erosion after a wildfire,
several treatments have been proposed [16]. Soil mulching is one of the most common
post-fire management options [9], since the mulch protects the soil and improves its
quality. Agricultural straw is often used as mulch cover in fire-affected areas, but
its residues can be displaced by wind in some areas, leaving the hillslopes bare, or
accumulated in other areas, with possible reductions in the post-fire emergence of
vegetation [13]. Moreover, straw may contain seeds, chemicals and parasites, which
can be the sources of non-native vegetation and plant diseases. Fern - Pteridium
aquilinum (L.) Kuhn — is widely available in forests, does not do not carry non-
native seeds or chemical residues, and is more resistant to wind displacement [13].
Therefore, its residues as mulching material in burned forests may be preferable to
straw. However, to the authors’ best knowledge, no evaluations about the use of fern
to protect the burned soil from runoff and erosion impacts are available in literature,
and, in this sense, this is the main novelty of the present study.

To fill these research gaps, this study has evaluated the hydrological and erosive
response of soils in a forest of Calabria (Southern Italy) after a prescribed fire, with
or without a mulching treatment with fern residues, in comparison to the unburned
soils. More specifically, water infiltration has been estimated in rainfall simulations,
and surface runoff and soil loss due to rainsplash erosion were measured after natural
precipitations throughout one year after fire.

2 Material and Methods

2.1 Study Area

The study was carried out in a pine forest site close to the municipality of Samo
(Calabria, Southern Italy, Fig. 1). The climate of the area is typical of the semi-
arid environment (“Csa” class, “Hot-summer Mediterranean” climate, according to
Koppen classification [6]. The minimum temperature is —4.3 °C, while the maximum
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Fig. 1 Location of the experimental site (Samo, Calabria, Italy)

is 43.1°CThe altitude ranges between 650 and 700 ma.s.1. and the local slope is 20.0
+ 0.82%. The texture of soil burned by prescribed fire was loamy sand, while the
unburned area was sandy loam. The main tree and shrub species are Pine (Pinus
pinaster Aiton) and Quercus ilex L., Rubus ulmifolius S., respectively.

2.2 Prescribed Fire Operations and Mulching Application

In early June 2019 the prescribed fire was applied in the forest site by the Environ-
mental Regional Agency under proper weather conditions (no wind and or humidity
over 50%). The mean soil temperature, measured by thermocouples, was about 25 °C
with a peak of 29 °C. Immediately after the prescribed fire, a part of the burned areas
was covered with fern residues as mulch material. The plants were cut in the same
forest and manually shredded in small pieces (3—5 cm) at a dose of 200 g/m? of dry
matter, to form a mulch layer 2-3-cm thick.

2.3 Experimental Design

In the experimental site, three series of plots were installed on hillslopes. Three plots
were located in the unburned soils (considered as control). Six other plots were in the
burned area, of which three plots were not treated and three plots were mulched with
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fern. Overall, the experimental design consisted of three soil conditions (unburned,
burned and not treated, and burned and mulched) x three replicates. Each plot was
3-m long and 1-m wide, and covered an area of 3 m?. In order to prevent the inflow
of surface water, the plots were hydraulically isolated using metallic sheets that were
inserted below the ground surface. A transverse channel and a longitudinal pipe,
installed downstream of each plot, intercepted the flows of water and sediments,
which were collected into 100-L tanks.

2.4 Monitoring of the Hydrological and Erosive Variables

The water infiltration rate (IR) was determined using a portable Eijelkamp® rain
simulator. The simulator reproduced a rainfall with a height and intensity of 18
mmand 360 mmh~!, respectively, over a surface area of 0.3 m x 0.3 m. The soil water
repellency (SWR) was estimated using the Water Drop Penetration Test (WDPT)
method [7, 15], and classified according to the values of WDPT proposed by [2].
Fifteen drops of distilled water were released on the soil surface, using a pipette. The
time needed by the drops to penetrate the soil was measured, in order to estimate
the WDPT. The SWR was measured at the natural soil water content (SWC) using a
probe. The SWR measures differing in the same point for a SWC by over 10% were
discarded, in order to avoid the SWR being biased by different SWC values, which
noticeably influences SWR. IR, SWR and SWC were measured immediately after
the prescribed fire and at one year in three randomly selected points per plot, and the
three measures were then averaged.

The measurements of surface runoff and soil loss under natural precipitations
started immediately after site installation and were carried out throughout until June
2020. Precipitation depth, duration, and intensity were measured by a tipping bucket
rain gauge (measuring 5-min data) at a weather station with that was located 1 kmfrom
the experimental site. Surface runoff (SR) and sediment concentration were measured
after rainfalls over 13 mm, which can be considered as “erosive events” according
to [14]. The runoff water in the tank was stirred to achieve a good suspension, and
three separate samples were collected, totaling about 0.5 L. The samples were oven-
dried at 105°Cfor 24 h in laboratory. Then, the dried sediments were weighted and
sediment concentration was determined, to calculate the soil loss (SL).

2.5 Statistical Analyses

One-way ANOVA with repeated measures (one for each rainfall-runoff event) was
applied to IR, SWR, SR, and SL (response variables), assuming as factor the soil
condition (unburned, burned and not treated, and burned and mulched). The pair-
wise comparison by Tukey’s test (at p < 0.05) was also used to evaluate the statis-
tical significance of the differences in the response variables. In order to satisfy the
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assumptions of the statistical tests (homogeneity of variance and normal distribution),
the data were subjected to normality test or were square root-transformed whenever
necessary. All the statistical tests were carried out by with the XLSTAT software.

3 Results and Discussion

Prescribed fire reduced IR by 46% compared to the unburned sites. Mulching was not
able to limit this reduction (—51%) (Fig. 2a). Moreover, fire increased the slight SWR
of unburned soil, which became strongly repellent (Fig. 2b). The significant reduction
in IR is due to the synergistic effects of increased SWR, removal of vegetation and
presence of ash that clogs the soil pores [18]. One year after the fire, the SWR
disappeared and all soils became non-repellent (Fig. 2b). The IR of burned soils
slightly increased compared to the value measured one day after the fire (+20%),
while this increase was 55% in the mulched soils (Fig. 2a). This shows the positive
effect of the post-fire treatment on the hydrological properties of burned soils.

Throughout the monitoring period, seven rainfalls were classified as erosive
events. The depth of these events was in the range of 22.4—156 mm, while their dura-
tion varied between 7 and 41 h. The maximum absolute intensity was 26.2 mm/h,
while the highest mean intensity was 4.90 mm/h. Runoff and erosion significantly
increased after the two rainstorm events occurred immediately after fire. In more
detail, compared to the unburned plots, the runoff volume measured in the burned
soils increased by over 375% in the first event and from zero to 11 mmin the second
rainstorm. About five months after burning, the pre-fire runoff generation capacity
practically restored, and surface runoff in the burned soils was similar as in the
unburned conditions (Fig. 3a). Soil loss due to rainsplash erosion followed the same
pattern as runoff, with increases in burned plots up to 900% on occasion of the first
erosive event. Soil erosion progressively decreased over time (Fig. 3b). This means
that the negative impacts on the hydrological and erosive response in burned soils
are limited to four-five months after burning. The first rainfall events, when fire has
almost thoroughly removed the vegetation cover and the litter, noticeably increase
runoff and erosion [8]. This is in close accordance with the majority of studies, which
showed that prescribed fire generates noticeably more runoff and soil loss compared
to the unburned areas in the short term after fire (e.g., [4, 10]).

In the short term, soil mulching with fern residues was effective at limiting the
increase in the hydrological and erosive response of the burned soils, surface runoff
and soil loss due to rainsplash erosion being lower by 60-70% and 80-90%, respec-
tively, compared to the burned and untreated plots. The changes in runoff and erosion
rates were associated to the variations in the infiltration rates and water repellency
immediately after fire. The slight differences in soil texture may have amplified
these changes among the three soil conditions. The recovery of the pre-fire IR and
the disappearance of the SWR gained importance over time, and the incorporation of
mulch residues became beneficial in driving the short-term hydrological and erosive
response of the burned soils. The effectiveness of fern mulching on soil hydrology
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shown in our study is higher compared to other relevant investigations (reductions
between 40 to 60% compared to the runoff observed in unburned conditions, e.g.
[11, 13].

4 Conclusion

The experimental investigation has shown that, in a Mediterranean pine forest, post-
fire management actions, such as the soil cover with a fern residues, are needed to
control the short-term increases in surface runoff and soil erosion after prescribed
fires. Further research is needed (i) to validate the results at the plot scale through
upscaling to hillslopes (which should consider all erosion forms other than rainsplash)
or better catchments, and (ii) to explore the influence of the physico-chemical prop-
erties of soil on its hydrological and erosive response under burned conditions with
and without treatments.

Acknowledgements Bruno Gianmarco Carra was supported by the Ph.D. fellowship “Programma
Operativo Nazionale Ricerca e Innovazione 2014-2020, Fondo Sociale Europeo, Azione 1.1 “Dot-
torati Innovativi con Caratterizzazione Industriale” granted by the Italian Ministry of Education,
University and Research (MIUR) 2018-2021. We cordially thank the management and staff of
“Consorzio di Bonifica Alto Ionio Reggino” and “Calabria Verde” (Reggio Calabria, Italy), and
the National Corp of Firefighters (“Vigili del Fuoco”) for their valuable support in prescribed fire
application and monitoring of the forest sites.

References

1. Alcafiiz, M., Outeiro, L., Francos, M., Ubeda, X.: Effects of prescribed fires on soil properties:
areview. Sci. Total Environ. 613, 944-957 (2018)

2. Bisdom, E.B.A., Dekker, L.W., J.FTh., Schoute: Water repellency of sieve fractions from sandy
soils and relationships with organic material and soil structure. Geoderma 56, 105-118 (1993).
https://doi.org/10.1016/0016-7061(93)90103-R

3. Cawson, J.G., Sheridan, G.J., Smith, H.G., Lane, P.N.J.: Effects of fire severity and burn
patchiness on hillslope-scale surface runoff, erosion and hydrologic connectivity in a prescribed
burn. For. Ecol. Manage. 310, 219-233 (2013)

4. de Dios, B.-S., MacDonald, L.H.: Measurement and prediction of post-fire erosion at the
hillslope scale, Colorado Front Range. Int. J. Wildland Fire 14, 457—474 (2005)

5. DeBano, L.F: Water repellent soils: a state-of-the-art. US Department of Agriculture, Forest
Service, Pacific Southwest Forest and ... (1981)

6. Kottek, M., Grieser, J., Beck, C., et al.: World map of the Koppen-Geiger climate classification
updated (2006)

7. Letey,J: Measurement of contact angle, water drop penetration time, and critical surface tension
(1969)

8. Lucas-Borja, M.E., Parhizkar, M., Zema, D.A.: Short-term changes in erosion dynamics and
quality of soils affected by a wildfire and mulched with straw in a mediterranean forest. Soil
Syst. 5, 40 (2021)


https://doi.org/10.1016/0016-7061(93)90103-R

Hydrological and Erosive Effects of Prescribed Fire and Mulching ... 237

9.

10.

11.

12.

13.

14.

15.

16.

17.

18.

Lucas-Borja, M.E., Plaza-Alvarez, P.A., Gonzalez-Romero, J., et al.: Short-term effects of
prescribed burning in Mediterranean pine plantations on surface runoff, soil erosion and water
quality of runoff. Sci. Total Environ. 674, 615-622 (2019)

Morris, R.H., Bradstock, R.A., Dragovich, D., et al.: Environmental assessment of erosion
following prescribed burning in the Mount Lofty Ranges. Australia. Int. J. Wildland Fire 23,
104 (2014). https://doi.org/10.1071/WF13011

Prats, S.A., Wagenbrenner, J.W., Martins, M.A.S., et al.: Hydrologic implications of post-fire
mulching across different spatial scales. Land Degrad. Develop. 27, 1440-1452 (2016). https://
doi.org/10.1002/1dr.2422

Prosser, I.P., Williams, L.: The effect of wildfire on runoff and erosion in native Eucalyptus
forest. Hydrol. Process. 12, 251-265 (1998)

Robichaud, P.R., Jordan, P., Lewis, S.A., et al.: Evaluating the effectiveness of wood shred and
agricultural straw mulches as a treatment to reduce post-wildfire hillslope erosion in southern
British Columbia, Canada. Geomorphology 197, 21-33 (2013). https://doi.org/10.1016/j.geo
morph.2013.04.024

Wischmeier, W.H., Smith, D.D.: Predicting rainfall erosion losses: a guide to conservation
planning. Department of Agriculture, Science and Education Administration (1978)

van’t Woudt, B.D.: Particle coatings affecting the wettability of soils. J. Geophys. Res. 64,
263-267 (1959)

Zema, D.A.: Post-fire management impacts on soil hydrology. Current Opinion in Environ-
mental Science & Health 100252 (2021)

Keesstra, S.D., Maroulis, J., Argaman, E., Voogt, A., Wittenberg, L.: Effects of controlled fire on
hydrology and erosion under simulated rainfall. Cuadernos de Investigacién Geogrifica 40(2),
269-294 (2014). https://doi.org/10.18172/cig.vol40iss2. https://doi.org/10.18172/cig.2532
Cawson, J.G., Sheridan, G.J., Smith, H.G., Lane, PN.J.: Surface runoff and erosion after
prescribed burning and the effect of different fire regimes in forests and shrublands: a review.
Int. J. Wildland Fire 21(7), 857 (2012). https://doi.org/10.1071/WF11160


https://doi.org/10.1071/WF13011
https://doi.org/10.1002/ldr.2422
https://doi.org/10.1002/ldr.2422
https://doi.org/10.1016/j.geomorph.2013.04.024
https://doi.org/10.1016/j.geomorph.2013.04.024
https://doi.org/10.18172/cig.vol40iss2
https://doi.org/10.18172/cig.2532
https://doi.org/10.1071/WF11160

Part II: Applications in Smart Agriculture
and Forestry, Post-harvest Logistics

and Food Chain, Energy, Waste

and By-Products Smart Use, Big Data

and Machine Learning in Biosystems
Engineering



Uranine as a Tracer for Rapid Detection )
of Spray Deposition oo

Antonio Altana®), Lorenzo Becce(®, Paolo Lugli®, Luisa Petti®,
and Fabrizio Mazzetto

Abstract While being virtually mandatory to any sustainable agricultural activity,
plant protection products pose sensible risks due to the side effects of improper
application techniques.

Monitoring of the application parameters is therefore of paramount importance. In
particular, one of the most interesting parameter to monitor is the deposition pattern,
whose sampling is reportedly time-consuming and unreliable due to uncontrollable
test conditions [9]. In this paper, we investigated a simplified deposition assessment
strategy involving uranine, a non-toxic and low cost fluorescent tracer widely used
in other fields [7], to minimize the measurement uncertainties exploiting the well
known phenomenon of optical absorbance, thanks to the identification of a linear
proportionality regime between concentration and absorption peak with coefficient
of determination R> = 99%. A nozzle evaluation bench has been set up to deposit
the fluorescent solution on a matrix of Petri dishes, which were then oven-dried to
redissolve the residuals in a fixed amount of water. Spectrophotometry was used
to retrieve the mass of deposited solution. After careful calibration against known
uranine concentrations, the method yielded results very well correlated to the weight
measurements performed prior to drying and allowed to trace back an approximate
deposition curve. The complete evaporation of the deposited solvent allows to get
rid of the unpredictable atmospheric conditions during the test, while the flexibility
of the solution enables an easy tailoring of the technique to different application
volumes, deposition rates or collector configurations without losing accuracy.
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1 Introduction

Plat protection products (PPP) are transported away from target area by several
mechanism during their administration to crops, leading to unwanted contamina-
tion of natural sites, urban settlements and water bodies. The ISO 22866 standard
[1] regulates the test to estimate drift distance on the field, laying out all the test
requirements, providing rules for positioning the material collectors that will be
used to estimate the distance reached by the sprayed material and the tracer solu-
tion requirements employed for the test. In particular, the tracer solution must not
induce hazards or contaminations and must have physical properties representative
of the PPP, therefore it is suggested to use a surfactant in water solution. The most
commonly used tracers involve dissolving in water colour dyers such as yellow
tartrazine [8] or brilliant sulfoflavine (BSF) [10]; however, these substances entail
problems with residual dye material after the experiment and long processing times
to acquire the information about the deposition pattern, as reported by [3]. Aim of this
work is to investigate the use of Uranine (fluorescein sodic salt) in water as a tracer,
with the purpose of reducing the elaboration and post-cleaning workload during
the ISO 22866-compliant spray drift assessment test; issues about the compatibility
with other chemical compounds and large-scale measurements will be addressed in
following studies.

2 Current Uses and Properties of Uranine

Uranine is widely used in various field, such as ophthalmology and optometry for
the identification of blood vessels in the eye [5]. In agriculture and earth sciences,
due to its property of changing colour depending on concentration, uranine is used
in evaporation experiments [11], applied to identify leaks in pipelines [12], as flow
tracer for surface and groundwater [6], and in flow-through systems to quantify the
retention of PPPs in surface water [13] and to consequently optimize the application
techniques to achieve stable day-scale exposures [14]. Uranine is found in the solid
state as red crystals; when dissolved in water, it acquires a green colour dependent
on the solution concentration and becomes fluorescent when exposed to UV light,
as shown in Fig. 1. Its absorbance peak is around 490 nm, but its intensity and
wavelength are affected by the pH of the solution and subject to photodecay over
time [7]. In this work, the employment of uranine as a drift tracer is investigated
through laboratory analysis, with the aim to identify its optimal concentration range
for this specific application and subsequently to estimate the spatial distribution of
deposited material from a dedicated test bench.
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Concentration = 100 mg/1 Concentration= 1mg/| Water

Fig. 1 Fluorescent solutions at different concentration and water, exposed to UV light

3 Materials and Methods

3.1 Solution Preparation and Absorbance Measurement

First, has been identified the range of uranine concentration in which peak absorbance
varies linearly with respect to concentration. The solution has been obtained by
adding the calculated amount of Uranine powder (Trotec GmbH) in fresh deionized
water (DI). The absorption spectrum was measured by an Agilent Cary 60 UV-V is
spectrophotometer, equipped with 1 ml disposable polystyrene cuvettes, from 300 to
600 nm so that the entire curve around the peak was within the measured spectrum.

3.2 Linear Regime Investigation

Different solutions of uranine from 1 mg/l to 100 mg/l have been tested, and the
absorption spectrum analyses are summarised in Fig. 2a, where it can be noted how,
with the instrument used, the absorbance peak measurement saturates for concentra-
tion above 40 mg/l, where a broadening of the spectrum around the peak is notice-
able. The concentration of 20 mg/I of uranine in water has been selected as reference
concentration for the subsequent experiments, this is the highest concentration that
would avoid visible saturation in the spectrum, and results in a better coefficient of
determination R? and lowest residual error RSS (Residual Sum of Squares, indicating
the deviation of the predicted values from the actual empirical data), calculated in the
linear fitting of the correlation between absorbance peak and concentration, displayed
in Fig. 2b.
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3.3 Deposited Material Estimation Method

After spraying, the procedure for estimating the deposited material involves the
complete drying of the liquid in each collector for 18 h at 60 °C, and the redis-
solution of the dry residue in 25 ml DI water; thus the final uranine concentration
for each collector will be proportional to the initially deposited material, which can
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be estimated by measuring the peak absorbance value of the solution and using the
calibration equation obtained with known solutions and concentrations.

4 Deposition on Test Bench

4.1 Description of the Test Bench and Patternator Setup

The test bench is a modification of the one described in [4] at the Agroforestry
Innovations Lab (AFI-Lab) of unibz and consists of a pump that leads the test solution,
at a maximum pressure of 10 bars, from a reservoir to a conventional nozzle holder.
The holder was held at 45° from the horizontal by a simple elbow joint attached to
the original structure. The nozzle and joint can be observed in Fig. 3.

The patternator is a conventional field drift test stand (Salvarani s.r.1., IT), of which
a 5 m section was placed in front of the nozzle, parallel to the spraying direction.
The bench is composed of a series of housings for Petri dishes, one every 0.5 m. The
first slot of the system was placed at 0.7 m horizontal distance from the nozzle, with
the Petri 0.5 m below the nozzle orifice, due to the construction constraints of the
setup and the patternator.

For completeness, two hollow-cone nozzles were used for the tests: a type
TXB8002 and an air-induction AITXB8002; both are made by TeelJet and have 80°
cone aperture. However, differentiating the performance of the nozzles is beyond
the scope of this study. Before the tracer deposition experiment, all the pipes in the
system were flushed with DI water for about a minute and rinsed using the same
uranine solution, to reduce the dilution due to water in the pipes. Each spray repe-
tition lasted 1 min and in total 8 Petri were exposed for each experiment up to a
distance of 4.2 m.

Fig. 3 The nozzle holder
and its support
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Fig. 4 Spatial distribution of the sprayed solution, indicated by its weight

4.2 Experiment Results

The accuracy of the method was estimated against the weight of material deposited
in each container immediately after spraying: since the time between spraying and
weighting was minimal, thanks to the small number of samples, the disturbance
introduced by the uncontrollable variables was also minimal. Clearly, under large-
scale testing conditions, water re-evaporation could not be considered negligible.
The spatial distribution of the material can be seen in the graph in Fig. 4.

The calibration curve has been calculated by depositing a known amount of the
sprayed solution, from 1 to 25 ml, and adding DI water to reach the fixed volume
of 25 ml used for redissolving the material in the other containers. The obtained
calibration curve, such that of Fig. 5, was used to estimate the amount of deposited
spray, using the peak absorbance of each solution, previously calculated from the
measured absorption spectrum after over-drying and subsequent redissolving of
residual material in each collector.

Figure 6 and 7, for the first and second tests respectively, compare the measured
weights after spray to the estimated weights and their relative error; it can easily be
observed how the estimated and measured weights share the same trend.

4.3 Results Discussion

Both tests have the same amplitude behaviour in the estimate error. The Petri dishes
with the largest deposition showed a higher estimation error, which may be due to the
fact that the resulting solution approaches a regime of non-linearity of the absorbance
peak value in relation to the concentration and begins to saturate, as described in
Fig. 2a. In Figs. 6, 7, the negative values for the estimated curve around zero are due
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Fig. 6 Comparison Petri by Petri, between the weight measurement, used as a reference, and the
estimated deposited material. Test 1: using the anti-drift hollow cone AITXB80 02 nozzle

to the intercept in the calibration equation; however, this numerical artefact has little
relevance, as it is possible to indicate a threshold of deposited material, and identify
the minimum distance over which a given amount of deposition has occurred, as per
indicated in the standard. The calibration curve calculation can be improved using
concentration points that ensure a linear regime, or it could be divided in multiple
regimes to which apply dedicated, piecewise linear calibration curves better fitting
for the estimated material. Besides the numerical factors, the material properties
themselves could lead to deviation from linearity: as a matter of fact, even the pH of
the dilution water could vary and shift the absorption peak, as well as the ageing of
the solution over time, all factors which can lead to a decay of the properties.
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5 Conclusion and Qutline

Uranine, extensively used in other fields, has been preliminarily investigated as
a tracer for estimating spray drift deposition. Two trials were carried out with a
test bench, that ensures both compatibility with real agricultural equipment and
repeatability of the process under laboratory conditions. The results indicate a linear
behaviour between uranine concentration and absorbance peak value, coherent with
other studies performed in controlled experimental conditions employing the same
tracer in a grid pattern [2]. Further studies are needed to refine the test procedure
and the use of the solution, investigating the interaction with other typical solutes in
the sprayer tank, including agrochemicals, but from these results it is evident how
the use of a solution of uranine in water enables a quick estimate of the amount of
material deposited during spraying.
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Development of an Investment Decision )
Tool for Biogas Production L
from Biowaste in Mediterranean Islands

Antonio Asciuto, Martina Agosta, George Attard, Antonio Comparetti,
Carlo Greco, and Michele Massimo Mammano

Abstract Biomethane is the Renewable Energy Source (RES) derived from the
purification of biogas produced from Anaerobic Digestion (AD) process using
biomass. Biomethane can be injected into the natural gas grid, thereby contributing
towards satisfying the energy demands of society. The aim of this work is to test an
investment decision tool for assessing the financial feasibility of an AD plant using
biowaste for producing biogas and, then, biomethane, as well as digestate and, then,
compost.

The first Sicilian AD plant aimed at producing biomethane was built in the
province of Caltanissetta in 2021.The innovative Enersi Sicilia plant treats 56,000
t of Organic Fraction of Municipal Solid Waste (OFMSW) per year to generate
499.22 Sm>*h~! of biomethane. This plant yields a yearly total of 4,168,483 Sm? of
biomethane, thereby replacing 8,450 t of oil equivalent and avoiding the emission of
6,126 t of fossil CO; into the atmosphere. The solid fraction of digestate is recovered
and processed into compost, that corresponds to approximately 25-30% of the orig-
inal feed in biomass weight. This compost is classified as a “mixed composted soil
conditioner”, that can be used in agriculture, within Circular Bioeconomy (CBE). The
financial feasibility of AD plant case study was assessed through Cost-Benefit Anal-
ysis (CBA), by assuming a reference period of 20 years, both with and without the
financial subsidy provided by the Italian government to those who market biofuels,
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i.e. certificate of introduction in consumption. The reliability and robustness of CBA
results were verified through the Sensitivity Analysis (SA).

Even without the subsidy, the AD plant proved to be a good financial investment,
without taking into consideration all its social and environmental benefits. The finan-
cial feasibility of the investment would be preserved up to an 8.21% yearly increase
of the operational costs.

The production and use of biomethane and other renewable gases in existing
infrastructures would allow EU to achieve the climate objectives of Paris Agreement,
i.e. to save € 140 billion a year by 2050. The interest of the growing market in
biomethane mobility demonstrates the great potential of alternative uses of this gas.

Keywords Anaerobic digestion * Biogas + Biomethane * Digestate + Compost -
Circular Bioeconomy (CBE)

1 Introduction

The severe energy satiation challenge faced by some developing as well as developed
countries to meet the demand for domestic and industrial use has recently been further
aggravated by the geopolitical conflict that has resulted in a surge in international
market prices for Liquefied Petroleum Gas (LPG) as well as for chemical fertilizer.
Concurrently, the amount of household kitchen biowaste, constituting the Organic
Fraction of Municipal Solid Waste (OFMSW), is steadily increasing [1-3]. Under
such a scenario, the Anaerobic Digestion (AD) technology, that has the capacity
of producing biogas and digestate would address both issues. Biogas can be used
for the co-generating of electric and thermal bioenergy or alternately, the it can be
scrubbed into biomethane to be used as a biofuel. Additionally, the digestate, the final
by-product of the AD process, can be used either as a liquid bio-fertiliser or further
transformed through aerobic composting into a solid bio-fertiliser. Thus, the AD
technology could be a cost-effective and clean process capable of addressing some
of the society’s energy demands [1]. This technology is a proven and widely used
process for the conversion of organic waste into usable biogas, thereby alleviating
the dependence on fossil fuels and in so doing, reduces Greenhouse Gases (GHGs)
emissions [4].

The first Sicilian AD plant aimed at producing biomethane (a purified form of
biogas) to be used as a biofuel or alternatively injected into the regional natural gas
grid, was commissioned in 2021 by “Enersi Sicilia Srl”, and built in the province of
Caltanissetta in 2021. The yearly inputs of this innovative plant comprise of 56,000 t
of OFMSW, with a disposal gate fee of € 65-70 t~1:and 10,500 t of woodchips that is
co composted with the digestate to produce a structured compost matrix. The yearly
outputs include 7,551,600 m* of biogas that following proper scrubbing results in
4,168,483 Sm? of biomethane (499.22 Sm> h™!), and 19,200 t of compost, to be used
as bio-fertiliser. The biomethane has the capacity of replacing and estimated 8,450
t of oil equivalent, and in so doing eliminates the emission of approximately 6,126
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t of fossil CO; into the atmosphere. The compost to approximately 25-30% of the
original feed in biomass weight is classified as a “mixed composted soil conditioner”,
that can be used in agriculture within Circular Bio Economy (CBE) concept.

While the technical efficiency parameters for the selected plant are well known and
established, the financial parameters may not be so easily defined. In projects with
such a magnitude of investment, different criteria guide the decision of implementing
an investment on whether the economic entity involved is private or public [5]. In the
case study is a private entity, thus according to the hedonistic principle, the decision
of implementing the investment must be based on direct costs and benefits, which
“can actually be converted into money” [5].

A recent study by [6] on bibliometric mapping of Cost Benefit Analysis (CBA)
highlighted that the “Energy fuels and geosciences” is one of the most important
research topics where this analysis was applied during the last 30 years. The CBA
is a tool for quantifying and comparing costs and benefits, has been used since the
nineteenth century to establish whether a project is cost-effective or not [7]. In order to
assess the desirability of an investment, a wide and straightforward view analysing
the perspective cash flows is needed. Thus, the effects of the investment can be
examined, but this implies the evaluation of all relevant costs and benefits associated
with the implementation of the project. CBA is aimed at helping the decision-makers
[8], as it is an investment decision tool able to establish communications between
economists, policymakers, and citizens on the opportunity of implementing projects
[9]. The robustness of CBA can be verified through the Sensitivity Analysis (SA)
that examines the elements of the analysis that can be uncertain or controversial.
This procedure illustrates results’ sensitivity to changes in these values [10]. The
Discounted Cash Flow (DCF) analysis provides, initially, a time period (i.e., number
of years) during which the investment consequences, traduced into cost and benefit
flows, are expected to occur. Subsequently, the CBA requires the calculation of a
series of indicators useful to establish the financial viability of the project, i.e., Net
Present Value (NPV), Internal Rate of Return (IRR), Payback Period (PP) and Benefit
Cost ratio (Bo/Cy).

Many authors [11-30] have relied on CBA for assessing the economic or financial
feasibility of AD plants, by calculating economic indicators such as NPV, B(/Cj ratio,
IRR and PP and by implementing SA. These studies often consider the availability of
subsidies in an attempt to understand whether the financial feasibility of the project
is strictly bound to the subsidies. As evident from the surveyed literature, at a time
when the struggle to mitigate against climate change has a crucial role, the priority
is to promote innovative projects and methods that increase energy production from
renewable sources. In order to better evaluate these proposals, all the aspects that
the implementation of this kind of investment can involve need to be examined
and evaluated. With this perspective, the aim of this study is the application of an
investment decision tool for assessing the financial feasibility of an AD plant located
in Caltanissetta (Sicily, Italy) that utilises OFMSW and woodchips into biomethane
and a mixed compost.
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2 Materials and Methods

The AD plant case-study could provide a solution not only for the sustainable
management and disposal of OFMSW, whose costs cannot be supported anymore
by local institutions but also for producing bioenergy from renewable sources and,
therefore, reducing GHGs emissions in the atmosphere. Thus, this work is part of
CBE concept, aimed at safeguarding the environment for the next generations.

The financial feasibility of AD plant case-study was therefore assessed through
CBA based on the technical-economic data used in the project Business Plan (BP),
dating 2018 and provided by the company that manages this AD plant.

In general terms the different criteria that guide the decision of implementing an
investment depend on whether the economic entity involved is private or public [5].
In the case study, the involved entity is private so that, according to the hedonistic
principle, the decision of implementing the investment must be based on direct costs
and benefits, which “can actually be converted into money” [5].

The technical data of the plant, indicated in the BP, include the input amounts, i.e.
OFMSW and wood chips, the feeding plan and the output amounts, i.e. biomethane
and compost, that was defined as a “mixed composted soil conditioner”.

The economic data consist of yearly revenues and costs.

The costs are classified in investment costs (CAPEX), that are further divided
into total plant cost, development costs and technical know-how, as well as yearly
operational costs (OPEX).

The revenues are divided into three categories:

1) money flow from biomethane, thatis in turn disaggregated in the revenue obtained
from its sale (applying the unit market price of € 0.27 Sm? ~!) and in the finan-
cial subsidy provided by the Italian government to those who market biofuels,
i.e. certificate of introduction in consumption (“Certificato di Immissione in
Consumo” - CIC), calculated by multiplying the unit market price of CIC (€
0.59 Sm? ~1) per the yearly subsidised production of biomethane;

2) revenues generated by the gate fee from the disposal of feedstocks (i.e. OFMSW
and wood chips in the case study) at the plant, calculated by multiplying the
yearly OFMSW amount disposed per the unit value of € 60 t~!, according to
agreement protocols signed with the local municipalities (as well as a prudential
unit value of € 30 t~! was used for wood chips);

3) sale of compost (applying the unit price of 30 € t™!), as this is a quality soil
conditioner, suitable for both traditional and organic agriculture.

With regard to cost items, the CAPEX consists of the expenses needed from
purchasing to commissioning the whole AD plant. These cost items are distributed
over a period of 1.5 years and also include the costs of development and technical
skills, i.e. intangible fixed assets, such as administrative burdens, specialist advice,
publications, printing, executive design, work management and corresponding safety
coordination.
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The CAPEX also includes the cost for the purchase of the land where the plant
was built up and an item including the potential unforeseen occurrences, equal to 1%
of the total investment cost.

The OPEX includes all the costs needed for carrying out the yearly production
activity, e.g. ordinary and extraordinary maintenance needed in each phase of the
production process (pre-treatment, biogas production, upgrading and composting),
materials used in this process (e.g. chemicals and activated carbons), cost for
consumption of electric energy and general costs (e.g. disposal, reusable fractions,
insurance, employees, technical management, administration, and local taxes).

The assessment of financial viability of the investment was carried out through
CBA, by assuming the duration of the subsidy of 20 years as reference period.

The estimated cash flows were actualised, by using a discount rate of 5%, identified
on the basis of the Weighted Average Cost of Capital (WACC), in relation to the risk
profile identified by the investor.

Moreover, although the Business Plan hypothesised a 2% yearly increase, both in
the price of biomethane and in the operational costs, it was considered appropriate
to keep the yearly cash flows (operational costs and revenues) constant during the
reference period (20 years).

The yearly changes of the above items were taken into account in SA, described
in “Results and Discussion” section.

The Discounted Cash Flow (DCF) analysis provides, initially, a time period (i.e.
number of years) during which the investment consequences, traduced into cost and
benefit flows, are expected to occur.

Subsequently, the CBA requires the calculation of a series of indicators useful to
establish the financial viability of the project, i.e. NPV, DBCR, IRR and PP, which
are those usually utilised in literature.

NPV (€) represents the present value of the future cash flows concerning the
economic activity in the considered time period. Positive values indicate that the
investment is financially justifiable, while negative results show a non-profitable
investment. It can be calculated as follows (Eq. 1):

Net Benefit
NPV = Zto Txr (D

where:

Net Benefit is the yearly difference between revenues and costs (€);

r is the discount rate (%);

t is the time period from O to n years.

DBCR is the ratio between the discounted future revenues and the corresponding
costs (Eq. 2). Values equal to and higher than 1 indicate that the discounted costs are
more than compensated by the discounted benefits, hereby justifying the investment
decision.

By
DBCR = — 2)
Co
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where:

By and C are the discounted benefits and costs, respectively.

IRR (%) is the interest rate at which NPV reduces to 0 (Eq. 3). The investment
will result cost-effective only for IRR values higher than the discount rate (5%).

Zn Net Benefit —0

=0 (14 IRR) ®

PP represents the number of years needed for the total recovery of the initial
investment cost and is calculated by the ratio of the total cost of AD plant (€) to the
yearly operational gross margin (€ year™!), as it is reported in Eq. 4.

Total investment cost

4)

Annual net benefit

In order to test the robustness of CBA results, SA was carried out for recalculating
the above indicators, by varying the trend of the operational costs in the 20-year
reference period.

The different levels of yearly increase of the operational costs assumed for the
SA were +2%, +5%, +10% and +15%.

Moreover, the hypothesis of the absence of the CIC was formulated and, under
this condition, the financial feasibility of the AD plant was tested for different levels
of yearly increase in the operational costs (+2%, +5%, +10% and +15%).

The decision to apply the SA only to the operational costs is based on two reasons:
1) the available technical-economic data are provisional and aggregated, as they were
aimed at the project approval; 2) the revenues of AD plant (biomethane, compost,
OFMSW and wood chips) are unlikely to be subject to market price reductions in
the short and medium term for the strategic role that they play in the search for RES.

3 Results and Discussion

The general assumptions useful for the financial analysis, in terms of revenues and
costs, are described in detail in “Materials and Methods” section, hence only the
numerical results concerning the average yearly balance (revenues and operational
costs) and the total investment cost are here discussed.

The investment costs are structured as summarised in Table 1.

The total investment costs are assumed to be equal to € 17,200,000, where 91.4%
is related to total plant cost, 5.2% includes expenses for development and technical
skills, 2.3% is considered for the purchase of land and 1.1% is for contingencies and
rounding up.

The distribution of the yearly revenues, on a total equal to € 7,835,896, is shown
in Table 2.
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’(I‘(&jlzlsEIX)Investment costs CAPEX e %
Total plant cost 15,720,000 914
Land purchase 400,000 2.3
Contingencies and rounding up 192,600 1.1
Development and technical skills 887,400 52
Total 17,200,000 100.0

Table 2 Yearly revenues

Yearly revenues € %o

Biomethane injected into the natural gas grid 1,125,490 14.4
CIC 2,459,405 314
Disposal of OFMSW and wood chips 3,675,000 46.9
Sale of compost 576,000 7.3
Total 7,835,896 100.0

The revenues from biomethane, that resulted € 3,584,896, are disaggregated into
two items:

1) sale of biomethane when it is injected into the natural gas grid, resulting in €
1,125,490, equal to 14.4% of total revenue;

2) revenue obtained from the financial subsidy provided by the Italian government
(CIC), that is quite significant in absolute terms, i.e. € 2,459,505 (corresponding
to 31.4% of total plant revenue).

The revenue from gate fee for waste disposal, that is the amount of money paid by
the municipalities of the territory surrounding the AD plant to the company managing
it for the disposal of OFMSW and wood chips, plays a paramount role within the
profitable entries of the yearly financial report of the company itself. In fact, its
total amount (€ 3,675,000, equal to 46.9% of the total plant revenue) is comparable
to the above revenue obtained from biomethane, proving to be an actual strength
in the financial profitability of the examined plant. The revenue from OFMSW is
nevertheless more relevant, since it is 91.4% of total amount, whereas wood chips
correspond in money terms to the remaining 8.6% of this item.

The revenue from the sale of compost is less significant in money terms rather
than the other items, accounting for € 576,000, which represent just 7.3% of total
yearly revenue of the AD plant.

The operational costs of the process, whose structure is summarised in Table 3,
are equal to € 1,787,500 and are divided in three categories:

1) expenses for ordinary and extraordinary maintenance, including costs for spare
parts and external assistance during each phase of the production process, chem-
icals and activated carbons used in the AD plant and in the upgrading phase, as
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:‘:slze(é PﬁEfgg)rly operational OPEX = %
Maintenance 481,000 26.9
Consumption of electric energy 352,500 19.7
General costs 954,000 53.4
Total 1,787,500 100.0

well as accounting for approximately one quarter (26.9%) of total operational
costs;

2) costs for the consumption of electric energy, that is purchased from the grid
network, within the electricity self-produced through the photovoltaic generator,
and is equal to € 352,500 (calculated by multiplying the unit value of € 0.15
kWh~! per the estimated net consumption of electric energy, i.e. 2,350,000 kWh
per year) and, therefore, accounts for 19.7% of total operational costs;

3) general costs, i.e. diversified group of expenses, including insurance, personnel
and technical management, administration, local taxes and disposal of reusable
fractions, whose amount is € 954,000, so that they represent the most significant
cost category, with a percentage of 53.4% of total operational costs.

Based on the above data, the financial feasibility of the AD plant was challenged
and tested. The first CBA was carried out in the current scenario, taking into account
the subsidy (CIC) for plant management.

The financial indicators obtained from the cash flow analysis at a discount rate of
5% showed an excellent performance of the AD plant.

NPV of the investment resulted € 55,406,719, which is quite satisfactory for
the AD plant. The DBCR resulted 2.47, which means that € 1 of discounted cost
produces € 2.47 of discounted benefits. The PP resulted 2.84 years and, therefore,
in less than three years the capital cost would be repaid by the net benefits of the
AD process, despite a 20-year investment period. Finally, the IRR of the investment
resulted over 35%, i.e. much higher than the discount rate (5%) chosen according to
the opportunity cost of the investment. The CBA and SA results with reference to
CIC scenario are summarised in Table 4.

Table 4 Results of CIC scenario

Yearly increase of OPEX NPV (€) IRR (%) DBCR PP (years)
+0.0% (baseline) +55,406,719 35.08 2.47 2.8
+2.0% +51,156,079 34.22 222 3.0
+5.0% +42,573,882 32.63 1.84 3.6
+10.0% +19,112,472 28.40 1.26 7.8
+15.0% —24,561,761 - 0.79 >20.0
+13.5% 0 5.00 1.00 20.0
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Table 5 Results of no-CIC scenario

Yearly increase of OPEX NPV (€) IRR (%) DBCR PP (years)
+0.0% (baseline) +26,215,956 20.35 1.70 4.8
+2.0% 421,965,962 18.98 1.52 5.4
+5.0% 413,383,766 15.92 1.27 7.6
+10.0% —10,077,644 - 0.86 >20.0
+8.2% 0 5.00 1.00 20.0

The SA showed a good stability in the results of the financial analysis. In fact,
only a severe yearly increase (+13.5%) in the plant operational costs would cause
the NPV to fall to zero, the DBCR to drop to 1 and the PP to extend to 20 years.

The robustness of the above financial results was tested by repeating the CBA
with the exclusion of the CIC-related revenue from the cash flow analysis.

Even without the economic support of CIC, the AD plant proved to be a good
investment in financial terms, without taking into consideration all its social and
environmental benefits that would be quantified through a CBA carried out by a
public investor.

Without CIC (Table 5), even if the plant NPV goes down from over € 55,000,000
ca. to € 26,000,000 ca., from a financial point of view, the new scenario would not
be worrying at all. The PP becomes longer rather than that calculated in the previous
scenario: in less than 5 years (4.79) the plant investment costs are repaid, i.e. in a
short time period to refund the invested capital. The DBCR, which is a CBA indicator
more neutral rather than the NPV (usually biased in large investment projects), still
expresses (value equal to 1.70) a high capacity of the plant to produce benefits, in
relation to the incurred costs. The IRR is lower (20.35%) than that obtained in a
CIC scenario but still represents an interest rate much higher than that expressing
the opportunity cost of a comparable investment under the same risk profile.

The SA applied to this scenario shows that a 8.21% yearly increase in the total
plant operational costs, approximately one quarter (26.9%), is needed for making to
decrease the NPV to 0 and the DBCR to 1, while the PP would lengthen to the whole
20-year period. The financial feasibility of the investment would be preserved up to
an 8.21% yearly increase of the operational costs, hereby showing the stability of
the investment decision.

Although the literature analysis produced a considerable number of recent papers
[11-30] where CBA was applied to AD plant investment, no study was found in
order to compare the obtained results with those ones of the present work.

In fact, not only studies including extremely diversified scenarios and research
objectives but also a large number of combinations of technical variables, e.g. plant
size, biomethane yield, other process outputs, nature and amounts of feedstocks and
catchment area, different from those of the analysed AD plant, were found.
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4 Conclusions

Results indicate that, despite the substantial investment cost involved to have the case
study AD plant built up and running for the conversion of OFMSW and wood chips
into biomethane and compost, it is possible to deduce that:

1) this investment is financially feasible, both with and without CIC subsidy, as it is
shown by the positive values of NPV and by other calculated indicators (DBCR,
IRR and PP);

2) the investment continues to be profitable even in the worst study case scenario,
where operational costs undergo yearly increase up to 13.5%, during the AD
plant lifetime of 20 years, as it is shown by the satisfactory SA results.

Moreover, even when assuming the most prudential scenario, i.e. without the
subsidy and with the yearly increase of operational costs up to 8.21%, the NPV
continues to be positive, proving the financial convenience of building up the AD
plant.

Furthermore, the strength of this plant is the use of OFMSW and wood chips, i.e.
feedstocks that represent an additional revenue, besides that deriving from the sale
of biomethane. In fact, the company does not support any cost for the purchase of
the above feedstocks needed for plant operation as it is the case of other plants using
other raw materials and, therefore, charge a disposal gate fee.

On the other hand, the only scenario which might give rise to an apparent nega-
tive performance of the AD plant is a prospective political decision of withdrawing
subsidy (CIC) and waste disposal gate fee. In fact, the yearly income from sale of
bioenergy and compost would not be enough to cover plant operational costs. This
consideration might cause a rethinking with regard to an investment decision in an
AD plant by a private entity but only in a long-term view, where the current economic
situation might lead to a stoppage of subsidies and gate fees. Besides the economic
viability of an AD plant, an alternative way to appreciate this technology is to look
at the maximisation of the social well-being instead of the private income.

A limitation of this work is that the economic data used in the analysis are fore-
cast, as the plant was triggered just a few months ago, so that the related cost and
revenue items are not sufficiently disaggregated, hereby not allowing more pertinent
considerations.

More accurate data, that would allow to perform a more detailed assessment, will
be obtained after the first years of plant operation.

Thus, the production and use of biomethane and other renewable gases in existing
infrastructures would allow EU to achieve the climate objectives of Paris Agreement,
i.e. to save € 140 billion a year by 2050.

On the other hand, the interest of the growing market in biomethane mobility
demonstrates the great potential of alternative uses of this renewable gas.
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Abstract Understanding the main growing crop parameters is the key factor in preci-
sion and sustainable agriculture, therefore, the use of remote geophysical measure-
ment systems has increased. Criteria for the adoption of precision agriculture are
slowly affecting a growing number of farms managed generically according to the
principles of conventional and integrated agricultural systems. Organic farming expe-
riences, for which CREA has been active at the Italian area, are still limited. In order
to start a rational process of setting up activities, this work focused on the character-
ization of an experimental organic field of CREA’s fruit species breeding program.
In this work, the Automatic Resistivity Profiling approach (ARP) was tested with the
application of the Top Soil Mapper (TSM) system. The results obtained were used
for discrimination of homogeneous zones and for considerations of the subsequent
set of targeted management operations. The test in the CREA field was carried out
in March 2021 and the data obtained were evaluated. Two types of soil have been
identified and the reasons for this difference were evaluated in detail and reported.
The main advantages of TSM are optimization of machines use, reduction of fuel
consumption and working times. With this technology, already known especially for
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1 Introduction

Precision agriculture is rediscovering a new prospect for development due to the
now increasing digitization in different production processes with real benefits in
different sectors even in initial applications [1]. Until a few years ago, the prevailing
interest had always been indicated toward ordinary, commodity-based production,
while today advantages are also perceivable in the canopy evaluation of orchards
for their management [2]. The growing field of conservation agriculture and soil
management is beginning to deliver results [3] and to find meeting points with the
latest technologies in interfile orchards management [4].

Many of the techniques used so far for ordinary crops can profitably be extended
to the organic sector as from the positive experiences conducted on mulberry [5].
The dissemination of these new techniques and technologies to the agricultural sector
requires careful planning even initially starting with soil characterization possibly
using indirect methodologies [6] from which targeted crop water management strate-
gies can then be derived [7] with insights into the water footprint in arboriculture
[8]. Precise characterization of soils can also enable detailed profiling of moisture
itself or groundwater tables to support irrigation strategies [9]. Early experiments in
pushing automation and robotization of production cycles, studied in the livestock
sector [10] also show valuable insights for mechanical and repetitive field operations
such as thinning and inter-row checks. However, the diffusion of these technologies
and more generally of precision agriculture is encountering not a few difficulties by
identifying very diverse paths and often linked to local production realities under-
stood both as land and technological availability, which greatly condition its inclusion
and the development of digital agriculture in Italian agriculture [11].

As part of the CREA “Council for agricultural Research and Economics” fields,
managed by Research Center for Olive, Fruit and Citrus Crops (OFA), there are one
certified organic area with the aim of fostering the dissemination of innovation; at
the Forli site, Emilia-Romagna region, Italy and with the support of Research Center
for Engineering and agrofood processing (CREA-IT), a path has been undertaken
for the gradual introduction of precision agriculture technologies in the organically
managed field, starting with soil characterization using innovative systems based
on ARP technology (Automatic Resistivity Profiling), a new rapid and non-invasive
survey method that allows continuous detection of the apparent electrical resistivity
of soil (in Ohm*m), which can be compared with soil parameters such as texture,
moisture, organic matter, mineral content.

In this paper, the first experiences of characterization by TSM of the CREA-OFA-
Forli test field soils, are reported as a start of the introduction of new indirect and
non-invasive soil characterization technologies for subsequent targeted management
of crop operations and technical means.
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2 Material and Methods

The study was carried out in 3.8 ha an organically managed field located in Magliano
(FC) of the CREA-OFA (44°9’ N, 12°5" E, 32 m altitude). In the experimental area
pear, apple and peach trees are cultivated, in the framework of breeding activities
(crossing combinations to increase tolerance to biotic and abiotic stresses). The
Topsoil Mapper is an integrated geophysical measurement system for determining
different soil parameters. Using modern geophysical measurement technology and
automated data analysis methods, the top layers of the rootable soil are measured
accurately and with high resolution. To this end, the TSM relies on the principle of
electromagnetic induction for conductivity measurement in the soil. The depth of
exploration is about one meter (3.5 feet). The sensor sends a low-voltage electric
current to the soil and, thanks to a complex system of receiving sensors, is able to
measure and record characteristic parameters of the reference soil. The system is able
to measure the electrical conductivity in different layers: 0-20, 0—40, 0-60, 0-80 cm
depth soil moisture, depth first characterizing layer (plowed sole, rock, boulders,
etc.). With the aim to identify the main key variable classes in soil management as in
[13]. Soil mapping provides a thorough understanding of the soil in space and time
as detailed in [14]. The TSM system in composed by different elements: external
detector from which transmission emitted and received soil signal, a GPS (Global
Positioning System) antenna for detailed georeferencing data, a data logger with
internal processor for data storage, processing and archiving, an external monitor for
operator with the aim to managing the detection phase and operation according to the
manufacturer’s instructions, intermediate checks and instant evaluation of processing
data. Overall, it is very versatile and easy to install on any self-propelled vehicle with
the availability of a 12 V electrical socket, not necessarily agricultural but also of
another kind of All Terrain Vehicles (ATV).

The information is displayed on a map, the soil conductivity map, to improve
information for better field management (eg. fertilization, irrigation, weeds control).
The experimental field currently managed by CREA appears to be planted to tree
species with 4—4.5-m row spacing depending on the species.

The system, installed at the rear of a farm tractor (Fig. 1), followed a well-
defined and detailed path that allowed precise characterization of the plot. Initially, a
perimeter routing (Fig. 2) of the entire plot was followed then followed by a precise
routing of all the inter-rows.

The field was managed with regular mowing of the herbaceous wild essences, in
some inter-row areas trials on cover cropping are currently carried out. The contem-
porary three samples were run for each identified soil type and the sub samples were
pooled and sent to a laboratory for chemical and physical analyses.

In soil sampling the following parameters were analyzed: pH, electrical conduc-
tivity extract (EC), cationic exchange capacity (CEC) obtained with NH4Ac [15],
particle-size (texture), nitrogen (N) quantification determined in according to the
Dumas method [16]; available phosphorus (P) using Olsen’s method [17]; organic
matter with Walkley Black method [18], and Extractable Micronutrients using DTPA
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Fig. 1 Inter-row scanning with TSM (Top Soil Mapper) technology

Fig. 2 The first part of the analysis at the Magliano experimental fields involved identifying
the perimeter within which to do the surveys and identification of soil zones based on electrical

conductivity

Extraction (Zn, Mn, Cu, Fe) [19]. In compliance with the regional organic production
regulations and the certification and control body, the soil characterization of TSM
with specific analysis will be analysed in order not to incur management penalties
which in detail include the integrated production specification of the Emilia Romagna
region, physical-chemical parameters for soil classification are showed in Tables 1

and 2.

Table 1 Endowments of

Endowments of exchangeable P (ppm)

exchangeable P (ppm);
Emilia-Romagna Region - Judgment Olsen P-value Class endowment for
Integrated production standard cards
regulations 2010 - General Very low <5 Very poor
rules Low 5-10 Poor

Medium 11-15 Normal

High 16-30 Normal

Very high >30 High
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Table 2 C/N ratio

C/N rati
Emilia-Romagna Region - rano
Integrated production <9 Low Fast mineralization
regulations 2010 - General 9-12 Medium Normal mineralization
1
rules >12 High Slow mineralization
3 Results

The system has initially identified the shape field (Fig. 2) and homogeneous soil
zones by electrical conductivity from which it also extrapolates and indicates soil
characterizing points responsible for the different electrical conductivity detected
will be identified.

The system identified two prevailing soil area, both of which are characterized
by the clay soil type, medium C/N ratio variable from 10.4 to 11.8 a medium—
high content of organic matter variable from 3.10% to 3.36%: a low boron content
variable from <0.50 to 0.50 mg/kg. The main variable that emerged from two soil
type concerns the assimilable phosphorus content found to be significantly different
between the two soil types identified from low-medium to wery high P content (Table
1). Based on these results, it is possible to make interesting observations about the soil
analyzed with this technology. The importance of fruit tree Phosphorus fertilization
of has received much less attention than nitrogen (N) and potassium (K) fertilization,
although some studies have shown that a phosphorus supply, distributed in a single
annual intervention at flowering, in apple trees results in increased production without
compromising Soluble Solid Content (SSC) and without altering organoleptic char-
acteristics [20]; beneficial effects related to fertilization with this element have also
been recorded in other species, such as melon and peach tree.

In soil, Phosphorus is considered a stable element because of its low solubility;
Phosphorus is an indispensable element because of the many processes in which it is
involved: it plays a primary role in energy transfers (recall, in fact, that Phosphorus
is one of the components of Adenosine-triphosphate or ATP); it is essential for seed
germination; it is part of photosynthetic processes; it contributes to the formation
of, it is involved in all metabolic processes of the plant; and, finally, it is one of the
constituents of the cell walls of nucleic acids (DNA-RNA).

Phosphorus is also the constituent responsible for the robustness and stability of
tissues: a toughening of tissues in turn results in greater plant re-strength to attacks by
pathogenic organisms and pests. Some studies have highlighted its role in determining
the organoleptic characteristics of fruits [21].

The two soil types are characterized by analysis showed in Table 3 where not only
P content is different but also texture and organic matter.

As can be seen from the comparative analysis of the two types of soils surveyed
by the TSM, the instrument in a single step has allowed to identify an important
variable that will modify in every way the management system followed up to now.
The organic management of the field showed also to highlight an organic substance
content, common in the two prevailing soil types, but more than twice the average
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Table 3 Main soil characteristics, sampled in the two zones identified by the TSM

Analisys codes

S-21/025590

S-21/025591

Soil physical property

Texture Clay Clay
Sand (%) 14 19
Silt (%) 37 30
Clay (%) 49 51
Chemical composition

EC (dS/m 20 °C) 0.140 0.146
pH (extract 1:2,5) 7.84 7.77
Organic Matter (g/kg) 33.6 31.0
N (g/kg) 1.653 1.736
C/N ratio 11.8 10.4
Available Phosphorus (mg/kg) 11 46.6
Active limestone (% CaCO03) 3.1 2.53
Micro elements

B (mg/kg) <0.50 0.50
Fe (DTPA) (mg/kg) 19.5 19.2
Mn (DTPA) (mg/kg) 21.8 27.8
Cu (DTPA) (mg/kg) 12.3 13.6
Zn (DTPA) (mg/kg) 1.24 1.39
Exchange capacity

Mn (meq/100 g) 1.33 1.46
K (meqg/100 g) 0.68 0.78
Na (meq/100 g) <0.05 <0.05
CEC (meq/100 g) 30.8 29.5
Saturations 98.8 0.995

content of the neigh-boring soils where it is difficult to exceed 1.5%. As for the
phosphorus between one type of soil and another, the content of available P ranges
from 11 to over 40, denoting an important consideration for future practices for at least
a few years it will be necessary to target fertilizations only to products, authorized in
organic crops, with low or no phosphorus content with direct economic advantages
being the second macro-element of fertility.



Evaluation of Precision Technologies Approach for the Management ... 269

4 Conclusion

This first test in organic experimental orchards of remote characterization of soils
conducted on the CREA test field showed a types of soils rather homogeneous, only
two main types characterized prevalently for the P content, important aspects also for
allow to lay the foundations to future experiments on rootstocks allowing, through
suitable test protocols, to evaluate the management, development and response in two
environments differing and introduction of targeted techniques identified may lay the
groundwork for a introduction of digital agriculture concepts also for experimentation
purpose in organic orchards.
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