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Abstract— Technological advancements have seen the spread
of micro-electromechanical systems (MEMSs) based sensors such
as inertial measurement unit (IMU) systems. The latter provide
object orientation information in numerous applications such
as smartphones, robotics, automotive, drones, and many others.
In more detail, IMUs based on MEMS technology are char-
acterized by small size, low power, and low cost. Technically,
orientation information is provided by appropriate orientation
estimation algorithms fed with quantities measured by MEMS
sensors, such as acceleration, angular velocity, and magnetic
field. A preliminary work pointed out that such MEMS sensors
suffer significant drifts when they have to endure non-standard
operating profiles in terms of thermal conditions. However, when
considering very low-cost devices, the influence of tempera-
ture on the operation of orientation estimation algorithms still
remains an important research gap in the literature. To deal
with this important aspect, this article proposes a specific test
plan to analyze the performances of MEMS-based IMUs by
considering a temperature stress test. Therefore, the effect of
temperature was first analyzed on the individual sensors of the
IMU (accelerometer, gyroscope, and magnetometer), then the
effects of a very simple temperature compensation strategy were
analyzed to highlight the importance of such step. Specifically,
the effects of not compensating for temperature were studied
considering a low-cost commercial IMU typically used in various
fields of application. To better quantify such effects in practical
applications, two well-known orientation estimation algorithms
(i.e., complementary filter and attitude and heading reference
system (AHRS) typically fed by IMUs output have been con-
sidered. The experimental results obtained using the custom
devices under test (DUTs) show that temperature compensation
is necessary for the best performance of the analyzed orientation
estimation algorithms.

Index Terms— Fault diagnosis, inertial navigation, reliability,
temperature dependence, testing.

I. INTRODUCTION

INERTIAL measurement units (IMUs) are essential plat-
forms in modern technologies used to measure several
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physical quantities, such as angular velocity, linear acceler-
ation, and static magnetic field [1].

Smartphones and tablets (and, more generally, all consumer
electronics) are one of the biggest markets for implementing
low-cost and low-power IMUs. Examples of applications are
human activities recognition [2], real-time smartphone activity
classification [3], and positioning identification [4]. In addi-
tion, several other industrial and technological fields strongly
rely on using IMUs. Few examples are verticality measure-
ment [5], wearable sensors for human locomotion patterns
recognition [6], automotive applications (such as self-driving
vehicles [7] and motorcycles [8]), aeronautical technologies
(such as UAVs–unmanned aerial vehicles [9] and submarines
drones [10]), robotic equipment (e.g., biomedical units or man-
ufacturing devices, as in [11] and [12]), wearable technologies
to assess standing balance [13], and data acquisition during
sports activities [14].

The leading manufacturing technology in the IMUs market
has been rapidly driven toward micro-electromechanical sys-
tems (MEMSs) units. As a result, the accuracy and stability
performances of low-cost, low-power, low-dimension MEMS-
based IMUs rapidly increase, leading to a reliable solution for
acquiring data [15]. For instance, Wang et al. [16] proposed an
autonomous MEMS-based IMU to evaluate rotary in-drilling
alignment able to operate under severe environmental condi-
tions, while in [17], a MEMS-based IMU was used for train
positioning.

Depending on the field of application, numerous external
stresses (e.g., thermal excursion, humidity exposure, wideband
random vibration, mechanical over-shocks, and many others)
influence the IMU’s performance and significantly affect the
reliability of their output. Thus, it is becoming fundamental to
study the metrological performance of sensors and instrumen-
tations in the presence of such external stimuli.

According to several works in recent literature, temperature
excursions and, more generally, any thermal stresses represent
the main influence factor on the functional and metrologi-
cal performances of any electronic devices, such as power
modules [18], accelerometers [19], technologies applied in the
Internet of Things (IoT) [20], capacitive flow meters [21], and
many others.

With more reference to MEMS-based IMU, the authors
show a remarkable dependency between the IMU’s out-
put and the operating temperature in preliminary works
published in [22] and [23]. They present the experimen-
tal results of 9 degrees of freedom (DoF) MEMS-based
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IMU units (i.e., 3-axis accelerometer, 3-axis gyroscope, and
3-axis magnetometer) characterized under temperature varia-
tion within the operating ratings compliant with the datasheet
of the device under test (DUT). Furthermore, the papers
emphasize how this strong correlation has been measured on
the output of the accelerometer, gyroscope, and magnetometer
for every considered axis orientation and every IMU under test.

The temperature stress presented in the previous works trig-
gered no failure mechanisms, and no significant effects on sys-
tem reliability have been discovered. The most striking results
in the preliminary works are the presence of miss-calibrations
and loss of compensations, even if the temperature stress
is entirely inside the device’s operating temperature range.
Furthermore, the propagation of even minor temperature miss-
compensations in terms of raw data acquired by the sensors
seems to remarkably affect the results provided by com-
mon filtering algorithms employed in positioning applications
[22], [23]. Despite that, the IMU manufacturer only states the
presence of a possible linear dependency with temperature,
missing the consideration of important characterization in the
device documentation. As a matter of fact, no calibration pro-
cedures for temperature excursions are suggested, as well as no
mathematical formulations of temperature-output correlation
are available to correct these unwanted effects.

Therefore, the accurate evaluation of the systematic and
aleatory errors induced by the actual operating conditions
(i.e., temperature stress) on the performances of orientation
estimation algorithms represents a key research gap that must
be investigated. Such analysis should lead to the development
of ad hoc self-calibration procedures for every considered
IMU. Few works in recent literature tried to propose temper-
ature correlation analysis and temperature compensation on
MEMS-based sensors; however, to the authors’ knowledge,
a complete characterization covering a 9-DoF MEMS-based
IMUs (i.e., accelerometers, gyroscopes, and magnetometers)
under cold and hot temperatures is also currently missing as
a thorough analysis of the effects that such stresses have on
the performance of typical orientation estimation algorithms.

For instance, the correlation between temperature and the
output of MEMS-based IMUs has been studied by Altinoz and
Unsal [24]. In such a paper, a temperature step-test emphasizes
that five temperature points are sufficient to compensate for the
deterministic error caused by temperature drifts adequately.
An innovative stability error modeling for MEMS-based IMU
based on the correlation of low pass filtered sensor outputs
has been developed and validated in [25], focusing only on
positive temperatures. Hoflinger et al. [26] developed a 9-DoF
wireless micro IMU using MEMS technology and featuring
automatic temperature compensation in a single chip, while
Yang et al. [27] developed a micro oven-control system to
compensate thermal drifts in 6-DoF commercial IMUs. Araghi
and Landry [28] introduce an innovative approach for temper-
ature compensation (deterministic error of both accelerometer
and gyroscope) based on a radial basis function neural network
(RBFNN).

Some papers in recent literature focus only on the tempera-
ture compensation of MEMS gyroscopes without dealing with
the other sensors commonly integrated inside an IMU. For

instance, Tu and Peng [29] propose an ARMA-based Digital
Twin solution, while Fontanella et al. [30] use a backpropa-
gation neural network algorithm. Zhang et al. [31] present a
comparison between the traditional calibration method and the
proposed parameter-interpolation calibration method, while
in [32], the problem of gyroscope temperature compensation
has been solved by investigating the gyroscope scale factors
errors. Quite the opposite, Gunhan and Unsal [33] suggest
several polynomials with different degrees to compensate
for temperature effects, focusing only on the accelerometer’s
output.

In this framework, considering the preliminary experimental
results given in [22] and [23], this article presents a customized
temperature test plan and a suitable experimental setup to
investigate the temperature miss-compensation of low-cost
MEMS-based IMU units. In addition, the proposed test also
aims to analyze the effects of a temperature dependency com-
pensation on well-known orientation estimation algorithms.

The major contributions of this research are the following.
1) Investigating temperature drifts and miss-compensation

phenomena on low-cost MEMS-based IMUs in a con-
trolled operating environment specifically customized
for these kinds of devices.

2) Discussion of the effects of IMU’s output anomalies due
to temperature and the correlation of such behaviors with
the orientation of the IMU itself (and thus with the axis
of application of the gravitational acceleration), which
has never been previously discussed in the literature.
To do that, the proposed test has been repeated three
times, one for each possible orientation (i.e., X-axis,
Y -axis, and Z -axis).

3) Systematic and thorough discussion of the temperature
error analysis and compensation on all the sensors and
all the axis of a 9-DoF MEMS-based IMU.

4) Evaluation of temperature compensation effects on two
common orientation estimation algorithms, such as com-
plementary and attitude and heading reference sys-
tem (AHRS) filters. This analysis allowed to cover a
research gap regarding the accuracy of the orientation
estimation when the sensors operate under nonstandard
operating conditions.

II. PROPOSED TEMPERATURE TEST PLAN

Several different application fields of MEMS-based IMUs
are characterized by cold-hot thermal variations in a wide tem-
perature range. For example, this is the case with automotive
technologies, UAVs, and submarine drones, to cite a few. Low-
cost consumer electronics could also, however, be subjected
to temperature drifts and hot and cold exposure. Currently,
no specific standards are available for environmental testing
and metrological characterization of either MEMS sensors or
IMU units. Thus, the proposed test plan is based on a variety
of general and field-specific standards regarding environmental
testing procedures but is tailored to the explicit purpose of
thermal calibration and correction of miss-compensations of
low-cost commercial MEMS-based IMUs. Some of the main
reference standards consulted during the draft of the proposed
test plan are the following.
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TABLE I

TEMPERATURE SET POINT OF THE PROPOSED TEST PLAN

1) The entire IEC 60068-2 series [34]. This collection
of international standards describes how to implement
different kinds of environmental testing, including hot
and cold temperature stresses.

2) The test guideline MIL-STD-810G [35] is a milestone
and reference guideline for all types of environmental
test laboratories.

3) The JESD22 A104E [36] standard for temperature
cycling test of microelectronics devices.

4) The AEC-Q100 [37] standard for stress test qualifica-
tion (including temperature stress profiles) of electronic
devices used in automotive applications.

5) The European standard ETSI EN 300 019-2-5 [38]
covers the testing procedure for installing electronic and
telecommunication units on terrestrial vehicles).

6) The ISO 16750-4 [39] international standard deals with
environmental testing procedures of electronic and elec-
tric devices mounted on-road vehicles.

Aiming at error corrections due to temperature drifts, the
proposed procedure uses a climatic chamber to regulate the
temperature of the DUTs considering three setting tempera-
tures, as in Table I. A preliminary preconditioning phase at
reference conditions TA is required to perform some pretest
measurement in a standard environment. After that, the pro-
posed temperature cycle starts as follows.

1) First, the temperature inside the climatic chamber is
lowered until reaching the cold exposition tempera-
ture TC . The decreasing temperature rate is set equal
to −2 ◦C/min to gradually cool the devices.

2) When the cold temperature TC has been reached inside
the chamber, the automatic measurement setup shall
stabilize the exposition temperature and keep it constant
at −10 ◦C for an exposition time of 30 min.

3) The following phase is a slow and gradual increase of
temperature from the cold exposition temperature TC

up to the hot exposition temperature TH . Similar to the
previous case, the temperature increase rate is set equal
to 2 ◦C/min.

4) After reaching the hot temperature TH inside the cham-
ber, an exposition phase at a constant hot tempera-
ture of 50 ◦C is maintained for an exposition time
of 30 min.

5) After that, the final step of the cycle is a cooling phase
performed at a slow decrease rate (i.e., −2 ◦C/min) until
ambient temperature is reached.

6) Finally, the cycle ends with another exposition phase at
ambient temperature TA performed for 30 min. In this
phase, the operation of the DUT shall return to standard
conditions.

Fig. 1. Proposed temperature test plan for calibration and temperature
compensation of IMU systems. For the sake of illustration, only the first
part of the test has been illustrated (i.e., a preconditioning phase and two
consecutive cycles). The entire test profile includes two other temperature
cycles and the final measurement and inspection phase.

The six test steps described above stand for a complete
temperature cycle. For the sake of repeatability, four con-
secutive repetitions of the proposed temperature cycle have
been performed. The test profile instead refers to the whole
test, including the preconditioning phase, four temperature
cycles, and a final inspection and measurement phase of
30 min. The estimated duration of the complete test profile
is approximately 12 h.

A portion of the entire test plan is illustrated in Fig. 1,
showing only the first two consecutive cycles.

One of the significant innovations of the proposed test plan
is that the complete temperature test profile must be repeated
three times. This redundancy is not due to repeatability issues
as the repetition of four consecutive cycles described above.
Instead, the three repetitions of the test profile are required to
investigate the effect of the gravitational acceleration on the
three axes of the considered IMU. To do that, each repetition
changes the device’s orientation toward a different axis (X , Y ,
and Z , respectively). In this way, it is possible to study and
analyze the effects of miscalibration and temperature drifts and
their correlation with the constant gravitational acceleration
(and thus with the device’s orientation).

The proposed temperature-based test plan has been devel-
oped taking into account the aim of the work, which is
the characterization of low-cost IMUs (in terms of both raw
data and orientation estimation algorithms) for commercial
applications (such as low-cost drones, smartphones, and the
automotive field). Thus, the test severity (in terms of tem-
perature set point, temperature profile, temperature rate, etc.)
has been customized on this application. For instance, higher
temperature rates during heating and cooling phases are not
suitable in this work to ensure that the temperature profile is
a good representative of the actual operating conditions in the
considered applications.

III. EXPERIMENTAL SETUP

The DUTs are a set of low-cost commercial 9-DoF MEMS-
based IMU able to acquire data about linear acceleration,
angular rate, and magnetic field toward three axes. The key
features of the system-in-package IMUs under test are sum-
marized in Table II.
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TABLE II

KEY FEATURES OF THE LOW-COST MEMS-BASED IMUs TESTED

The IMUs under test have been integrated into a self-
designed board used to host and supply the IMU and to
interface the sensors with the external acquisition chain. The
latter comprises an STMicroelectronics Nucleo-64 board (used
to initialize the sensors and manage the I2C-based communi-
cation) and a laptop (used to collect and store the data). Both
Nucleo-64 and the laptop are used only for data acquisition
and storage and are not the object of the calibration analysis.

Thus, they should not be exposed to the temperature stress
test. In this way, it is possible to guarantee that any temperature
drift and miss-calibration phenomena derived only from the
IMUs under test are entirely unrelated to the acquisition unit
maintained at a constant temperature during the whole test
duration. A set of three MEMS-based IMU, described in
Table II, have been located inside a climatic chamber able
to regulate the temperature in compliance with the specifi-
cation of the proposed test plan described in Section II. The
measurement setup also includes a data logger equipped with
two PT100 resistance temperature detectors (RTDs) and three
T-type thermocouples. The RTD sensors are used to monitor
the temperature variation inside the climatic chamber. At the
same time, the thermocouples are placed in direct contact
with the IMU to evaluate the system overheating. A schematic
representation of the proposed measurement setup is illustrated
in Fig. 2, while a picture of the actual deployment inside the
chamber is shown in Fig. 3. The latter also highlights the
different orientations toward the three axes in which the DUTs
have been tested. Note that the picture is for illustration only,
while the actual test has been repeated three times, using three
devices in each of the three possible orientations in Fig. 3.

It is also important to note that the following key aspects
are essential to guarantee the repeatability of the experi-
ments: the accuracy of the temperature regulation within the
chamber used for testing (in this work, the accuracy of the
temperature control is ±0.3 K); the correct installation of

Fig. 2. Schematic representation of the proposed experimental setup,
including a climatic chamber, a datalogger, RTDs, and T-type thermocouples,
along with the IMUs under test and the acquisition chain.

Fig. 3. Picture of the actual measurement setup highlighting the three
different orientations of the devices toward the X , Y , and Z axis.

the thermocouples; and the correct positioning of the devices
toward perpendicular axes to cover the three different direc-
tions monitored by the IMUs.

IV. TEMPERATURE INFLUENCE ANALYSIS

The first analysis regarding the temperature influence has
been done by evaluating the variation of the IMU sensors’
output during two successive observation windows, including a
quiet zone at an ambient temperature equal to TA = 20 ◦C and
the test zone described in Section II. Tables III–V show the
behavior exhibited by a single triaxial sensor output (each table
refers to a different DUT) during four repetitions (i.e., R1, R2,
R3, and R4 for each orientation of the DUT) of the proposed
thermal cycle. The empirical distribution’s main statistical
parameters (i.e., minimum, maximum, mean, and standard
deviation) corresponding to each observed signal during the
controlled temperature cycle are reported. The acquired data
have also been compared to the values achieved when the DUT
works at ambient temperature (the latter condition has been
considered as a reference). As a matter of fact, the temperature
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TABLE III

ORIENTATION TOWARD THE X -AXIS. MINIMUM, MAXIMUM, MEAN, AND STANDARD DEVIATION OF (DUT1)
SENSOR OUTPUTS VERSUS TEMPERATURE CYCLES

variation of the proposed test influences all sensors’ outputs,
particularly the magnetometer and the gyroscope. This behav-
ior is mainly highlighted by the considerable difference in the
excursion range measured (minimum and maximum values)
and the variation observed for the standard deviation of sensor
outputs among the different analysis zones.

Indeed, in summary from Tables III–V, an absolute maxi-
mum range of sensors output can be observed due to the tem-
perature test proposed of 0.31 dps for the gyroscope, 5.92 m/s2

for the accelerometer, and 132.01 nT for the magnetometer,
respectively.

Further interesting results can also be drawn and are
reported in the following: 1) whatever be the sensor, the
temperature influence is not correlated with the three different
orientations and 2) the temperature influence is similar, what-
ever be the considered IMUs (respectively, the x , y, and z axis
toward the gravity vector, as illustrated in Fig. 4 for a single
temperature cycle).

Each analyzed IMU, however, shows a different relationship
with the temperature changes, as can be retrieved by evaluating
the noncompatibility from a measurement point of view. Thus,
a temperature compensation procedure is really advisable
before using the data in further applications, such as the
algorithms for orientation estimation.

V. TEMPERATURE COMPENSATION

To compensate for the temperature effects on sensors’
output (see the example reported in Fig. 4, where the output of

the accelerometer, gyroscope, and magnetometer of DUT1 ori-
ented toward the Y -axis are illustrated during a thermal cycle),
different approaches could be taken into account, as reported in
the introduction section. Since the proposed work aims to high-
light the necessity of implementing temperature compensation
on real-time platform running attitude algorithms, the most
complex algorithms based on artificial intelligence and digital
twins have, however, been discarded. Indeed, the approaches
mentioned above require the availability of experimental data
in various operative conditions to obtain reliable models.

Furthermore, the expected behavior of considered sensors
is linear, as can be seen in Fig. 5, and the magnetometer
outputs are reported for different axes and IMUs concerning
the temperature variation. Thus, even a simple compensation
approach, such as adopting a linear regression model, should
provide satisfactory results, and thus, it has been considered
in the following analysis.

More in detail, the Curve Fitting Tool available in MATLAB
has been employed. The fitting procedures may follow two
different input data organizations: a fitting procedure based on
each particular sensor axis and the individual DUT rather than
grouping all the data relative to the respective axis collected
by the different DUTs during the multiple repetitions.

Generally speaking, the first fitting procedure aims to handle
the different behavior of each axis of each IMU for the
temperature effects, assuring a more accurate temperature
compensation but representing a complicated and expansive
solution. The second solution may be viewed as a more
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TABLE IV

ORIENTATION TOWARD THE y-AXIS. MINIMUM, MAXIMUM, MEAN, AND STANDARD DEVIATION OF (DUT2)
SENSOR OUTPUTS VERSUS TEMPERATURE CYCLES

Fig. 4. Evolution of gyroscope, accelerometer, and magnetometer outputs during a single temperature cycle, in red the temperature excursion. (DUT1) The
acquisition has been performed in a single direction (X-axis).

general approach constituting a less complicated calibration
procedure, although allowing a less precise temperature com-
pensation. The best solution should depend on the IMU
platform’s manufacturing quality (leading to a significant

between-instruments uncertainty), the sensors’ outputs, and
operator needs.

In the present case study, the analysis of the magnetometer
output from the three DUTs prevents the choice of temperature
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TABLE V

ORIENTATION TOWARD THE Z -AXIS. MINIMUM, MAXIMUM, MEAN, AND STANDARD DEVIATION OF
(DUT 3) SENSOR OUTPUTS VERSUS TEMPERATURE CYCLES

Fig. 5. Dependency of magnetometer axes on temperature variation for the three IMU considered.

compensation according to the latter approach. Indeed, the
linear dependency of each sensor axis signal on the tempera-
ture is characterized by a different slope (sign) among DUTs
(see x-axis behavior exhibited by the first and second IMU).
In other words, the systematic effects of the temperature on
the outputs of the sensors are opposite and consequently can
be corrected only through an individual regression model.

Thus, the temperature compensation strategy should be
based on the experimental characterization of the single
IMU according to the former approach previously described

(i.e., considering the data acquired during the multiple runs of
test plans proposed for individual DUT and each sensor axis
output).

For example, Fig. 6(a) shows the raw data acquired for
the x-axis magnetometer output of DUT1 and the corre-
sponding linear regression model, while Fig. 6(b) reports the
empirical distributions (and corresponding normal fit for the
compensated data). The raw data show a bi-modal distribution
resulting from the temperature dependence and proposed test
cycle (the tail ends of the distribution are strictly correlated
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Fig. 6. Raw data for the x-axis magnetometer output of DUT1: a) linear
regression model and b) empirical distributions (and corresponding normal
fits) of the digital samples acquired and compensated.

with the TH and TC experimented), clearly due to systematic
effects. On the other hand, after the compensation, the data
distribution depends only on the random variability of the
measurement, falling in an expected Gaussian distribution
(confirmed by the X-square test). Similar considerations and
results have been achieved for the other sensors, axes, and
DUTs, and here not reported for the sake of readability.

VI. ESTIMATION OF ORIENTATION

Two well-known algorithms for orientation estimation have
been employed to study their behavior when fed with a
low-cost IMU sensor output under a temperature stress test.
The algorithms have been tested using the Navigation toolbox
available in MATLAB 2021b [40]. The experiment aims to
give the reader suitable guidelines for considering a possible
temperature compensation and evaluate the robustness of the
algorithm proposed when the temperature dependencies are
not compensated. The following are the reported short descrip-
tions of the algorithms employed.

A. Complementary Filter

The complementary filter is an orientation calculation tool
presenting minimal tunable parameters, which can be optimal

for systems characterized by memory constraints. In this filter,
the accelerometer and the gyroscope are fused to get the
orientation estimation, while the magnetometer is used for
corrective purposes.

The algorithm’s structure comprises a helpful low-pass
filter to eliminate small forces creating disturbances in the
accelerometer’s reading. In contrast, a high pass filter removes
the drift gathered due to the integration throughout the gyro-
scope data [41]. Because of simplicity, both the filter are of
first order with transfer functions in La Place domain as in the
following:

LPF = 1

1 + as
HPF = as

1 + as
(1)

where a determine the cut-off frequency.
For typical MEMS sensors, the cut-off frequency is usually

in the range of 2–10 Hz. For further analysis, the latter cut-
off frequencies have been selected experimentally to 3 Hz to
obtain the best orientation estimation.

B. AHRS Filter

The AHRS filter uses a nine-axis Kalman filter structure,
employing a gyroscope, accelerometer, and magnetometer
sensor output. More in detail, the algorithm aims to follow
the orientation error, gyroscope offset, magnetic disturbance,
and linear acceleration to calculate the orientation and angular
velocity. The indirect Kalman filter models the error process
with a recursive update process as described in [42] instead
of tracking the orientation directly

xk =

⎡
⎢⎢⎣

θk

bk

ak

dk

⎤
⎥⎥⎦ = Fk

⎡
⎢⎢⎣

θk−1

bk−1

ak−1

dk−1

⎤
⎥⎥⎦ + Wk (2)

where
θk3-by-1 orientation error vector at time k;
bk3-by-1 acceleration error vector measured in the sensor

frame at time k;
ak3-by-1 magnetic disturbance error vector measured in the

sensor frame at time k;
dk3-by-1 magnetic disturbance error vector measured in the

sensor frame at time k;
wk12-by-1 additive noise vector;
Fk state transition model.
Thus, the Kalman filter assesses the system state using the

current and previous states, leading to accurate orientation
results; however, due to its mathematical complexity, this filter
requires more computational resources with respect to the
complementary filter.

C. Influence of Temperature

The runs of both the presented algorithms (when the DTU1
sensor outputs are considered) are reported in Figs. 7 and 8,
showing the estimated Eulerian angles (according to the
north-east-down (NED) orientation and ZYX frame) during
the temperature excursion. For the sake of brevity, only the
first two temperature cycles have been illustrated despite the
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TABLE VI

MEAN VALUE AND STANDARD DEVIATION OF EULERIAN ANGLES CALCULATED ON RAW SENSORS DATA

TABLE VII

MEAN VALUE AND STANDARD DEVIATION OF EULERIAN ANGLES CALCULATED ON TEMPERATURE COMPENSATED DATA

Fig. 7. Orientation estimation based on raw data through a complementary filter (left) and AHRS filter (right).

Fig. 8. Orientation estimation based on temperature-compensated data through a complementary filter (left) and AHRS filter (right).

entire profile. In Fig. 7, the results of the algorithms have been
obtained considering the raw data acquired by the sensors.
Quite the contrary, the temperature compensation results have

been considered to estimate the device’s orientation using
the complementary and AHRS algorithms in Fig. 8. The
numerical analysis of the Eulerian angle distributions resulting
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from the test carried out for all the DUTs are summarized
in Tables VI and VII. As a first observation, both the algo-
rithms seem to be significantly influenced by the temperature
changes: the variance of the estimated Eulerian angles is ever
appreciable (see the corresponding columns of Table VI), with
the worst behavior exhibited by the AHRS filter (probably as a
consequence by the greater weight assigned to the information
of the magnetometer, that is the sensor more sensitive to
the temperature influence). Moreover, as can be seen from
Table VII, the effects of the proposed temperature compen-
sation are not negligible: the distributions of the estimated
Eulerian angles show a smaller variation range and a smaller
standard deviation with respect to the first case (when only
the raw sensor data are considered). Again, the estimation
through the complementary filter seems to mostly benefit
from the temperature compensation with a reduction of the
standard deviation greater than one order of magnitude for
each Eulerian angle and each DUT.

VII. CONCLUSION

The authors have proposed and designed an original test-
bed and a test plan for the test and characterization of
MEMS-based IMU with particular attention to such com-
mercial and low-cost devices. The proposal test has been
devoted to the temperature effects investigation through a
repeated step test. The experimental results on real DUTs
allow the temperature dependencies of the IMU sensor outputs
to be highlighted in terms of systematic effects and random
variability. In particular, the tests have shown the necessity
of a compensation strategy considering between-instruments
uncertainty and different behavior of the single axis. A linear
regression model (to be calculated based on the experimental
test data) is also proposed for temperature compensation of a
low-cost IMU platform employed for real-time execution of
mostly adopted algorithms for orientation estimation (comple-
mentary and AHRS filters). Although the adopted compensa-
tion strategy is based on a simple linear interpolation method,
particularly suitable in online implementation on low-cost
platforms and real-time applications), it leads to more accurate
estimations of the current orientation with respect to using the
raw sensor data. This aspect is highlighted by a significantly
reduced standard deviation for the corresponding Eulerian
angles estimated from the compensated sensor data. Further
research efforts will address the influence of temperature on
the dynamic application of the algorithm for the orientation
estimation in navigation problems when low-cost IMU are
adopted to improve the tracking of aeronautic drones.
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