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A B S T R A C T

The energy loss profiles of different ion beams (6Li, 27Al and 50Ti) impinging on CF4, isobutane and P10 have
been measured with the active target ACTAR TPC demonstrator. The pressure of the gas, monitored during
the experiment, has been chosen in order to stop the ions inside the active zone. Starting from the energy loss
calculation produced by the SRIM code, the experimental ion tracks have been simulated, taking into account
the effect of the thermal diffusion of electrons during their drift towards the pad plane under the effect of a
uniform electric field. The uncertainty in the geometry, mainly due to the thickness and deformation of the
mylar interface window between the gas volume and the high vacuum line, has been taken into account. A
good agreement is obtained between the experimental and simulated energy loss profiles.
1. Introduction

A time projection chamber (TPC) used in Active Target mode is a
modern device to perform peripheral reactions in inverse kinematics
with radioactive ion beams (see [1], and references therein, for a
recent review), where high detection efficiency and a thick target are
necessary to compensate the weak beam intensity (∼105 pps or lower).

∗ Correspondence to: Dipartimento di Fisica, Univerisità degli Studi di Firenze e INFN-Firenze, Via Giovanni Sansone 6 Sesto Fiorentino, 50019, FI, Italy.
E-mail address: barlini@fi.infn.it (S. Barlini).

Moreover, since the reaction occurs within the same detection gas
volume, a gaseous Active Target (in the following we will refer to it
simply as Active Target, AT) allows to cover, with typical resolution
𝛥𝜃 ≈ 1◦, a wide range of the light-ejectile scattering angles, even
those usually not accessible in solid target experiments. In the last
ten years, favored by the construction and/or upgrade of radioactive
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ion beam facilities such as FRIB [2], SPIRAL [3], HIE-ISOLDE [4],
FRAISE [5], SPES [6], as well as by detector technological advances,
a new generation of AT has been developed (see [7,8] for exhaustive
reviews). Some examples are ACTAR-TPC [9] at GANIL (France), Tex-
AT [10] at Texas A&M (USA) and CAT [11] at HIMAC (Japan). In
some cases they can be placed inside a magnet to further disentangle
the kinematics variables, as in the case of AT-TPC [12] at NSCL/FRIB
(USA), SpecMAT [13] at ISOLDE (CERN), or the S𝜋RIT TPC [14] at
RIKEN (JP).

As a key-point, an AT allows to reconstruct, event-by-event, the
3D view of the reaction tracks, thus accessing the reaction vertex and
consequently the interaction energy (namely, the kinetic energy of
the projectile at the vertex position). However, the interaction energy
measurement needs to rely on the energy loss tables, also keeping into
account the interface window between the gas volume and the high
vacuum line, and some (possible) gas dead layers located in between
the entrance window and the active region. For example, in the ACTAR
TPC demonstrator [15], the detection setup used in this work, the
entrance window consists of a mylar foil followed by approximately
60 mm of inactive gas. In addition, also the energy of the reaction
products, stopped inside the active volume, can be inferred from energy
loss calculation, directly measuring the range or from the shape of
the track profile (namely the Bragg profile). Therefore, the energy loss
tables are a key ingredient during an AT analysis. In this paper, we
directly measure the Bragg profile of mono-energetic ions. Starting
from such a profile, the stopping-power curve (𝑑𝐸∕𝑑𝑥 vs 𝐸) will be
built, tracking the incoming ion along its whole path until it stops
inside the active volume. The results will then be compared with the
calculation of one of the most commonly used tool in nuclear physics:
the SRIM program [16].

The SRIM program is a software package which calculates the
Stopping and Range of Ions in Matter; in its MonteCarlo version (i.e.
TRIM), it simulates the passage of an ion through different layers,
keeping into account both electronic and nuclear stopping power, as
well as energy and angular straggling effects. In this sense, the com-
parison of a simulation performed with this program with experimental
data coming from an AT can be a direct test of the goodness of the
energy loss tables, tracking the incoming ion well beyond the Bragg
peak until it stops inside the active volume. As a matter of fact,
in literature there are many examples of energy loss measurement
(see the IAEA database on electronic stopping power [17] for the
state of the art of experimentally available measurements). It is worth
mentioning measurements performed in back scattering configuration
that allow to explore low energy per nucleon on the projectile of
interest (below 100 keV/nucleon) [18]. However, such measurements
are mainly performed in transmission experiments (i.e. the impinging
ion is punching-through the material of interest), while experimental
measurements where the ion is stopped inside the active volume are, to
our knowledge, quite scarce [19–21]. In this respect, an AT allows the
direct reconstruction of a Bragg profile, following the slowing down of
an ion inside the active volume: for example in [19] the Bragg profile
of an alpha particle inside isobutane has been reconstructed, exploit-
ing a triple alpha source (5.15 −5.48 - 5.8 MeV). The experimental
results have been then compared with the, GEANT4 based, ACTAR-Sim
code [22]. In ACTAR-Sim, the GEANT4 toolkit is used for the set-up
description, primary ionization generation and particle tracking, while
an additional ROOT [23] based program is used for the electron drift
and multiplication to mimic the pad response.

Following these ideas, in this paper we report on experimental
measurements on 6Li, using the ACTAR TPC demonstrator [15] as a de-
tection device filled with CF4, isobutane and P10 (i.e. Ar+(10%)CH4).
Moreover, the energy loss profiles of 27Al and 50Ti in CF4 are also
measured. According to the literature [17], to date, no direct measure-
ments for such ion-gas combinations are available. In particular, for
Li ions the lowest experimentally measured energies on elements or
189

molecules of interest are: 2 keV on solid C [24], 15 keV on CH4 [25],
10−15 keV in H2 [26,27] and 10 keV in Ar [26]. For Al and Ti ions
only measurements on solid C are available, at minimum energies of
80 keV [28] and 250 keV [29]. In this work, for each dataset, the gas
pressure of the AT has been chosen in order to stop the incoming ion
within the active volume, thus accessing the energy loss up to the
ion stopping region. This will allow us for achieving unprecedented
stopping power regions for the aforementioned particles, up to the
end of their tracks, and also measuring their range which will be
then directly compared with the SRIM estimations. The layout of the
paper is the following. Section 2 describes the experimental set-up, the
beam-gas combinations, and the experimental data analysis. Section 3
discusses the original SRIM calculations and their tuning to fit the
ACTAR TPC demonstrator geometry. In Section 4, the qualitative and
quantitative comparison between experimental and simulated results is
shown. Finally, the conclusions are presented in Section 5.

2. The detector and the experimental approach

The measurements were performed at the Laboratori Nazionali del
Sud at Catania (Italy) using different ion beams accelerated by the
TANDEM MP facility. In particular, a 6Li beam at 9 MeV, a 27Al beam
at 75 MeV and 50Ti beam at 142 MeV have been used with intensities
reduced down to 102−103 pps in order to enter the ACTAR TPC demon-
strator with negligible effects on spatial charge accumulation [30]. The
active target was filled with different gases, namely CF4, isobutane and
P10, with gas pressures between 50 and 180 mbar. In this setup, the
gas volume is separated from the high-vacuum beam line by a mylar
foil, with a nominal thickness of 6 μm and a diameter of 1 cm.

A full description of the setup can be found in [15], here we recall
only the main features. The detector is contained inside an Aluminum
box, whose central volume is 300 × 250 × 210mm3, into which the
gas is continuously flows to avoid gas aging (typical flow values are
2–3 times the gas volume per hour). The core of this demonstrator is
the double field cage shown in Fig. 1 with two wire layers, namely the
internal one and the external one, separated by a 10 mm gap. The wire
diameter is 20 μm and the wire spacing is 1 mm for the internal cage
and 5 mm for the external one, guaranteeing optical transparency of
nearly 98%. Once the electrons arrive at the bottom electrode driven
by the electric drift field, their amplification is performed using a
MicroMegas [31] system consisting of a 45/18 stainless-steel woven mi-
cromesh and a PCB glued on an Al flange. The amplification gap, where
the avalanche multiplication takes place, is approximately 220 μm.
The homogeneity of such a gap has been measured in [15] using
a collimated 55Fe source mounted on an automated 2-dimensional
scanning table: it results within ±1% in the whole pad plane. In this
experiment, the reduced electric field within the MicroMegas is around
1.5 ⋅102 V/(cm mbar).

The pad plane visible in Fig. 1 is segmented in 64 × 32 pixels of
2 × 2mm2, including 40 μm of dead area all around the squared pixel.
Each pad is connected to a channel of the GET electronics [32] (General
Electronics for TPCs). The electronic system consists of a custom-
designed ASIC (named AGET) for signal processing of 64 channels
able to digitize the data through a 12-bits ADC. The ASIC chips are
grouped into front-end cards (named ASAD) each housing 4 chips. A
concentration board (CoBo) hosted into a MicroTCA crate can read and
process the digital data from up to 16 ASICs (4 complete ASAD). The
system is modular and it can handle up to 33792 channels. A trigger
module (MuTanT) completes the system, while data can be acquired
using an ethernet connection to the MicroTCA crate. The system is
fully programmable in terms of electronics gain and threshold for each
channel and trigger setup.

To perform a clean comparison between measured energy loss
profiles and simulated ones (see next section), a key ingredient is
the thickness of the dead layers crossed by the incoming ion before
reaching the sensitive region, i.e. the mylar window thickness and the

gas volume upstream from the active one. The inert gas length has
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Fig. 1. The double field cage of the ACTAR TPC demonstrator apparatus. On the
bottom, the pad plane consists of 64 × 32 pixels, each 2 × 2mm2 wide.

been measured to be 58 ± 1 mm. Concerning the mylar thickness,
the nominal value is 6 μm, as declared by the producer and confirmed
(with an uncertainty of ±0.5 μm) by a specific energy loss measurement
performed with a 241Am alpha particle source. Moreover, here we
take into account another effect which can have an impact on the
energy loss measurement: the deformation induced by the pressure
difference between the gas chamber and the beam line during the
measurements. Since the entrance window has a circular opening of
1 cm diameter, we are interested in evaluating how much this flat
surface is deformed. After several tests, we estimated that the planar
mylar surface transforms under pressure into a spherical cap with a
sagitta of 2 ± 1 mm. Since the mylar is glued all around the borders of
the entrance hole, one must consider the effect of the stretching on the
effective thickness in measurement conditions. By simple geometrical
arguments, one can consider that the mylar thickness has decreased as
the ratio between the surface before and after the deformation. In this
approximation, the estimate of the effective thickness is 5.2 ± 0.7 μm,
where in the error we also included the initial uncertainty on the foil
thickness.

A preliminary procedure of equalization of the MicroMegas elec-
tronic gain for each output channel is necessary. This has been obtained
by means of a pulser run, where the pulser signal has been injected di-
rectly into the mesh layer: in this way, the same total charge deposited
into the pads will correspond to the same signal amplitude at the end
of the electronics chain, irrespective of the pads involved. A typical
good track detected in AT in the case of 6Li at 9 MeV impinging on
CF4 is shown in Fig. 2 panel a), with the 3D reconstruction drawn on
top while the projection on the pad plane is shown on the bottom. We
remind that, due to the low beam intensity, only one track is detected
per event,1 thus a clusterization procedure, which could introduce
a perturbation in the Bragg profile reconstruction, is not necessary.
Nevertheless, a fraction of spurious events (less than 2% of the total)
is still present. First of all, noisy events can occur since the thresholds
on the pad signals are kept close to the limit of the noise. They are
characterized by an anomalous number of fired pads, as one can see in
Fig. 2 panel b) bottom. Moreover, there are seemingly good tracks but

1 Only in a negligible number of cases more than one track has been
observed, corresponding to nuclear interactions between the beam and the
gas nuclei.
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with directions not ascribable to the beam optics, as the one shown
in Fig. 2 panel c). Usually, they are also characterized by a different
total charge. Finally, there are rare nuclear reaction events occurring
in the gas or in the mylar window. The spurious events are removed
on the basis of geometrical arguments, number of fired pads and total
deposited charge.

One of the critical points during our experiment is the stability
of the pressure: this can be checked also directly by looking at the
experimental data. Each combination of gas and beam corresponds to
an experimental run, typically including 103−104 events. Looking at
the total charge as a function of the event number, it is possible to point
out variations in the gas pressure: the high stability and reproducibility
of the beam energy (of about 10−3) ensures that the total energy
deposited into the gas is constant. Consequently, keeping in mind
the presence of the inactive zone before the active one, a systematic
increase of the pressure corresponds to a decrease of the energy loss
in the active area, and vice versa. All the measured combinations of
ion/gas, 6Li at 9 MeV on three different gases (CF4, isobutane and
P10) and 27Al at 75 MeV and 50Ti at 142 MeV in CF4, do not show
systematic variations within the expected statistical fluctuations and
the experimental resolution (which is 2%–3% considering the total
charge distribution). The experimental energy loss profiles that will
be shown in the following are not the results of a single ion beam
interaction. They correspond to the average profiles obtained for each
ion/gas combination run, as a matter of fact the relative statistical error
on the stopping power for each depth bin is at the most 1% at the end
of the track. Such profiles are going to be compared with the simulation
results described in the following section.

3. The SRIM simulation

The SRIM [16] package has been chosen to compare the energy loss
profile measured in the active gas zone with the model predictions.
SRIM is based on the works of Ziegler et al. and it is updated by the
authors. Within SRIM calculations, the entrance mylar window and the
inactive gas layer of the experimental device have been included. As
for the selected experimental tracks, we assume tracks entering the AT
volume in parallel to the longitudinal axis, so we limit the simulations
in 2D, as shown in Fig. 3 for one of the studied gas/ion combination.
The impinging particles have always been considered to enter exactly
at the middle of the lateral side of the pad plane. Starting from this
distribution, a 2D histogram has been created, which corresponds to
the distribution of the energy loss.

Before considering the discretization introduced by the granularity
of the pad plane, placed 60 mm away from the detector entrance, it
is necessary to take into account the effect of the thermal diffusion
acting during the electron drift towards the anode, driven by the
constant electric field which acts sharply in the simulated data from
the beginning of the pad plane. This effect produces a 2D gaussian
broadening of the spacial distribution of the primary electrons when
they reach the pad plane [33]. For each ion–electron pair the centroid
of the gaussian distribution is the same as their initial position, while
the standard deviation (equal on both axes) follows the expression
𝜎𝑑𝑟𝑖𝑓 𝑡 =

√

2𝐷𝑇 ℎ∕𝑣𝑑𝑟𝑖𝑓 𝑡, where 𝐷𝑇 is the diffusion coefficient, 𝑣𝑑𝑟𝑖𝑓 𝑡
is the electron drift velocity and finally ℎ is the distance traveled by
the electrons (ℎ=10 cm in our case). The first two parameters depend
on the gas and on the operation conditions (pressure, electric field,
temperature...).

In Table 1, the values of the gas pressure p and the reduced electric
field 𝜖 chosen in the experiment are shown together with the diffusion
coefficient 𝐷𝑇 , the drift velocity 𝑣𝑑𝑟𝑖𝑓 𝑡 and the 𝜎𝑑𝑟𝑖𝑓 𝑡 applied to simulate
the thermal diffusion obtained using the Magboltz code [34] in the case
of 6Li at 9 MeV impinging on the different gases used in the experiment,
while in Table 2 the same values are shown for 27Al at 75 MeV and
50Ti at 142 MeV on CF4. The distribution has been then discretized
taking into account the pad plane geometry (2 × 2mm2), including
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Fig. 2. 3D reconstructions (upper panels) and 2D projections on the pad planes of some events: panel a) is a typical event for a Li ion on CF4 gas, panel b) is a noisy event while
in panel c) a spurious track event is shown.
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Fig. 3. The 2-D energy loss distribution of 6Li at 9 MeV in 180.5 mbar of P10 as
simulated by the SRIM [16] program.

Table 1
Values of the parameters (𝐷𝑇 , 𝑣𝑑𝑟𝑖𝑓 𝑡 and 𝜎𝑑𝑟𝑖𝑓 𝑡) evaluated with Magboltz for the 6Li at
9 MeV beam energy impinging on different gases.

6Li in p (mbar) 𝜖 (V/cm) 𝐷𝑇 (cm2/s) 𝑣𝑑𝑟𝑖𝑓 𝑡 (cm/ns) 𝜎𝑑𝑟𝑖𝑓 𝑡 (cm)

CF4 69.6 100 4875 0.0113 0.093
Isobutane 55.0 100 5743 0.0045 0.160
P10 180.5 52.9 43760 0.0045 0.441

Table 2
Values of the parameters (𝐷𝑇 , 𝑣𝑑𝑟𝑖𝑓 𝑡 and 𝜎𝑑𝑟𝑖𝑓 𝑡) evaluated with Magboltz for the CF4
gas for 27Al and 50Ti runs.

ion in CF4 p (mbar) 𝜖 (V/cm) 𝐷𝑇 (cm2/s) 𝑣𝑑𝑟𝑖𝑓 𝑡 (cm/ns) 𝜎𝑑𝑟𝑖𝑓 𝑡 (cm)
27Al 101.0 75 4606 0.00960 0.098
50Ti 90.0 67.5 4850 0.00962 0.100

the 40 μm dead frame around each pad. Finally, the same detection
threshold is applied to each pad to reproduce the experimental energy
detection thresholds. In the following, in Fig. 4, we briefly describe
the adopted simulation steps, using the Li ions impinging on P10 as
a representative case, where the effect of the transverse diffusion is
larger. Starting from the stopping power generated by SRIM averaged
on 104 different events (3D view in Fig. 3), the initial x-y distribution
is created (panel a), then the energy loss is spread following a gaussian
distribution in order to take into account the thermal diffusion of the
primary electrons towards their motion to the pad plane (panel b)).
Eventually, the discretization effect (as well the dead area of each pad)
is introduced (panel c)), generating a final picture of the pad plane
which can now be compared to the experimental distribution of all
191

the selected events (panel d)). From a qualitative point of view, the
final simulated distribution is in good agreement with the experimental
one, thus validating our procedure. Comparing the average energy loss
profile at each simulation step, the effects of the thermal diffusion and
of the energy detection threshold can be highlighted separately. This is
shown in Fig. 5 for the case of Li ions on P10: the original energy loss
profile produced by SRIM is drawn with black points, while magenta
points represent the energy loss profile once the thermal diffusion
and the granularity of the pad plane (including the dead frame) are
considered. Eventually, the effects introduced by the energy detection
threshold are reported as blue open dots. The thermal diffusion affects
the Bragg curve mainly in the Bragg peak region, at the end of the
profile, as one can see in the inset of Fig. 5. On the other side, the
energy detection threshold effect is practically negligible. In conclusion,
the main effect through the various steps is associated with the decrease
in the total energy loss due to the pad dead frame (8% in case of
complete insensitivity of the dead area, but irrelevant to the final goal
of this work).

4. Comparison between experimental data and simulation

In order to perform a clean direct comparison between experimental
data and simulations the corresponding distributions are reported in
the following, neglecting the data collected from the first two rows
of the pad plane (𝑥 < 4 mm), since the assumption of a sharp inset
of the constant electric field may be questionable. The comparison is
shown in Fig. 6 for the 6Li at 9 MeV impinging on CF4, isobutane
and P10. Fig. 7 shows the comparison for 6Li at 9 MeV, 27Al at
75 MeV and 50Ti at 142 MeV on CF4. For the sake of clarity, the 6Li
at 9 MeV on CF4 is repeated at the top panel of the two pictures. In
both cases, the red points correspond to the experimental energy loss
profile, while the simulated ones are drawn as a blue confidence zone,
determined by the uncertainties in the values of the dead thicknesses
before the active zone. The experimental distributions are normalized
to the integral of the center of the confidence simulated zone. Each
experimental point refers to the center of the pad along the 𝑥-direction
2 mm pitch) with an error on the stopping power due to the uncertainty
n the normalization factor, which includes both the experimental total
harge resolution and the systematical error on the simulation. Keeping
nto account the aforementioned deformation of the entrance window,
he confidence region on the simulated profile takes into account the
ncertainty on the mylar window thickness (5.2 ±0.7 μm) and on the
ead gas layer depth (60 ± 2 mm). It has been built considering the
imulated energy loss profile which is obtained using the minimum
4.5 μm) and the maximum (5.9 μm) entrance mylar thickness, varying
onsequently the gas dead layer.

The results of Fig. 6 permit the comparison of the same ion (6Li at
MeV) in different gases, while those in Fig. 7 refer to different ions

from Z=3 up to Z=22) in the same gas. In all cases the shape agreement
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Fig. 4. The effect of the thermal diffusion in the simulation in the case of 6Li at 9 MeV in 180.5 mbar of P10. Panel a): the 2-D histogram built starting from the energy loss
rofile produced by SRIM (z-axis expressed in keV/mm2). Panel b): the 2D histogram after the thermal diffusion at the level of the pad plane. Panel c): the final distribution
onsidering the 2 × 2mm2 pixel surrounded by 40 μm dead area and including an energy threshold to simulate the zero-suppression present in the GET electronics. Panel d): the
xperimental distribution corresponding to all the events (z-axis in arbitrary units).
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Fig. 5. Energy loss profile of 6Li at 9 MeV in 180.5 mbar of P10: black points represent
the original profile calculated using SRIM. Magenta points: energy loss profile after the
thermal diffusion and the dead zone of 40 μm all around the pixels (mainly visible only
in the inset). Finally, the blue open dots include the energy threshold too.

between calculations and experimental results is satisfying, especially
for Li in isobutane. The Al and Ti energy loss profiles of Fig. 7 are very
interesting because they are the heavier ions tested in our experiment:
in the case of Al the simulation well mimics the experimental data,
while for the Ti a significant difference appears at the end of the energy
loss profile, where the effects due to the change of the average charge
ion state could affect the comparison more. A quantitative comparison
summary using as estimators the depths in the active zone at different
fractions of the maximum energy loss, namely the 50% (half maximum
depth HMD) as performed also in [19] and the 10% (tenth maximum
depth TMD), is shown in Table 3 for 6Li at 9 MeV in different gases
and Table 4 for different ions in CF4. The relative error attributed to the
experimental values is obtained looking at the distribution of the depth
profiles built event by event (about 2%–3% depending on the case),
while in the simulated depth we consider the width of the confidence
zone.

In Tables 3 and 4, also the results from the original SRIM energy
loss profiles are reported. It is worth mentioning that both the HMD and
192

s

Fig. 6. Energy loss profile comparison between experimental data (red points) and
simulation (blue) for 6Li at 9 MeV impinging on CF4 (top panel), P10 (middle panel)
nd isobutane (bottom panel). Each point refers to the center of the pad (2 mm pitch)
long the 𝑥-direction. Lines are drawn to guide the eye.

MD estimators are not affected by the proposed procedure to simulate
he electron drift and the charge collection.

The agreement on both HMD and TMD between 6Li values in
arious gases is excellent for the isobutane case (within 2%) and it
orsens in the CF4 and P10 cases (within 7% and 4%, respectively),
ut still consistent with the simulation uncertainty (see 3).

The simulated HMD and TMD for 27Al in CF4 are consistent with
he experimental ones within the error bars. For the Ti case, as already
uggested by the Bragg profile comparison (Fig. 7), both calculated
ange estimators deviates outside the uncertainties of 8% and 12%
HMD and TMD, respectively).

The experimental and simulated Bragg profiles can be transformed
n stopping power curves by deconvoluting for the experimental effects
nd then by integrating the Bragg profiles starting from their ending

ide. The results are shown in Fig. 8 and in Fig. 9, allowing for an
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Table 3
Depth in the active gas at 50% (HMD) and 10% (TMD) fraction of energy loss maximum for 6Li at 9 MeV impinging on
different gases for experimental and simulated data with or without the proposed procedure to consider the electron drift and
the charge collection.

6Li in Exp. HMD Sim. HMD Orig. HMD Exp. TMD Sim. TMD Orig. TMD
(mm) (mm) (mm) (mm) (mm) (mm)

CF4 89 ± 2 83 ± 5 83 ± 4 102 ± 3 95 ± 5 95 ± 4
P10 100 ± 2 96 ± 5 96 ± 4 112 ± 2 108 ± 5 107 ± 4
Isobutane 109 ± 3 108 ± 6 108 ± 5 119 ± 3 117 ± 5 117 ± 5
Table 4
Depth in the active gas at 50% (HMD) and 10% (TMD) fraction of energy loss maximum for 6Li, 27Al and 50Ti impinging
on CF4 for experimental and simulated data with or without the proposed procedure to consider the electron drift and the
charge collection.

Exp. HMD Sim. HMD Orig. HMD Exp. TMD Sim. TMD Orig. TMD
(mm) (mm) (mm) (mm) (mm) (mm)

6Li 89 ± 2 83 ± 5 83 ± 4 102 ± 3 95 ± 5 95 ± 4
27Al 64 ± 2 65 ± 3 65 ± 2 85 ± 2 82 ± 5 82 ± 3
50Ti 82 ± 2 75 ± 3 75 ± 3 115 ± 3 101 ± 4 101 ± 3
a

a
L

Fig. 7. Energy loss profile comparison between experimental data (red points) and
imulation (blue) for 6Li at 9 MeV (top panel, the same as previous picture), 27Al at
5 MeV (middle panel) and 50Ti at 142 MeV (bottom panel) impinging on CF4. Each
oint refers to the center of the pad (2 mm pitch) along the 𝑥-direction. Lines are
rawn to guide the eye.

verall comparison between experimental data and simulation in a
ide ion energy range from less than 1 keV/nucleon to 1 MeV/nucleon.

As expected, we confirm the main results discussed about the pre-
ious pictures: the agreement between experimental data and SRIM
imulation is in general good, as particularly evident in the case of
ithium in isobutane and P10. The Lithium and Aluminum in CF4 are
lightly worse, but still compatible considering the error bars, while
itanium in CF4 presents the highest difference and the simulated data
ystematically exceed the experimental curve.

. Conclusions

Bragg curves and energy loss distributions of different combinations
f ion beams at MeV energies and gases have been directly measured
sing the ACTAR TPC demonstrator. In particular, we have measured
he energy loss of a 6Li beam at 9 MeV in different gases (CF4, P10
nd isobutane) and three ion beams (6Li at 9 MeV, 27Al at 75 MeV and
0Ti at 142 MeV) absorbed in the same gas (CF4). The gas pressure has
een chosen in order to properly stop the beams well inside the gas
olume. The use of this detector permits for the direct measurement of
he Bragg curve, which can be compared with calculated energy loss
rofiles. Spurious event tracks have been removed before obtaining
193
Fig. 8. Stopping power comparison between experimental data (red points) and
simulation (blue) for 6Li at 9 MeV impinging on CF4 (top panel), P10 (middle panel)
nd isobutane (bottom panel). Lines are drawn to guide the eye.

Fig. 9. Stopping power comparison between experimental data (red points) and
simulation (blue) for 6Li at 9 MeV (top panel, the same as previous picture), 27Al
t 75 MeV (middle panel) and 50Ti at 142 MeV (bottom panel) impinging on CF4.
ines are drawn to guide the eye.
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energy loss profiles averaged over the number of tracks collected for
each run.

The measured profiles have been compared to those calculated
through the SRIM MonteCarlo code: taking into account the entrance
window foil (with its deformation under operation) and the initial gas
dead region before the active volume, the simulated energy loss profiles
are then filtered introducing a correction for the electron diffusion
along the drift path to the pad plane and including the real pixel
granularity and geometry of the MicroMegas layer. The effect of the
acquisition threshold has finally been considered.

Two estimators (HMD, half maximum depth, and TMD, tenth max-
imum dept) have been introduced for the quantitative comparison
between experimental and simulated data. The apparatus filter applied
to the original SRIM simulations to reproduce various experimental
effects resulted to be of weak influence on the energy loss profiles: there
are marginal modifications in the tails and around the Bragg’s peak,
but basically no effects on the proposed profile shape estimators. The
agreement between simulated and experimental estimators is within
the uncertainties for the Li ions on the three measured gases; same
conclusions can be drawn for Al on CF4, while Ti on CF4 presents
deviations outside the errors.

In this paper we have shown that a modern active gas detector,
planned to investigate nuclear physics cases via nuclear reactions,
represents also a good device for studies of ion energy loss in gases,
also accessing energies below the typical values achievable with the
usual transmission technique. In the ion/gas combinations studied in
this work, the minimum measured energies are below 10 keV.
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