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Abstract: The rapid development of technology has led to the implementation of data-driven systems
whose performance heavily relies on the amount and type of data. In the latest decades, in the field
of bioengineering data management, among others, eye-tracking data have become one of the most
interesting and essential components for many medical, psychological, and engineering research
applications. However, despite the large usage of eye-tracking data in many studies and applications,
a strong gap is still present in the literature regarding real-time data collection and management,
which leads to strong constraints for the reliability and accuracy of on-time results. To address
this gap, this study aims to introduce a system that enables the collection, processing, real-time
streaming, and storage of eye-tracking data. The system was developed using the Java programming
language, WebSocket protocol, and Representational State Transfer (REST), improving the efficiency
in transferring and managing eye-tracking data. The results were computed in two test conditions,
i.e., local and online scenarios, within a time window of 100 seconds. The experiments conducted
for this study were carried out by comparing the time delay between two different scenarios, even
if preliminary results showed a significantly improved performance of data management systems
in managing real-time data transfer. Overall, this system can significantly benefit the research
community by providing real-time data transfer and storing the data, enabling more extensive studies
using eye-tracking data.

Keywords: data management; cloud computing; RESTful API; eye tracking; web portal

1. Introduction

In recent decades, technology has become a crucial element of human life, leading
to various innovative and convenient advancements across numerous fields, including
health [1,2], entertainment [3,4], social media [5,6], physics [7,8], and chemistry [9,10]. While
these innovations have positively impacted human life, they also demanded several tech-
nological requirements. These requirements, including computational power [11], Internet
access [12], electricity [13], data [14], and other factors [15,16], have become increasingly
crucial in both academia and industry sectors. Data and data management, in particular, be-
came the center node for solving these technological challenges, and their relevance has been
further increased by the growth of machine learning methods and AI applications [14,17,18].

Algorithms 2023, 16, 355. https://doi.org/10.3390/a16070355 https://www.mdpi.com/journal/algorithms

https://doi.org/10.3390/a16070355
https://doi.org/10.3390/a16070355
https://creativecommons.org/
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://www.mdpi.com/journal/algorithms
https://www.mdpi.com
https://orcid.org/0000-0003-3387-5551
https://orcid.org/0000-0001-8272-9484
https://orcid.org/0000-0003-0198-4729
https://orcid.org/0000-0002-6540-5952
https://doi.org/10.3390/a16070355
https://www.mdpi.com/journal/algorithms
https://www.mdpi.com/article/10.3390/a16070355?type=check_update&version=2


Algorithms 2023, 16, 355 2 of 14

However, despite the need for huge data, research applications still lack suitable and ef-
fective data collection systems. Moreover, since many studies, especially those regarding
a large part of the population, moved to mobile applications, real-time data became the
strongest constraint to solve [19,20]. These conditions have led researchers to focus on
improving and creating novel data collection systems to facilitate the technological advances
in the research activity. These data collection systems are widely used in many studies on
topics as different as brain signals [21], earthquakes [22], weather conditions [23], etc.

In this context, Representational State Transfer (REST), the most widely used web-
based architecture in both the academic literature and industry, was introduced in 2000 as a
Ph.D. thesis by Roy Fielding [24] for leading the design and development of the architecture
of an Internet-scale distributed hypermedia system. It facilitates the caching of components
to reduce user-perceived latency, enforce security, and encapsulate legacy systems [24].
REST employs the Hyper Text Transfer Protocol (HTTP) to enable communication between
clients and servers. Its structure provides several advantages, including modifiability and
statelessness, which enhance interoperability [25]. These advantages bring substantial
benefits to the management of real-time data.

In addition to the solutions and limitations associated with real-time data management,
it is widely recognized that the real-time management of diverse data types presents
unique challenges due to their high density and rapid flow rates [26]. Eye-tracking data
in particular present this complexity due to their highly dynamic and rapidly changing
nature [27–29]. Furthermore, an eye-tracking pattern is an indirect measure of the complex
biological system behind it, which requires high-cost computational methods for analysis
with models, creating a major problem for the smooth real-time streaming of data.

In this regard, eye tracking is a powerful research tool for studying various topics,
such as marketing [30], attention [31], perception [32], psychopathology [33], computer
vision [34], and decision making [35,36]. Eye tracking provides insight into the neural
mechanisms at the base of exploring strategies of visual stimuli [37]. The eye-tracking
technology greatly advanced in recent years, achieving greater precision and accuracy, even
in real-world environments [34,38,39]. The history of eye tracking can be traced back to
the late 1800s, with improvements in terms of comfort, wearability, and performance for
a long-time measure of eye movements [36,40,41]. Since then, there have been important
advancements that have led to the development of increasingly sophisticated eye-tracking
systems [42–44].

Although physical eye-tracking devices have improved and become easier to use,
the real-world employment of these devices is still not widespread due to their high
cost [42–44]. This practical issue has prompted researchers to find different solutions,
and many eye-tracking models using webcams have been developed [34,39,45]. Many of
these models can be implemented locally on the user’s devices and streamed to different
platforms via Internet and web servers. Researchers integrate their models into web
platforms to reach larger audiences and collect more data. Unfortunately, there is a gap in
the literature regarding web-based streaming and storage systems that can be integrated
with real-time eye-tracking models.

This study aims to introduce a system that allows the collection, processing, real-
time streaming, and storage of eye-tracking data with REST architecture implementation.
The manuscript is structured as follows: In Section 1, data necessity, REST, real-time data,
and eye tracking are explained. Section 2 presents the materials and methods, the system
design, the Representational State Transfer, the application programming interface, Web-
Socket, the database server, Docker, WebGazer.js, the hardware implementation, and the
experiment. In Section 3, the experimental results are detailed. Section 4 discusses the
achieved experimental results compared with those presented in the literature. Lastly,
Section 5 provides a conclusion of the entire study and possible future research directions.
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2. Materials and Methods

The system’s architecture consists of two software modules, i.e., the front-end and the
back-end. The former is responsible for interfacing with the user, acquiring information,
preprocessing, streaming live data, and transferring to the back-end. The latter is the
invisible part and includes applications, servers, and databases. This section will display
how our architecture articulates between these two modules. In our structure, three
different interconnected platforms are designed to collect, process, stream, and store eye
movements during an experimental session. These platforms are the experiment platform,
the real-time results platform, and the database management platform (see Figure 1). The
experiment and real-time results platforms are located in the front-end while the database
management platform is located in the back-end. The front-end and back-end communicate
through HTTP. Lastly, data gathered from this study were analyzed using Python Version
3.10.0 with Matplotlib library version 3.5.3. All details of the system and data flow are
reported in the following sections.

Figure 1. System design components: experiment platform (A), real-time results platform (B), and server (C).

2.1. System Design

The system is designed with three components under two main modules (see Figure 1).
The experimental platform (A) and the real-time results platform (B) are in the front-
end module. In the back-end module, there is a server (C) component. The front-end
development uses JavaScript, HyperText Markup Language (HTML), and Cascading Style
Sheets (CSS), which allows the creation of a user-friendly interface. This interface displays
the live data stream and the evaluation report of the eye-tracking system. HTML5 video
tags are used to display participant’s live video stream.

The front-end is specifically designed to integrate the eye-tracking model and provide
a clear presentation of its live results. Moreover, data transfer between the experiment
platform (A) and real-time results platform (B) is carried out via WebSocket. Subsequently,
these data are transmitted to the back-end server via an HTTP request and stored in the
database. The front-end is the preferred implementation location for eye-tracking mod-
els to ensure a more robust privacy strategy. Since sensitive data, such as eye-tracking
information, is processed in this system, the aim is to perform all computations exclu-
sively on the computer being used, without involving external servers or sources. This
strategic approach is motivated by the fact that various models, including eye-tracking
models found in the literature, perform computations on snapshots captured by the user’s
webcam [46,47]. Processing these images on an external server is considered to introduce
potential security vulnerabilities. Therefore, all computations are configured to take place
only on the computer running the experiment, and only the results are transferred to other
platforms and servers.
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The back-end structure was built using Spring Boot, which is a framework of the
Java language, providing a robust and scalable data processing and management platform.
At the end of data collection on the front-end side, the collected data are sent to the back-
end service by HTTP requests. The back-end service aims to process and manage data
for database storage. In addition, the back-end provides a data management API that
facilitates read and write operations to the SQL database.

Database management involves the use of an SQL database for the efficient storage
and management of data. The database provides scalability and ease of retrieval and
analysis of stored data. The back-end communicates with the database using Java Database
Connectivity (JDBC), a Java API designed to access and manage databases. This seamless
integration enables effective data handling within the system. Dockerization plays a
major role in encapsulating the various components of the system. It involves separating
the front-end, back-end, and database into separate Docker containers. Each container
can be deployed independently, allowing for easy scalability based on the application’s
needs. Dockerization also provides a secure and isolated environment for each component,
ensuring the stability and security of the overall system.

The system flow can be briefly described as follows: The experiment platform (A)
captures the eye movements and positions of the subject through an embedded model,
converts them into coordinates, and sends them to the real-time results platform (B). These
two platforms communicate with each other via WebSockets and provide a data flow by
constantly listening to exchanged messages from A to B and vice versa. The eye-tracking
model placed on the experimental platform initiates data collection and its results are
then transmitted to a real-time results platform and streamed to the back-end via HTTP
requests. Following the end of the data collection session, the eye-tracking data, streamed
instantaneously on the real-time results platform (B), are sent via HTTP request to the
Server (C), which constitutes the last stage of the data flow in the back-end (See Figure 2).

Figure 2. System flowchart.

2.2. Representational State Transfer (REST) and Application Programming Interface (API)

Representational State Transfer (REST) is designed to develop web services based
on precise standards and limitations to grant an expandable and adaptable cross-data
transaction over the Internet [24]. RESTful API (application programming interface) is an
interpretation of the REST architecture that provides access to and actions on resources
using HTTP. In a RESTful API, the server does not store data about the user between
requests; instead, each request has all the data the server needs to process it. RESTful
APIs follow a set of constraints, such as client-server architecture and a consistent interface,
among others, to ensure that they are reliable, scalable, and easy to maintain [48,49]. REST
has become popular among developers due to its simplicity and flexibility. In addition,
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RESTful APIs have evolved into a standard for web services development and are actively
used by many large companies such as Google, Twitter, etc.

2.3. WebSocket

WebSocket is a communication protocol pertaining to the application layer in the
Transmission Control Protocol/Internet Protocol model (TCP/IP) [50]. Due to the popu-
larity and prevalence of HTTP, WebSocket uses HTTP constructs for the initial connection
between a client and a server [51] and provides persistent communication so that both
the client and the server can send messages at any time. Compared to traditional real-
time web communication, the WebSocket protocol saves a lot of network bandwidth and
server resources, and the real-time performance is significantly improved [52]. It is helpful
for real-time applications such as online games, financial trading platforms, eye tracking,
and Internet of Things (IoT)-based applications that support server push technology [53,54].

2.4. Database Server (SQL)

The SQL (structured query language) is a fourth-generation declarative programming
language for relational DBMSs (database management systems) and it is used to communi-
cate with and manipulate databases [55]. The MySQL database stores and retrieves data
via the REST API. The stored procedures and functions are designed as a security layer
to perform operations that would receive queries from the API for SQL processing in the
database [56].

There are many parameters to consider when evaluating database performance. In the
next section, we will highlight the qualities that made SQL databases more suitable for this
system over NoSQL databases. In particular, NoSQL databases outperform SQL databases
regarding writing speed and scalability. NoSQL databases perform better when dealing
with large scalability requirements and facilitating rapid data updates [57]. However,
SQL databases better manage complex relationships and multiple client scenarios [57].
The characteristics of the SQL, structure, and capability to maintain data integrity make
them suitable for scenarios involving relational data tables (such as the study carried out).
Due to the anticipated availability of multiple user results and relational data in this system,
the SQL database was chosen over NoSQL.

2.5. Docker

Docker is a technology that enables container virtualization, which can be compared to
a highly efficient virtual machine due to its lightweight nature [58,59]. It is characterized by
a modular architecture comprising multiple integral components that interact harmoniously
to facilitate the process of “Containerization”. These components are articulated as follows:
At the core of Docker is the Docker Engine, which provides the runtime environment
for containers [59]. Docker Images, read-only templates that serve as container building
blocks, utilize a layered file system and copy-on-write mechanism for efficient image
management [59]. When a Docker Image is instantiated, it becomes a Docker Container,
which offers a lightweight and secure execution environment [59]. Docker Containers can be
easily created, started, stopped, and deleted, providing flexibility in managing application
instances [60]. To facilitate image sharing and distribution, Docker Registries, such as
Docker Hub, host a vast collection of prebuilt images [61]. Additionally, organizations can
establish private registries tailored to their specific image requirements [61]. The modular
architecture of Docker, along with its components, enables scalable and flexible application
deployment across various environments.

2.6. WebGazer.js

WebGazer.js is a JavaScript-based eye-tracking algorithm. This algorithm allows the
real-time display of eye-gaze locations on the web using webcams on notebooks and mobile
phones [39,62]. This tool aims to utilize eye-tracking systems, which are currently only used
in controlled environments and experiments, to enable people to use them in their daily
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lives [39,62]. WebGazer.js consists of two core elements. These are a pupil detector and a
gaze estimator. The pupil detector detects the position of the eye and pupil through the
webcam. At the same time, the gaze estimator uses regression analysis to estimate where
the individual is looking on the screen [39,62]. The gaze estimator applies a regression
analysis through a calibration based on mouse clicks and mouse movements. Moreover,
the pseudocode of WebGazer.js shows the algorithm details (See in Appendix A.1).

2.7. Hardware Implementation

In the system, three Docker virtual environments were used to perform experiments,
stream real-time eye movements, and store data. In order to carry out online experiments,
two separate physical AMD Central Processing Units (CPUs), 1 GB of Random Access
Memory (RAM), and 25 GB of Solid State Disk (SSD) hardware were used for the front-end
where the eye-tracking model runs and for live feed eye-tracking data. Furthermore, to store
the data and manage the back-end, 2 physical Intel CPUs, 2 GB of RAM, and 25 GB of SSD
hardware were used. The locations of the servers where the Dockers are used are located
in Frankfurt, Germany for online experiments. The local experiments were conducted
with Intel i5 8600k CPUs and 16 GB of RAM. Lastly, in both systems, eye-tracking data
are collected in X and Y coordinates, while the data for time in seconds are stored in
Year:Month:Day:Hour:Minute:Second:Millisecond.

2.8. Memory Management

Low-level programming languages, such as C, incorporate manual memory man-
agement features like malloc() and free() [63]. Conversely, JavaScript handles memory
allocation automatically during object creation and frees it when those objects are no longer
in use, through a process known as garbage collection. “Garbage Collection” in JavaScript
plays a crucial role in determining which objects are necessary and which ones can be
discarded [64]. It follows a cycle of memory release, where JavaScript identifies and marks
objects that are no longer needed [65]. Specifically, within the predictWebcam function and
the objects created within it, memory is allocated as required during each function call.
Once the function produces an output, JavaScript performs the important task of marking
and sweeping all the memory that will no longer be utilized, ensuring efficient memory
management. In this system, we follow the garbage collection strategy.

2.9. Experiments

Experimental sessions were carried out to assess the reliability of the proposed system
architecture, comparing two different scenarios: local implementation (LI) and online
implementation (OI). The local scenario involved configuring the system on the local
computer, while the online scenario consisted of configuring the system on the online server.

In order to measure the time delay of both scenarios (LI and OI), the timestamps
of each platform were collected during a 100 s time window. The delay was calculated
by subtracting the timestamp value of the experiment platform (A) from the timestamp
received on the real-time results platform (B) (B-A), (i.e., arrival time–starting time). It is of
note that platform (A) sends data to platform (B) at the frequency of 1 HZ (see Figure 1). The
Console.log() function was used to visualize data in the experiment. Specifically, Console.log()
is a function that allows the data given into the function to be seen outside the code
environment. This function allowed us to capture the precise timestamps indicating the
arrival and starting time of data effectively.

Moreover, for the second experiment, 15 min of data were collected from the system
at one-second intervals to understand how the system affects memory usage and how it
changes over time while the eye-tracking model is performing real-life computations in the
experiment platform. A logMemoryUsage() function was used to record the memory usage
measurements in real-time. Specifically, the logMemoryUsage() function can be used for
several purposes, such as analyzing the change in memory usage over time and detecting
memory leaks or performance problems.
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3. Results

In this study, a series of statistical analyses have been performed to evaluate the
difference between the delays of LI and OI. In order to perform the analyses correctly,
firstly, the Shapiro–Wilk test was applied to determine whether the delay data were
normally distributed. According to the results of the Shapiro–Wilk test, both the LI delay
data (Shapiro–Wilk test statistic = 0.370, p < 0.05) and the OI delay data (Shapiro–Wilk test
statistic = 0.322, p < 0.05) did not fit a normal distribution. Time difference distributions are
shown in Figure 3.

Figure 3. Comparison of time differences between the online and local systems.

Based on these results, it was concluded that parametric statistical tests could not be
used and the Mann–Whitney U test, a non-parametric test, was preferred. The results of
the Mann–Whitney U test showed a statistically significant difference between local and
online latency (U = 794.0, p < 0.05). Table 1 shows the Mann–Whitney U test results.

Table 1. Mann-Whitney U test results regarding the local and online conditions.

Condition U-Statistic p-Value

Local vs. online 794.0 3.317643 × 10−25

According to descriptive statistics, the MAD value for the LI delay was 0.004, the me-
dian value was 0.064, the minimum value was 0.020, and the maximum value was 0.660.
Similarly, the MAD value for the OI delay was 0.006, the median value was 0.244, the mini-
mum value was 0.101, and the maximum value was 1.123. All the results of the descriptive
statistics are shown in Table 2.

Table 2. Descriptive statistics.

Condition MAD Median Min Max

Local 0.004 0.064 0.020 0.660
Online 0.006 0.244 0.101 1.123

These findings indicate that there is a statistically significant difference between LI
and OI delays and that there is a significant difference in their performance.

In addition, analysis of the memory usage data revealed interesting results (see Table 3).
The average increase between seconds was measured as 0.0037 MB. The average memory
usage during the session was measured as 72.62 MB with a minimum of 63.74 MB, and
the maximum memory usage was 83.62. The standard deviation of memory usage was
calculated at 3.48 MB.
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Table 3. Memory usage statistics.

Conditions Memory (Megabyte (MB))

Average increase between seconds 0.0037
Average memory usage 72.62

Minimum memory usage 63.74
Maximum memory usage 83.62

Standard deviation 3.48

Figure 4 shows an initial low level of memory usage that increases over time, with a
steady increase over a period of time. Although there are occasional fluctuations, the av-
erage memory usage (red dashed line) is generally above the curve and shows a steadily
increasing trend. These results show that the memory usage of the system varies over time
and reaches a stable level over a period of time.

Figure 4. Diagram of memory usage: blue line, memory usage dynamic; red dotted line, memory
usage average. Time axis is expressed in minutes.

4. Discussion

The demand for data has seen a substantial increase in recent years due to factors
such as rapid technological advancements, growing interest in AI from both the private
sector and researchers, and the proliferation of diverse research in the literature [66–69].
However, it is widely acknowledged that data collection systems, expected to keep up with
these demands, are facing limitations. This study aims to develop a system that facilitates
the data collection process for various studies, particularly in the academic domain, while
simultaneously enabling the real-time observation and streaming of the collected data.

Presently, REST is extensively employed in academic research across various fields, in-
cluding case generation [70], methodologies [71], biological data [72], machine learning [73],
etc. Furthermore, prominent companies, like Google, Amazon, Twitter, and Reddit, also
utilize this architecture. As part of this study, REST enables the instantaneous streaming
of the collected data. However, to avoid restricting researchers solely to Internet-based
usage, the system incorporates the Dockerization technique, allowing for local implementa-
tion. Consequently, tests were conducted in local and online (server-based) configurations.
A significant difference was found between the time it took for the eye-tracking model
data to reach the results page in the locally configured system compared to the same sys-
tem configured online. Numerous performance bottlenecks, such as Internet latency [74],
computer configuration [75], and server location [76], present considerable challenges that
are difficult to mitigate. Although the latency experienced online is significantly higher
than that of the local configuration, it is believed that the experimental online latency is not
substantial enough for users to discern [77] (the delay values are shown in Figure 3).
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The system presented in this study, which is based on several different techniques,
serves the purpose of the real-time streaming and storage of eye-tracking data. However,
it is crucial to highlight the flexibility of the proposed system, which can be adapted for
collecting and analyzing other data types in different experimental settings. Several studies
in the literature use Docker technology to build cloud platforms and integrate them into
a variety of experiments, similar to the approach used in this current study. The use
of Docker technology allows for the integratation of AI and various models in studies.
The system demonstrates a well-suited structure for numerous AI models in the literature.
In particular, Shanti et al. (2022) successfully implemented facial emotion recognition using
Convolutional Neural Networks [78]. In addition, Barillaro et al. (2022) presented a Deep
Learning-based ECG signal classification model [79]. Similarly, Vryzas et al. (2020) focused
on the task of speech emotion recognition, employing neural networks [80]. All these
studies use models that are implemented using Docker technology and have substructures
that can work in compatibility with the introduced system. Simultaneously, the system
allows the real-time tracking of users’ eye movements, enabling streaming over the Internet
without being limited to a single task.

The memory consumption of the experimental system should also be highlighted.
During the experiment, the memory consumption of the system slowly increased, putting a
certain load on the computer used for the experiment. However, it is important to stress that
this load is approximately 0.0037 MB per second and therefore does not have a noticeable
impact on the overall performance. Nevertheless, in a scenario where the duration of the
experiment is significantly longer, the potential load on the system should be carefully
considered and the experiment should be structured to take this into account.

Furthermore, future studies need to examine a larger pool of participants and adopt
more efficient memory management techniques. These improvements will contribute to a
more thorough analysis of the system’s capabilities and limitations, helping researchers
to gain deeper findings and more reliable systems. Lastly, researchers should test the
compatibility of the presented system with other structures and models, not only AI models
(e.g., physiological data [81,82], and psychological tests [83,84]). In addition, the proposed
architecture fosters strong collaboration between researchers adopting similar platforms,
enabling an incredibly flexible data exchange and sharing. Data storage via the Internet is
also expected to increase accessibility, thereby encouraging further research and discovery
in various fields. However, it is important to recognize that for future implementations
of this system, additional actions can be taken to increase the security of data storage.
Examples of such actions include the integration of multi-factor authentication, one-time
passwords, and other relevant security protocols [85,86].

5. Conclusions

This study reported on an approach to data collection and experimentation that demon-
strates the intricacies of a multi-purpose system for both online and local applications. This
study highlights the fundamental importance of data in scientific endeavors and calls for
further exploration of alternative data collection techniques.
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Appendix A

Appendix A.1. Pseudocode of WebGazer.js

Algorithm A1: Starting WebGazer

1 Function startWebGazer:
2 Load WebGazer library;
3 Set up video and canvas elements on the webpage;

Algorithm A2: Starting Calibration

1 Function startCalibration:
2 Call initializeCalibration(), captureCalibrationData(), saveCalibrationData();
3 Display calibration instructions to the user;
4 Wait for the user to initiate the calibration process;
5 Call saveCalibrationData() # Set and save calibration process;

Algorithm A3: Capturing Calibration Data

1 Function captureCalibrationData:
2 Loop for a specified number of calibration points:;
3 Display a calibration point on the screen;
4 Wait for the user to focus their gaze on the calibration point;
5 Store the recorded gaze data for the calibration point;

Algorithm A4: Saving Calibration Data

1 Function saveCalibrationData:
2 Save the captured calibration data for future use;
3 Call setCalibrationData();

Algorithm A5: Setting Calibration Data

1 Function setCalibrationData:
2 Set previously saved calibration data;

Algorithm A6: Starting Gaze Tracking

1 Function startGazeTracking:
2 Call initializeWebGazer();
3 Call getGazeData();
4 Begin real-time tracking of the user’s gaze;
5 Display the gaze position on the screen;

Algorithm A7: Stopping Gaze Tracking

1 Function stopGazeTracking:
2 Stop tracking the user’s gaze;
3 Clear the displayed gaze position on the screen;
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Algorithm A8: Getting Gaze Data

1 Function getGazeData:
2 Retrieve the current gaze position data from the WebGazer library;
3 Return the gaze data;

Algorithm A9: Example Usage

1 Function ExampleUsage:
2 initializeWebGazer();
3 startCalibration();
4 captureCalibrationData();
5 saveCalibrationData();
6 // Later...;
7 initializeWebGazer();
8 loadCalibrationData();
9 startGazeTracking();

10 // During gaze tracking...;
11 gazeData = getGazeData();
12 // Utilize the gazeData for further processing or interaction;
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