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Introduction

The discovery of the Higgs boson by the ATLAS and CMS collaborations at
the CERN Large Hadron Collider (LHC) in 2012, and the ever increasing
amount of data collected since then by the LHC, have generated fertile soil
for the flourishing of precise measurements in the electroweak (EW) sector
of the Standard Model (SM).

In this context, Vector Boson Scattering (VBS) processes, i.e., scattering
diagrams among gauge vector bosons, are of great interest because of the
action of the Higgs boson in preventing the unitarity violation of their cross
sections in the high energy limit. The role of the Higgs boson mass in EW
scattering has been known for decades, and VBS amplitudes are strongly
dependent on this parameter, which ATLAS and CMS experiments have
measured to be 125 GeV.

The VBS process is therefore ideal to test the structure of EW interac-
tions, where the interplay between trilinear and quartic gauge couplings gives
rise to a precise cancellation of terms, which, without a light Higgs boson,
would be otherwise divergent. These processes are also particularly sensitive
to beyond SM phenomena that may manifest as deviations in the tail of high
energy spectra, like anomalous gauge couplings, and hence they can extend
the reach of new physics direct searches.

However, unprecedent luminosity of data at the TeV energy scale and
extremely precise knowledge of all background sources are mandatory to
enable the study of these rare interactions at the LHC. As a matter of fact, the
first VBS observation was only reported in 2018, where the EW production
cross section of two W bosons having the same electric charge was measured.
In recent years, more evidence and observations have been reported as other
VBS channels were studied; nevertheless, among diboson final states, the one
with two oppositely-charged W bosons has remained untackled so far, mainly
because of the large background contamination affecting this mode.

The goal of this thesis is to deal with such a mechanism by considering
the subsequent decay of each W boson into a light lepton (electron or muon)
and its corresponding neutrino. Eventually, this has led to the first obser-

VII



vation of the EW W+W− production, and its cross section is measured in
a fiducial volume close to the reconstructed selection, in order to minimize
extrapolation uncertainties. The analysis comprises the cases where the two
leptons have either different (eµ) or same leptonic flavor (ee and µµ) and
dedicated techniques are used to address these final states.

My contributions to this result are manifold and mostly outlined in Chap-
ters 4, 5 and 6. I have carried out extensive studies on the background
estimation and signal characterization, by employing several event genera-
tor tools designed for high energy physics, with the aim of assessing the
robustness of our Monte Carlo (MC) predictions, and correct for relevant
discrepancies with data arising in control regions. In particular, I compared
different matrix element and parton showering simulations for the signal sam-
ple and I took care of validating the main background processes, by devising
alternative strategies to estimate them whenever MC samples failed in doing
so.

Moreover, I conceived the analysis categorization to select signal event
candidates and fine-tuned the separation between signal and background
processes in signal regions, chose the discriminating variables for the signal
cross section extraction, combined the two leptonic channels, and, finally
produced all the relevant numbers, plots and tables. The implementation
and optimization of the Deep Neural Network (DNN) in the eµ final state,
which will be described in Sec. 5.3, is not part of my work and it replaced
the results I obtained with a simpler kinematic observable, as this approach
helped us achieving slightly better performances.

This analysis is based on the Run 2 data set collected by the CMS ex-
periment from 2016 to 2018, which corresponds to an integrated luminosity
of 138 fb−1. Results are in agreement with SM predictions within one stan-
dard deviation; they are publicly available in the CERN Document Server
database [1] and have been accepted by the Physics Letters B journal.
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Chapter 1

Vector boson scattering physics
at the LHC

In this chapter, the Standard Model of particle physics (SM) is briefly de-
scribed, focusing on the main aspects of the electroweak (EW) and strong
interactions, with some special regards towards the EW symmetry breaking
mechanism. Basic concepts related to physics at the Large Hadron Collider
(LHC) are described in Secs. 1.1 and 1.2, mainly concerning proton-proton
collisions kinematics and dynamics; a wide overview about current vector
boson scattering experimental results is finally presented in Sec. 1.4.

1.1 The Standard Model of particle physics

The SM is a renormalizable quantum field theory [2] based on the local gauge
symmetry SU(3)C⊗SU(2)L⊗U(1)Y . The SM describes elementary particles,
experimentally defined as point-like physics objects whose internal structure
has not been observed at any energy scale. According to the SM, particles
interact through EW and strong forces and they are characterized by two
Lorentz invariants, the mass and the spin.

Ordinary matter constituents are spin-1/2 particles called fermions, fur-
ther divided in two families: quarks and leptons. Both families are organized
into three doublets of particles, known as generations, ordered according to
an increasing mass hierarchy.

Leptons can interact only via the EW force and each doublet is composed
by a particle with electric charge Q = −1 (electron e, muon µ, tau τ) and
its corresponding null charge neutrino (νe, νµ, ντ ):(

νe
e

)
,

(
νµ
µ

)
,

(
ντ
τ

)
1
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Quarks are sensitive to both EW and strong interactions: u-like quarks
(up u, charm c, top t) have Q = 2/3, while d-like quarks (down d, strange s,
bottom/beauty b) have Q = −1/3:(

u
d

)
,

(
c
s

)
,

(
t
b

)
In addition, quarks carry a color charge, but they are forced to form color-

less bound states called hadrons. For each of these particles, a corresponding
antiparticle exists, sharing the same mass and spin but with opposite sign
additive quantum numbers. Within the SM, interactions between fermions
occur through spin-1 bosons exchange. The photon (γ), along with the W±

and Z bosons, are responsible for the EW force, and eight gluons (g) mediate
the strong coupling between quarks. Their masses are shown in Table 1.1.

Interaction Mediator Mass (GeV)

Electroweak
γ 0

W± 80.377± 0.012
Z 91.1876± 0.0021

Strong g 0

Table 1.1: Masses of mediator particles in the SM [3].

SU(3)C is assumed to be an exact symmetry of the theory and it provides
an accurate description for strong interaction phenomena. On the other
hand, the SU(2)L ⊗ U(1)Y symmetry accounts for the EW part of the SM
lagrangian density and has to be broken because otherwise both fermions
and gauge bosons would be massless, which is experimentally disproved.

This problem is solved by introducing a scalar (or spin-0) field, known as
the Higgs field (H), whose mass mH is a free parameter of the model, hence
it has to be measured. Technical details on how particles acquire their mass,
as well as other features of the SM interactions, are discussed in the next
sections.

1.1.1 Electroweak interactions

The theory of EW interactions, which embeds quantum electro-dynamics
(QED), was formulated in the 1960s by S. L. Glashow [4], A. Salam [5]
and S. Weinberg [6] as a non-Abelian gauge field theory, whose lagrangian
density is required to be invariant under transformations of SU(2)L⊗U(1)Y
symmetry group.
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The Casimir operator1 of the SU(2)L group is the weak isospin2 T 2 while
that of U(1)Y is the hypercharge Y thus, the fermionic fields can be taken as
eigenstates of both Y and T 2, with eigenvalues respectively Y and T (T + 1).

It can be shown that the particle hypercharge and weak isospin are related
to its electric charge Q by the following equation:

Q = T3 +
Y

2
(1.1)

where T3 is the component of T along the third axis, arbitrarily chosen as
the quantization axis.

The particle vector state ψ can be split into its chiral components ψL
(left) and ψR (right) which are eigenstates for the projection operators χL
and χR respectively. However, based on the observation of the parity sym-
metry violation in EW interactions, only the left (right) part of the particle
(antiparticle) state is required to be a T = 1/2 weak-isospin doublet, while
the other component is included as a singlet with T = 0. A summary is given
in Table 1.2.

Elementary particle T T3 Y Q
Neutrinos 1/2 1/2 -1 0
Leptons 1/2 -1/2 -1 -1
u-quarks 1/2 1/2 1/3 2/3
d-quarks 1/2 -1/2 1/3 -1/3

Table 1.2: Quantum numbers of matter constituents under the SU(2)L ⊗
U(1)Y symmetry group.

From this consideration, along with the requirement of local invariance
under a generic SU(2)L transformation, two problems arise:

� Fermionic fields are massless;

� Gauge bosons are massless.

The introduction of the Higgs boson allows the theory to predict the exper-
imental evidence of the particle masses.

1It is defined as the operator that commutes with all the symmetry group’s generators.
2Weak isospin T is a spin operator since the commutation rules for its components are:

[Ti, Tj ] = iεijkTk
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1.1.2 The Higgs mechanism

As already mentioned, without further prescriptions, neither fermions nor
gauge bosons are allowed to have mass different from zero. In order to deal
with this incongruence and, at the same time, to preserve the description
of the EW force provided by the SU(2)L ⊗ U(1)Y symmetry group, the
existence of an additional complex scalar field is postulated, which enters
in the lagrangian density as an isospin doublet:

φ =

(
φ+

φ0

)
=

1√
2

(
φ1 + iφ2

φ3 + iφ4

)
(1.2)

where φi is a real field for i = {1, 2, 3, 4}.
The proposed solution is the spontaneous symmetry breaking (SSB) mech-

anism, also known as the Higgs mechanism [7]: while the EW lagrangian
density intrinsically maintains its symmetry properties, the energy ground
state (or vacuum state) is degenerate under a SU(2)L ⊗ U(1)Y transforma-
tion. The simplest interaction term for the φ doublet that does not violate
the theory’s renormalizability is given by:

V (φ) = µ2φ†φ+ λ(φ†φ)2 (1.3)

The shape of the potential V (φ) depends on the µ and λ parameters. For
instance, the condition λ > 0 sets a lower bound to the energy spectrum and
ensures the existence of a ground state. Moreover, if µ is taken such that
µ2 < 0, then the potential has the famous “mexican hat” shape shown in
Fig. 1.1, which gives a minimum for:

φ†φ = −µ
2

2λ
≡ v2

2
(1.4)

Since V (φ) is rotationally invariant in the φ-space, it follows that there is a
set of degenerate states spanned by the relation (1.4). Within a perturbation
theory, as the SM is, the lagrangian density is expanded around the poten-
tial’s minimum, which corresponds to one of the vacuum states that must be
chosen amongst those satisfying equation (1.4). A given group of symmetries
is said to be spontaneously broken once such a choice is performed.

When breaking the EW symmetry group SU(2)L ⊗ U(1)Y some care is
needed: since the photon has null mass it means that the Higgs mechanism
has to preserve the electromagnetic symmetry. In other words, only the W±

and Z gauge bosons must acquire mass and this is achieved by requiring the
lagrangian density to be invariant under U(1)Q transformations. Hence, the
ground state φ0 has to be electrically neutral and can be chosen as:
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Figure 1.1: V(φ) behaviour for λ > 0 and µ2 < 0.

φ0 =
1√
2

(
0
v

)
(1.5)

The φ field can be then expanded at first order as:

φ(x) =
1√
2

(
0

v +H(x)

)
(1.6)

where H(x) represents the perturbation around the minimum and is the
field associated to the Higgs boson.

The boson masses arises naturally when inserting (1.6) into the kinetic
term of the scalar field:

mW =
v

2
g, mZ =

v

2

√
g2 + g′2, mH = v

√
2λ (1.7)

where v, g, g′ and λ are free parameters of the model.
Nevertheless, the Higgs mechanism does not account for the origin of the

fermion masses, which is explained by introducing in the lagrangian density a
coupling term, known as Yukawa coupling, between the fermion doublets and
the Higgs field. Thus, all the massive fields within the SM interact with the
Higgs boson through a term that is found to be proportional to the particle’s
mass itself.

EW theory predictions have been experimentally confirmed with out-
standing precision since the discovery of the W± and Z gauge bosons during
the 80s. The Higgs boson was the final missing piece until 2012, when the
CMS and ATLAS collaborations at the Large Hadron Collider (LHC) in
Geneve reported the observation of a new particle with mass around 125
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GeV [8–10]. The properties of this particle are found to be consistent with
those of the SM Higgs boson within the current experimental uncertainties.

1.1.3 Strong interactions

Phenomena involving the strong interaction are described by quantum chro-
modynamics (QCD), a non-Abelian gauge theory [11] based on the SU(3)C
symmetry group. The requirement of the strong lagrangian density to be
invariant under SU(3)C transformations, along with the fact that the group
algebra has eight generators, gives rise to eight massless gauge boson medi-
ators, called gluons.

The color symmetry is assumed to be exact, i.e. unbroken. As the electric
charge is ensured to be conserved by the U(1)Q symmetry, similarly the
invariance under SU(3)C transformations preserves a physics quantity called
color, which may assume three different values for particle (blue, green and
red) and antiparticle (anti-blue, anti-green and anti-red).

All color charged fields interact with each other by exchanging gluons
but, differently from QED, the non-Abelian nature of the theory introduces
some particular features. For instance, gauge bosons carry their own color
charge3, which are responsible for these particle to self-interact.

Furthermore, the QCD coupling constant4 αs is a decreasing function of
the transferred momentum Q2 between strong interacting particles, as it is
shown in Fig. 1.2; two consequences arise from this consideration:

� At large Q scale, αs approaches to zero and quarks can be considered
as quasi-free interacting particles (asymptotic freedom [12]). In this
scenario, cross section calculations can be carried out through pertur-
bative methods such as those developed by perturbative QCD (pQCD).

� At low Q scale, a perturbative approach does not hold because the
theory can not be expanded in series of αs powers. In this regime,
the intensity of the force increases with the distance, until the creation
of a new quark-antiquark pair from the vacuum becomes more ener-
getically advantageous than further increasing the interaction strength
itself. This phenomena is called color confinement and is the reason
why quarks can never be observed isolated. Instead, they form hadrons,
which are colorless bound states.

3There are eight gluon color charges and they are different from those assigned to
quarks and antiquarks.

4Within a quantum field theory, the coupling constant gives a measure of the intensity
of the force.
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Figure 1.2: αs running behaviour as a function of Q.

1.2 Proton-Proton collisions

In a single proton-proton (pp) collision at the LHC the energy in the center
of mass system is on the TeV scale and the internal structure of the protons
becomes relevant for describing the scattering process.

Protons are hadrons made up by three valence quarks (uud) surrounded
by a sea of virtual quark-antiquark pairs, which are continually created and
annihilated through the absorption and the emission of gluons. Thus, an
inelastic collision can be naively seen as a quasi-free scattering of point-
like constituents called partons which carry a fraction x of the hadron four-
momentum. The probability density function f(x) associated to this variable
is the parton distribution function (PDF) and its normalization requires that:

∑
i

∫ 1

0

xfi(x)dx = 1 (1.8)

where the index i runs over all the partons. PDFs are predominantly mea-
sured in deep inelastic electron-proton scattering experiments and their shapes
depend on the energy scale µ at which they are evaluated, as shown in
Fig. 1.3. As long as the strong interaction coupling constant αs is small,
which is true in the high energy regime, the dynamics can be treated pertur-
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batively and the evolution of the PDFs with respect to µ can be inferred by
using the DGLAP equations [13].

Figure 1.3: Parton distribution functions multiplied by x and evaluated at
µ = 100 GeV (on the left) and µ = 10 TeV (on the right), which corresponds
to the LHC energy scale.

Within a pp collision, several partons can interact. In the processes that
are relevant for high energy physics experiments, typically a parton pair
undergoes a large transferred momentum interaction, referred to as the hard
scattering. Other partons in the two colliding protons give rise to softer
scattering processes. At the LHC, the hard scattering is the physics event of
interest because it allows for the production of a variety of particles with high
transverse momentum. The soft component of the interaction is known as the
underlying event, which is described by models implemented in Monte Carlo
(MC) event generators. In most collisions, only this kind of subprocesses
(minimum bias events) occurs.

A typical cross section calculation for a process p + p → F + X, where
F is the final state of interest and X is anything else, can be carried out by
using the QCD factorization theorem. According to it, the total cross section
can be written as:

σp+p→F+X =
∑
a,b

∫ 1

0

dx1

∫ 1

0

dx2fa\p1(x1, µ
2
F )fb\p2(x2, µ

2
F )σ̂a+b→F (µ2

F , µ
2
R)

(1.9)
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where:

� The sum is over all the initial state partons a and b that generate F ;

� fa\p1(x1, µ
2
F ) andfa\p2(x2, µ

2
F ) are the probability densities for partons

a and b to be found respectively within the protons p1 and p2 with a
certain fraction of the proton momentum;

� µR is the renormalization scale, a parameter introduced in pQCD to
treat the ultraviolet divergences;

� µF is the factorization scale, an arbitrary parameter that represents the
energy scale at which the hard interaction and the non-perturbative
evolution of partons occurs;

� σ̂p1+p2→F (µ2
F , µ

2
R) is the partonic hard scattering cross section for the

process p1 + p2 → F and is evaluated using pQCD.

1.2.1 Hadron collider kinematics

The available energy for the creation of new particles in hard scattering
processes is

√
ŝ =
√
x1x2s, where x1 and x2 are the four-momentum fractions

carried by the interacting partons. Since in general x1 6= x2, the center of
mass frame of the two partons is boosted along the beam axis with respect to
the laboratory system (i.e. the center of mass frame of the incoming protons).
Therefore, it is useful to define variables which are invariant under Lorentz
transformation along that direction. A convenient set of kinematic variables
is given by:

pT =
√
p2
x + p2

y (1.10)

y =
1

2
ln(

E + pz
E − pz

) (1.11)

By choosing the beam direction as the z axis of the coordinate system, the
four-momentum of a particle with mass m can be parametrized in the fol-
lowing way:

pµ = (E, px, py, pz) = (ET cosh y, pT sinφ, pT cosφ,ET sinh y) (1.12)

where px, py and pz are the cartesian components of the particle spatial
momentum ~p, φ is the azimuthal angle on the x−y plane, which is a Lorentz
scalar, and ET =

√
m2 + p2

T.
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The rapidity y is not invariant under Lorentz boost along the beam di-
rection, but it transforms according to the law:

y −→ y +
1

2
ln(

1 + β

1− β
) (1.13)

where β is the boost velocity. Then, rapidity differences are constant under
this kind of Lorentz transformation. Experimentally, it is usually preferred
to define the pseudorapidity η = − ln tan( θ

2
), where θ is the polar angle

between the particle momentum and the beam direction and it can be directly
measured. For ultra-relativistic particles y ≈ η.

Another important variable used to describe the kinematics of a given
final state is the missing transverse energy pmiss

T . The missing transverse
energy is defined as the modulus of the missing transverse momentum ~pmiss

T ,
which is the negative sum of transverse momenta of all reconstructed particle:

pmiss
T = |~pmiss

T | = | −
∑
i

~pi| (1.14)

Since the transverse momentum of the initial state is null, pmiss
T distributions

are appropriate to study processes that involve the production of weakly in-
teracting particles, such as neutrinos or exotic particles, because they escape
from the detectors and their momentum is not reconstructed.

A measure of the angular separation between particles produced in hadron
collisions is given by:

∆R =
√

∆η2 + ∆φ2 (1.15)

where ∆η and ∆φ are the separations in the η and φ coordinates respectively.

1.2.2 Hadronization

Color confinement is the origin of the hadronization mechanism: quarks and
gluons produced after a strong scattering process recombine with each other
to form hadrons clustered in jets, i.e. collimated group of colorless objects.
Jets are composed by hadrons whose energy may range down to values where
the pQCD approach fails. In particular, divergent cross sections may arise
from pQCD calculations in the limit where the emission of a colored par-
ticle occurs either at low momentum (infrared divergence) or at low angle
(collinear divergence).

To account for that, it is important to define experimental observables
not sensitive to configurations that are difficult to compute theoretically, so
that a comparison between data and predictions could be meaningfully done.
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As a consequence, any observable O dependent on the momenta of the jet’s
particles must satisfy:

� Infrared safe condition: O(p1, ..., pN) ≡ O(p1, ..., pN , ε), where ε is the
energy of another emitted particle, chosen arbitrarily small;

� Collinear safe condition: O(p1, ..., pi, ..., pN) ≡ O(p1, ..., pi1 , pi2 , ..., pN),
where pi = pi1 + pi2 and pi1 , pi2 are the momenta of particles emitted
at low angle.

For instance, in the CMS experiment, the anti-kt recursive algorithm [14]
is used to group neutral and charged hadron candidates into jets, and it sat-
isfies the above conditions. A more detailed description of jets reconstruction
techniques is given in Sec. 3.5.

1.3 VBS phenomenology

The VBS process occurs when quark constituents of colliding protons emit
two vector bosons, which further interact among themselves and in turn
produce two vector bosons in the final state, as depicted in Fig. 1.4, where
the gray blob represents all possible terms that contribute to the overall
amplitude.

Figure 1.4: Generic VBS diagram at the LHC, the gray blob represents a
generic interaction between V and V′, that can be either W, Z or γ bosons.

Being a purely EW mechanism, leading order diagrams are of the order
O(α4), where α is the EW coupling costant - O(α6) when considering sub-
sequent massive vector bosons decays. This makes VBS processes extremely
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rare, as their cross sections typically range from about 1 fb to 1 pb, depending
on the considered final state. Among all possible amplitudes for the EW pro-
duction of diboson processes, contributions where the two vector bosons do
not interact with each other are also present, and they cannot be neglected,
as this would violate the lagrangian gauge invariance.

As far as only leptons are selected from W or Z bosons decays, cross sec-
tions are lower (tenths of fb), but the channel can be reconstructed with more
precision; on the other hand, hadronic decays from massive gauge bosons are
enhanced, but have an overwhelming contamination from QCD events.

At the LHC, VBS always manifests in association with two jets, which
are the result of the hadronization of the two incoming partons. Such jets are
often referred to as “VBS jets”, because their kinematics is one of the distinc-
tive signature used to tag and reconstruct VBS events. Indeed, because there
are no αs couplings at the lowest order in the matrix element calculation,
and quark lines are not color-connected, VBS jets are expected to be emitted
in the forward-backward region of the detector, i.e., at high absolute values
of η, with little or none hadronic activity between them. Eventually, they
result having large pseudorapidity gap (|∆ηjj|) and invariant mass (mjj), and
these observables are exploited to select potential signal candidates among
reconstructed events.

The aim of this work is to measure the EW W+W− production by se-
lecting events with at least two jets and where each W boson decays into a
light lepton, i.e., either an electron or a muon, plus its associated neutrino.
This channel ensures a relatively low background contamination, if compared
to hadronic or semi-leptonic final states, and an excellent identification effi-
ciency, since the CMS detector is particularly suitable for the reconstruction
of charged leptons.

With the ever increasing amount of data collected by the LHC since the
Higgs boson discovery in 2012 [8–10], a new era of precision measurements
in the realm of EW interactions has started. Among those, VBS plays a key
role in understanding the spontaneous symmetry breaking mechanism of the
SM, and therefore on how the Higgs boson interacts with other massive gauge
bosons. In fact, from a theoretical perspective, the presence of a Higgs boson
with mass equal to 125 GeV is what prevents the violation of unitarity in VBS
amplitudes [15]. This can be well understood by considering the scattering
among longitudinally polarized massive vector bosons without accounting for
the Higgs particle. In this scenario, the cross section would increase with the
square of the center-of-mass energy of the system, leading to non-physical
results in the high energy limit. Adding a particle with the properties of
the Higgs boson introduces new amplitudes which interfere with divergent
terms, thus providing a finite cross section for VBS processes all over the
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energy spectrum. However, because of these delicate cancellations, any little
deviation from SM predictions could end up in a dramatic modification of
such a curve [16], as illustrated in Fig. 1.5. Since VBS processes are inherently
bound to the interplay between the Higgs boson and massive gauge bosons,
these mechanisms are also ideal to search for evidence of new physics that
might enter the EW sector of the SM.

Figure 1.5: Scattering cross section of longitudinally polarized W bosons as
a function of the center of mass energy for different values of the Higgs boson
coupling to W bosons.

1.4 State of the art

The first observation of a VBS process was performed in the W±W± chan-
nel [17, 18] by the ATLAS and CMS collaborations at the LHC, with data
collected in 2016 and focusing on the leptonic decays of W bosons. In fact,
this channel - often referred as the “golden” channel of VBS processes - has
the great advantage of being scarcely contaminated from background pro-
cesses, if compared to different EW diboson production mechanisms. Indeed,
after applying all kinematic selections, the expected number of signal events,
as shown in Table 1.3 from the measurement by the CMS collaboration, is of
the same order as the number of total background events. In particular, the
QCD-induced W±W± production is significantly subdominant with respect
to the EW contribution, unlike other VBS modes. The largest amount of



14 Chapter 1 Vector boson scattering physics at the LHC

background events comes from non-prompt leptons, i.e., leptons originating
from decays of heavy hadrons or jets misidentified with leptons, followed by
WZ bosons production.

Data 201
Signal + total bkg. 205 ± 13
Signal 66.9 ± 2.4
Total bkg. 138 ± 13
Nonprompt 88 ± 13
WZ 25.1 ± 1.1
QCD WW 4.8 ± 0.4
Wγ 8.3 ± 1.6
Triboson 5.8 ± 0.8
Wrong sign 5.2 ± 1.1

Table 1.3: Estimated signal and background yields after the selection. The
statistical and systematic uncertainties are added in quadrature. The pro-
cesses contributing to less than 1% of the total background are not listed, but
included in the total background yield. Table taken from the VBS W±W±

analysis by the CMS collaboration [17].

Because estimating the WZ background in the W±W± channel is equiv-
alent to measuring its VBS EW production, the CMS collaboration has also
exploited the full Run 2 data of the LHC to simultaneously fit these two
processes [19] to data. Both W±W± and WZ EW productions are treated as
independent signals and measured differentially in several observables, such
as the invariant mass of VBS jets shown in Fig 1.6. The ATLAS collaboration
has measured the EW WZ production in a dedicated analysis [20].

One of the main factor limiting the sensitivity to the signal in VBS anal-
yses is the finite size of data samples. This aspect is even more evident in
a recent measurement [21] by the CMS collaboration, which still targets the
EW W±W± production in the leptonic final state, but with the goal of de-
termining the polarization components of the two W bosons. In fact, if one
considers the impact of each uncertainty source affecting the cross section
measurement of polarized W±W± boson pairs, the statistical contribution
almost coincides with the total uncertainty, as it can be noticed in Table 1.4.
This observation holds regardless of the combination of polarization states
of the two W bosons (L = longitudinal, T = transverse, X = either of L, T).

Cross section measurements in the W±W± channel have also allowed to
put stringent limits on various extensions of the SM which predict alternative
couplings between vector bosons, such as models that forsee the production
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Figure 1.6: The measured absolute (left) and normalized (right) WZ cross
section measurements in bins of mjj. The ratios of the predictions to the
data are also shown. The measurements are compared with the predictions
from MadGraph5 aMC@NLO at LO. The shaded bands around the data
points correspond to the measurement uncertainty. The error bars around
the predictions correspond to the combined statistical, PDF, and scale un-
certainties. Predictions with applying the O(αSα

6) and O(α7) corrections to
the MadGraph5 aMC@NLO LO cross sections, as described in the text,
are shown (dashed blue). The MadGraph5 aMC@NLO predictions in the
EW total cross sections are also shown (dark cyan). Plots taken from the
VBS WZ analysis by the CMS collaboration [19].
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Source of uncertainty W±
L W±

L (%) W±
XW±

T (%) W±
XW±

L (%) W±
TW±

T (%)
Integrated luminosity 3.2 1.8 1.9 1.8
Lepton measurement 3.6 1.9 2.5 1.8
Jet energy scale and resolution 11 2.9 2.5 1.1
Pileup 0.9 0.1 1.0 0.3
b tagging 1.1 1.2 1.4 1.1
Nonprompt lepton rate 17 2.7 9.3 1.6
Trigger 1.9 1.1 1.6 0.9
Limited sample size 38 3.9 14 5.7
Theory 6.8 2.3 4.0 2.3

Total systematic uncertainty 44 6.6 18 7.0
Statistical uncertainty 123 15 42 22
Total uncertainty 130 16 46 23

Table 1.4: Systematic uncertainties of the W±
L W±

L and W±
XW±

T , and W±
XW±

L

and W±
TW±

T cross section measurements in units of percent. Table taken
from the polarized VBS W±W± analysis by the CMS collaboration [21].

of doubly-charged Higgs bosons [22].
Among recent results in the context of VBS mechanisms, the CMS col-

laboration has claimed the evidence for the EW ZZ production in the fully
leptonic final state, using the entire Run 2 data set [23]. Despite the clean
experimental signature of the signal, its low cross section makes this process
the rarest EW diboson production, and it is therefore necessary to employ
multivariate techniques to suppress the background contamination. The AT-
LAS collaboration has also adopted a similar approach, but they were able to
made the observation of this VBS channel by also including the ZZ→ `+`−νν
decay mode [24], as shown in Fig. 1.7.

Noticeable results with data from pp collisions at
√

s = 13 TeV were also
published for the EW production of a W (or Z) boson plus a γ photon [25–28]
and for the EW diboson production in semi-leptonic final states [29, 30],
which have to cope with the challenging QCD background entering the signal
selection. In this vast panorama of VBS measurements, the W+W− mode
has never been observed so far, although it is deeemed a key mechanism
to complete the picture of the EW sector of the SM. The reasons for this
are several: conversely to other channels, partial Run 2 data had no enough
statistical power to reach a good sensitivity to this rare process, therefore
this measurement has not been attempted until the entire Run 2 data set
was collected. Moreover, even though the leptonic final state is relatively
clean, the presence of two neutrinos forbids the reconstruction of the whole
event kinematic. Last but not the least, the main limitation is given by the
production of top-antitop quarks pair, which only affects the W+W− channel
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Figure 1.7: Distributions of the multivariate discrimimant (MD) after the
statistical fit in the ````jj (left) and ``ννjj signal regions. Plots taken from
the VBS ZZ analysis by the ATLAS collaboration [24].

and represents the dominant background of the analysis, because of its large
cross section.

In this work, I present the first observation of the EW W+W− process
in the leptonic final state, discussing the background reduction strategy and
signal candidate selection we devised to perform the cross section measure-
ment. Results are based on the full Run 2 data set collected by the CMS
experiment from 2016 to 2018, which corresponds to an integrated luminosity
of 138 fb−1.
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Chapter 2

The CMS experiment at the
LHC

In this Chapter, the LHC apparatus is presented in Sec. 2.1, whereas the
CMS experiment and the features of its subdetectors are discussed in detail
in Sec. 2.2.

2.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [31] is installed in the underground tunnel
that has been hosting the Large Electron Positron Collider (LEP) until 2001.
LHC extends for 27 km in circumference along the French-Swiss border and
it is designed to accelerate and collide protons (or heavy ions) up to an
energy of 7 TeV, which corresponds to 14 TeV (2.76 TeV per nucleon) in the
center of mass system. Before entering the LHC beam pipe, the protons are
accelerated in various steps via an accelerator complex shown in Fig. 2.1.

After being created through ionization of gaseous hydrogen, protons are
sent to LINAC2, a linear accelerator that generates a 50 MeV collimated
beam using radio frequency quadrupoles. The beam is delivered to a chain
of two different synchrotrons (the Proton Synchrotron Booster (PSB) and the
Proton Synchrotron (PS)) whose combined action groups the protons in pack-
ets with a frequency of 40 MHz and an energy of 25 GeV. Then, the bunches
are accelerated up to 450 GeV by the Super Proton Synchrotron (SPS) and
finally injected into LHC through two different beam pipes, where they flow
in opposite directions, further accelerated by radio frequency cavities. Once
the maximum energy is reached, they may collide in four interaction points,
where the experiments are located and beam pipes intersecate in a common
vacuum chamber:

19
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Figure 2.1: LHC accelerator scheme.

� ATLAS (A Toroidal LHC ApparatuS) [32] and CMS (Compact Muon
Solenoid) [33] are multi-purpose detectors, designed to investigate a
wide range of physics phenomena. Their main objective was to find
the experimental evidence that could prove or exclude the existence of
the Higgs boson. In 2012 they announced the discovery of a particle
compatible with the predicted Higgs boson and nowadays they focus
on the study of its properties as well as on the search of new physics
beyond the SM. The presence of two independent detectors pursuing
the same goals is fundamental to cross-check the results;

� LHCb (LHC-b) [34] is designed to study CP violation in electroweak
interaction and the matter-antimatter asymmetry through the analysis
of rare decays of hadrons containing the b quark;

� ALICE (A Large Ion Collider Experiment) [35] is a detector devoted
to the study of quark-gluon plasma in heavy ion collisions.

Protons need to be kept along the circular trajectory described by the
LHC ring, therefore the presence of a magnetic system is required. Over
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1200 magnets are placed along the accelerator, with their field oriented or-
thogonally with respect to the ring. For a particle with unitary charge it can
be shown that:

p[GeV] = 0.3B[T]R[m] (2.1)

where p is the particle momentum, B is the magnetic field and R is the
radius of the orbit. Since LHC is designed to collide beams of protons, two
separate beam pipes have to be installed: same-charged particles travelling
in opposite ways need two magnetic fields with equal intensities but opposite
orientations in order to obtain the same deflection.

The average magnetic field required to keep protons in motion along a
circumference of 27 km is about 5.5 T. However, since LHC is made of both
circular and rectilinear sections, the magnets have to produce a 8 T magnetic
field along the beam pipes (see Fig. 2.2). The needed currents are provided
by dipoles that operate in superconductive regime: at LHC, this condition
is reached when dipoles are cooled down to ∼ 2 K. Furthermore, over 8000
auxiliary magnets among quadrupoles, sextupoles and octupoles are used to
correct and adjust the beam orbit.

Figure 2.2: On the left: Lines of the magnetic field; on the right: Transversal
section of the LHC beam pipe.

One of the most important parameter for a particle accelerator is the
instantaneous luminosity L, which is defined by the following equation:

N = σL (2.2)

where N is the rate of events for a given process and σ is its expected cross
section.

The LHC design instantaneous luminosity is L = 1034 cm−2s−1 and, tak-
ing into account a total inelastic cross section of about 100 mb, corresponds
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roughly to 109 proton interactions per second. In terms of the accelerator
characteristics, L can be approximately expressed as:

L = f
n1n2

4πσxσy
(2.3)

The two bunches collide at a frequency f =40 MHz, which corresponds to a
25 ns temporal displacement between two successive bunch crossings; n1 and
n2 are the number of protons within the two bunches, while σx and σy give
a measure of the packet sizes in the plane perpendicular to the beam axis.
The integrated luminosity is defined as the time integral of the instantaneous
luminosity and it quantifies the size of a dataset:

L =

∫
Ldt (2.4)

Due to the LHC high instantaneous luminosity, the probability of multiple
pp interactions per single bunch crossing must be taken into account.

Figure 2.3: Pile up collisions reconstructed by the CMS detectors.

In pp collisions, about 109 inelastic interactions per second occur but,
since the bunch crossing rate is fixed to f = 40 MHz, significantly more
than one interaction vertex per bunch crossing is expected. Thus, the total
number of pileup events is calculated as:

PU =
inelastic events per second

f
∼ 25

However, since we are dealing with rare processes, the creation of more than
one interesting vertex per bunch crossing is absolutely negligible. Therefore,
LHC detectors must perform good vertices reconstruction in order to reduce
pileup contributions, as shown Fig. 2.3.



2.2 The CMS experiment 23

2.2 The CMS experiment

The Compact Muon Solenoid (CMS) apparatus [33] is a general purpose
detector installed around one of the four interaction points in the LHC tunnel,
in a 100 m underground cavern close to the village of Cessy, in France. The
design of CMS is well suited to investigate the nature of the electroweak
symmetry breaking mechanism and the properties of short-scale interactions.
Furthermore, it allows to test SM predictions and to search for new physics
in the TeV regime.

To achieve these goals, CMS detectors need to be able to accurately re-
construct the final state produced after a pp collision. As the name suggests,
the main features of the experiment are:

� The compactness of the detector, for its weight is around 14000 tons
while being 28.7 m long with a diameter of 15 m;

� The optimal performance in muon detection;

� A superconducting solenoidal magnet.

CMS has a cylindrical structure made up by several coaxial detecting lay-
ers placed around the beam direction (barrel region) and closed at both ends
(endcap region) by detecting disks in order to make the apparatus as her-
metic as possible. The coordinate system adopted by the CMS collaboration
and used throughout this thesis, as shown Fig. 2.4, has the origin fixed in the
nominal collision point inside the experiment; the x-axis is oriented radially
inward toward the center of LHC, the y-axis points vertically upward and
the z-axis coincides with the beam direction, such to form a right-handed
cartesian system.

The azimuthal angle φ is measured from the x-axis in the x-y plane (or
transverse plane), in which the radial coordinate is denoted by r, while the
polar angle θ is evaluated from the z-axis.

Schematically, from the inner region outwards, the various CMS compo-
nents are:

� The silicon tracker (r < 1.2 , |η| < 2.5): it consists of an inner silicon
pixel vertex detector and a surrounding silicon microstrip detector, with
a total active area of about 215 m2. It is used to reconstruct charged
particle tracks and vertices;

� The electromagnetic calorimeter ECAL (1.2 m < r < 1.8 m, |η| <
3): it consists of many lead tungstate (PbWO4) scintillating crystals
and it measures the trajectory and the energy released by photons and
electrons through electromagnetic showers;
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Figure 2.4: CMS coordinate system.

� The hadronic calorimeter HCAL (1.8 m < r < 2.9 m, |η| < 5): it
is a sampling calorimeter with brass absorbers and plastic scintillators
as active elements. It is used to measure the direction and the energy
deposited by hadrons produced after the collision;

� The superconducting solenoidal magnet (2.9 m < r < 3.8 m,
|η| < 1.5): it is a superconducting solenoid that produces a uniform
magnetic field of 3.8 T in the internal region along the z-axis. The
field lines are closed with an iron yoke that holds a residual magnetic
field of 1.8 T pointing along the opposite direction with respect to the
internal field.

� The muon system (4 m < r < 7.4 m, |η| < 2.4): it is a composite
system made of Drift Tubes (DT) in the barrel region, Cathode Strip
Chambers (CSC) in the endcaps and Resistive Plate Chambers (RPC)
located in both regions. These detectors are located inside the iron
structure of the return yoke and are dedicated to muon identification
and momentum measurement.

The CMS detectors, shown in Fig. 2.5, are specifically designed to achieve
good performances in the following tasks:

� Muon identification and momentum resolution over a wide range of
momenta and angles (muon system and silicon tracker);

� Charged-particle momentum resolution and reconstruction efficiency
(inner tracker);
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Figure 2.5: Schematic view of the CMS experiment.

� Missing transverse energy and jet-momentum resolution (silicon tracker
and both electromagnetic and hadron calorimeters).

More details of the various sub-detectors are examined in the following sec-
tions.

2.2.1 The superconducting solenoidal magnet

The CMS magnet produces a uniform magnetic field of 3.8 T within the
solenoid, which has a diameter of 6 m and is 12.8 m long. The distinctive
features of the solenoid are the four Niobium-Titanium coils: due to the
extremely high current required, they need to be cooled down to 4 K in
order to show superconductor properties. In this regime, the energy stored
in the magnet is about 2.6 GJ at full current (∼ 19 kA). The magnet return
yoke consists of three sections along the z-axis holding the muon chambers
in the gaps and the field is about 1.8 T.

The presence of the solenoid is essential for the detection of charged par-
ticles because they are deflected by the magnetic field. Indeed, it is possible
to measure the momentum of these particles by measuring the curvature of
their trajectories through the tracking system, according to equation (2.1).
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Figure 2.6: Pictorial view of a tracker slice in the r − z plane.

2.2.2 The silicon tracker

The silicon tracker is the detector closest to the beams’ collision point and
is immersed in the 3.8 T magnetic field generated by the superconducting
solenoid. Its goal is to identify the trajectories (or tracks) of charged particles
originating either from primary (PV) or secondary vertices (SV), to ensure
an optimal event reconstruction. SVs can be found up to a few hundreds
of µm away from PVs if produced by long-lived particles, such as hadrons
containing a b quark (b-hardons) or τ leptons. As a matter of fact, in order
to reconstruct these particles, locating the position of secondary vertices
with high precision is among the tracker’s main tasks. This is achieved by
measuring the impact parameter d, which is the minimum distance between a
track and the PV. Vertex identification allows to distinguish particles either
coming from pileup events or secondary vertices, and it is ensured by the
tracker good spatial resolution, as shown Fig. 2.7 for the impact parameter.

In order to achieve optimal performances, the detector needs to have high
granularity and redundancy of measured points (or hits). These are crucial
requirements to avoid ambiguity on the assignment of the hits to a given track
and to suppress combinatorial background due to the presence of multiple
collisions, since, at the nominal instantaneous luminosity of operation, an
average of 25 pileup events per bunch crossing are expected.

Another key aspect for the measurement optimization is to keep the
amount of material in the tracker as low as possible. This condition is strictly
necessary to reduce particle multiple scattering that could compromise the
tracker accuracy for low pT values. Indeed, the momentum resolution for a
magnetic spectrometer is given by two contributions:

σpT
pT

=
a ∗ pT

B
⊕ b (2.5)

where a, b are two parameters depending on the tracker geometry and ma-
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(a) x− y spatial resolution on d.

Figure 2.7: Spatial resolution on the reconstruction of d as a function of η.
On the left: x− y spatial resolution; on the right: z spatial resolution. The
tracker achieves better performance in 2017 because an extra silicon layer
was added; in the central region the spatial resolution goes down to about
100 µm.

terial and B is the magnetic field. The linear term spoils the momentum
resolution in the high energy regime, while the constant one is due to mul-
tiple scattering and dominates at low pT scale. Furthermore, the lower the
tracker’s material, the lower is the probability for a photon to interact with
the silicon and create an electron-positron pair: this mechanism negatively
affect photon reconstruction in the calorimeter.

The silicon pixel detector is the innermost device and it has a fundamental
role for the reconstruction of primary and secondary vertices. Due to its
proximity to the collision point, it must have both high pixel multiplicity
and radiation resistance. It covers the pseudorapidity range |η| < 2.5 and
it consists of four cylindrical layers 53 cm long located at r = 4.4 cm, 7.3
cm, 10.2 cm and 16.0 cm, and three pairs of endcap disks placed at z =
± 34.5, ± 46.5 cm and ± 51.6 cm. The detector is composed by 1856
modules and, to ensure the granularity requested, each of them contains a
highly segmented silicon sensor (124 million pixels in total) with a thickness
of 280 µm. The pixel cell area is 100 × 150 µm2 and the achievable hit
reconstruction resolution is about 10 µm in the barrel region and 15 µm in
the endcaps.

The microstrip tracker is 540 cm long and it extends around the pixel
detector up to r = 110 cm. It consists of 15148 silicon modules, covering
an area of about 198 m2 with a total of 9.3 million strips. The microstrip
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detector is further divided in four sections, two in the barrel region and two
in the endcaps:

� Tracker Inner Barrel TIB: 20 cm < r < 55 cm, |z| < 65 cm, 4
cylindrical coaxial layers;

� Tracker Outer Barrel TOB: 55 cm < r < 116 cm, |z| < 110 cm, 6
cylindrical coaxial layers;

� Tracker Inner Disks TID: 20 cm < r < 55 cm, 65 cm < |z| < 110
cm, 6 disks (3 per side);

� Tracker EndCaps TEC: 20 cm < r < 116 cm, 120 cm < |z| < 280
cm, 18 disks (9 per side).

Each section is made of two kind of modules: single sided modules consist
of one sensor installed onto a carbon fiber support together with the readout
electronics, with the silicon strips laying along the z-axis in the barrel region
and along the radial direction in the endcaps. Instead, the stereo-modules
are designed with two sensors stuck together back to back and rotated of
a relative angle of 100 mrad, in order to obtain the full three-dimensional
information about the particle interaction point.

The sensors are realized with a n-type substrate on which p+ doped strips
are implanted. The pitch between the strips depends on the position of the
module in the detector and varies between 80 µm in the inner layers and 205
µm in the outer layers.

2.2.3 The electromagnetic calorimeter ECAL

The main goal of ECAL is to identify electrons and photons and to measure
their energy with the best possible precision. Therefore, it contributes for
determining the missing transverse energy. ECAL is a cylindrical homoge-
neous calorimeter, composed of many scintillating crystals of lead tungstate
(PbWO4) with truncated pyramidal shape, grouped into 5× 5 matrices called
towers.

PbWO4 is a suitable material for the calorimeter crystals because of its
many properties. For what concerns the particle detection, its high mass den-
sity (ρ = 8.3g/cm3) and short radiation length1 (X0) allow all of the electrons
and photons to be stopped within the calorimeter, while a 2.2 cm Molière
radius ensure a good lateral containment of the electromagnetic shower. This
is fundamental to design a compact calorimeter with high granularity.

1For electrons and photons, the radiation length X0 is defined as the average distance
at which the particle shower energy is a factor e−1 of the initial energy.
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Figure 2.8: r − z view of an ECAL sector.

Other advantages of this material are the radiation hardness and the fast
scintillation decay time (' 10 ns), which permits to collect about 80% of
the light produced by the particle shower within the 25 ns interval between
two consecutive bunch crossings. On the other hand, the major drawback of
PbWO4 crystals is the low light yield (' 10 photoelectron per MeV) which,
in turn, requires a signal amplification system.

As all CMS detectos, ECAL is divided into a cylindrical central part
(EB) closed at both ends by two endcaps (EE). A preshower system (ES)
is installed in front of the ECAL endcaps in order to separate the showers
produced by a γ from those produced by forward emitted π0. A schematic
view of ECAL is shown Fig. 2.8.

The barrel covers the region up to |η| < 1.479, it extends from r=129
cm and it is 630 cm long. EB contains 61200 crystals with the following
dimensions: the inner surface is 22 × 22 mm2 , while the rear face is 26 × 26
mm2 and the crystal length is 23 cm, corresponding to 25.8 X0. The crystals
are not exactly radially mounted with respect to the direction pointing to the
interaction point. Instead, they are slightly tilted both in η and φ coordinates
to prevent photons2 from ending up in the separation zone between two
adjacent crystals.

Each endcap covers the pseudorapidity range 1.479 < |η| < 3 and they
are both composed of 7324 crystals, whose geometrical characteristics are
similar to those mentioned above: the front and the rear faces are 28.62 ×
28.62 mm2 and 30 × 30 mm2, respectively, and they are 22 cm long (24.7

2Electrons are not influenced by the crystal disposal because their trajectory is bent
by the magnetic field.
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X0).
The energy resolution is a fundamental parameter and, for a homogeneous

calorimeter, it is given by three terms:

(σE
E

)2

=

(
a√
E

)2

+

(
b

E

)2

+ c2 (2.6)

where:

�
a√
E

is the stochastic term: it dominates at low energies and it takes
into account of the contributions given by the statistical fluctuations
in the number of generated and collected photoelectrons;

�
b
E

is the noise term: it includes the uncertainties coming from the
reconstruction of pileup events and from the electrical noise, both due
to the photodetector and preamplifier;

� c is the constant term: it dominates in the high energy regime and it
is the parameter that includes the calorimeter imperfections and other
systematic errors.

The EB resolution for electrons was measured, obtaining the following values:
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)2
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√
GeV√
E

)2

+

(
12%GeV

E

)2

+ (0.3%)2 (2.7)

where E is the energy measured in GeV. For a 60 GeV photon it turns out
that the energy resolution is about 0.5%.

2.2.4 The hadronic calorimeter HCAL

The hadronic calorimeter HCAL allows to measure the energy and the di-
rection of the hadrons produced after the pp collision. Moreover, along with
ECAL, it is essential to reconstruct the energy imbalance in the transverse
plane, which is a typical experimental signature of non-interacting particles
such as neutrinos.

HCAL is a brass/scintillator sampling calorimeter covering the region
within |η| < 5 and it is divided in four sections, as shown Fig. 2.9:

� Barrel Hadronic Calorimeter HB: it is radially restricted between
the outer extent of ECAL and the inner part of the magnet coil, cov-
ering the pseudorapidity region |η| <1.3;
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Figure 2.9: r − z view of an HCAL sector.

� Endcap Hadronic Calorimeter HE: it covers the interval 1.3 <
|η| < 3 and it has the same radial constraints, as well as the same
structure and geometry as HB, partially overlapping with it;

� Outer Hadronic Calorimeter HO: it is also known as tail catcher
and it is placed outside the solenoid, complementing the barrel calorime-
ter;

� Forward Hadronic Calorimeter HF: it is a sampling calorimeter
formed by two units located in the very forward region (3 < |η| <
5) outside the magnetic coil. The sampling is realized with different
materials: the absorber is made of iron, while the signal is collected
through quartz fibres which emit Cherenkov light with the passage of
charged particles.

The light produced by the hadron shower in scintillators is collected by
wavelength shifting fibres (WLS) and read-out by hybrid photodiodes and
silicon photomultipliers. The calorimeter thickness varies between 7 and 11
interaction lengths3 λI , depending on the η value.

The energy resolution in the different regions of HCAL can be parametrized

3The interaction length λI is a parameter that characterizes the transversal as well as
the longitudinal shape of the hadronic shower.
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using a stochastic and a constant term, as follows:
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+ (4.5%)2 barrel/endcap (2.8)

(σE
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)2
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√
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E

)2

+ (9%)2 HF (2.9)

2.2.5 The muon system

The muon system is one of the key element of the CMS experiment and it has
three fundamental tasks: triggering, measuring charged particles’ momentum
and identifying muons. The last two goals are carried out along with the
silicon tracker, whereas the trigger will be better discussed in Section 2.2.6.

When passing through matter, muons lose little energy and are not easily
stopped; thus, the muon system is the last detection layer of CMS and it is
placed outside the magnet coil, embedded in the return yoke. The system
consists of three different types of gaseous particle detectors, schematically
shown Fig. 2.10:

Figure 2.10: r − z view the muon system.



2.2 The CMS experiment 33

� Drift Tubes DT: they are placed in the barrel region |η| < 1.2, where
the particle flow is low (< 10 Hz/m2) and the magnetic field is weak.
The system is organized in 5 wheels disposed along the z-axis and com-
posed by four concentric stations, each one formed by 12 DT chambers.
The basic independent element of the DT system is the superlayer,
which is formed by 4 rectangular drift tube cells. Each cell is filled
with a gas mixture of Ar (85%) and CO2 (15%) and have a transverse
size of 13 × 42 mm2 and a variable length from 2 m to 4 m. In each
chamber two superlayers have anode wires parallel to the beam axis
and one perpendicular to it, thus providing measurements of r, φ and
z coordinates of the track hit position, with a spatial resolution of 100
µm;

� Cathode Strip Chambers CSC: they are employed in the endcap
region 0.8 < |η| < 2.4, because there, the strong and non-uniform
magnetic field, combined with the high particle rate (> 100 Hz/m2)
does not allow the usage of drift tube chambers. CSC are multi-wire
proportional chambers filled with a gas mixture of Ar(40%), CO2 (50%)
and CF4(10%). The cathods are segmented into strips oriented radially
and transversally with respect to anodic wires, providing information
about the r and φ track coordinates, with a spatial resolution of ∼ 80
µm;

� Resistive Plate Chambers RPC: they are placed both in barrel and
endcap regions and they are exploited as auxiliary detectors for DT and
CSC systems. They cover the pseudorapidity range |η| < 2.1 and they
are made of 4 bakelite planes, interspaced by a 2 mm gap filled with
a gas mixture of C2H2F4 (94.5%) and Isobutane (5.5%). RPC are not
characterized by a good spatial resolution, nevertheless they provide
precise time measurements for the trigger system.

2.2.6 The CMS trigger system

As previously mentioned, at LHC every 25 ns there is a bunch crossing.
Since it is not possible to store and process all the data associated with such
a high rate, a fast decision criteria is needed to heavily reduce the number
of events per second to be saved on disk. Indeed, the speed at which data
can be written on mass storage is limited and, on the other hand, hadron
collisions typically involve minimum bias events, which are not interesting
for most physics analyses. This goal is accomplished by the CMS trigger
system, organized in two two stages: Level 1 Trigger L1 and High Level
Trigger HLT.
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L1 is a hardware based trigger, implemented on programmable electron-
ics, whose task is to bring the rate down to 100 kHz. It collects the informa-
tion from the calorimetric towers and the muon chambers and it performs
event selection within 3.2 µs from the collision. When the event passes the
L1 threshold, it is sent to the data acquisition system and then processed.

HLT task is to reduce the L1 output down to a maximum rate of the order
of 1 kHz. This trigger is a software system implemented in a filter farm
of about one thousand commercial processors. It uses all the information
coming from the subdetectors and cuts the minimum bias events using the
same algorithms used for offline particle reconstruction.

In order to make a fast rejection of the useless data and, at the same time,
to collect all the interesting events, HLT algorithm is split on more levels:

� Level 2 trigger: it takes advantage of the information provided by
calorimeters and muon chambers with full granularity;

� Level 2.5 trigger: it adds the information from the pixel detector;

� Level 3 trigger: it uses the data gathered by the all the subdetector
systems.

Once the event has passed the HLT selection, it is written on disk and
archived in the CMS computing center at CERN, called Tier 0, where of-
fline reconstruction is carried out.
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Physics objects reconstruction
and identification

The CMS collaboration has developed dedicated algorithms that aim at the
reconstruction and identification of what we call “physics objects”. Such
objects are defined from the entire collection of tracks, calorimeter deposits,
muon chamber hits as recorded by the CMS detector for each pp collision,
and are identified with either electrons, photons, jets, charged and neutral
hadrons or muons, if they fulfill quality requirements based on measurable
quantities. The technique used to reconstruct physics objects relies on the
“Particle Flow” (PF) algorithm, which is described in this Chapter. Analysis-
specifc selections that are applied on top of PF candidates are also discussed
in the following, focusing on physics objects that characterize this work.

3.1 The Particle Flow algorithm

The PF algorithm event reconstruction technique [36] is developed and used
by the CMS collaboration to reconstruct and identify stable particle on an
event basis, combining and elaborating all the information collected by CMS
subdetectors. These particles and their four-momenta constitute building
blocks to reconstruct more complex objects and quantities such as jets, τ
leptons - identified from their decay into lighter leptons or hadrons -, pmiss

T ,
b-jets tagger and so on.

The effectiveness of the PF algorithm relies on the performance achieved
by the silicon tracker, ECAL, and the muon system: the first allows for high
precision measurements of the charged particle pT down to 150 MeV for |η| <
2.5, thanks to its position resolution and the intense magnetic field generated
by the CMS solenoid; the high granularity and energy resolution of ECAL

35
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crystals is what ensures an accurate reconstruction of photons and electrons
in such a challenging environment, whereas the muon system is responsible
for the muon identification.

Indeed, the first step of the PF technique consists in the reconstruction
of basic elements - charged tracks, calorimeter clusters and muon tracks -
which are then linked together by a dedicated algorithm, if such raw objects
are found to be spatially and kinematically compatible. Different trajectories
and energy deposits of reconstructed physics objects are shown in Fig. 3.1.
Whenever more elements, as recorded by CMS subdetectors, give rise to a PF
candidate, they are removed from the calculation and the algorithm proceeds
to the next iteration. PF candidates are identified in the following order:

Figure 3.1: Schematic view of the CMS detector transverse section and stable
particles’ trajectories.

� Muons: muons are reconstructed by recursive algorithms that search
for a match between tracks in the silicon tracker and in the muon
chambers, yielding what is called a “global muon”. A more detailed
description is given in Sec. 3.2.1. A global muon gives rise to a PF
muon if its combined pT measurement is compatible within 3 standard
deviations with the one provided by the sole tracker;
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� Electrons: a PF electron is identified if a charged particle’s track is
associated with one or more ECAL energy clusters, which are built to
account for the energy loss due to bremsstrahlung in the tracker layers;

� Charged hadrons: the remaining tracks give rise to PF charged
hadrons if they are associated to energy clusters in the ECAL and
HCAL. Their momentum is determined entirely by the tracker, owing
to its better resolution with respect to the hadronic calorimeter;

� Neutral hadrons and photons: unmatched energy deposits in the
ECAL are marked as PF photons, while those in the HCAL are assigned
to PF neutral hadrons. Only neutral hadrons rely completely on the
HCAL.

PF hadron candidates are then used by the anti-kt algorithm to recon-
struct jets. Once all particles have been identified and each track has been
associated to a pp interaction point, it is possible to measure the missing
transverse energy and to individuate the primary vertex (PV), defined as the
one with the largest value of summed physics object p2

T.

3.2 Muons

3.2.1 Reconstruction and identification

Muons produced at the collision point can travel across the entire detector,
losing a negligible amount of energy through ionization with either layers
of the inner tracker (tracker track) or the muon system (standalone muon
track). These raw inputs are employed for the muon track reconstruction
by applying recursive algorithms: a detailed description of the CMS detec-
tor performance in muon reconstruction and identification can be found in
Ref. [37].

Standalone muon tracks are built by gathering all the information pro-
vided by muon subdetectors (CSCs, DTs and RPCs) along a muon trajec-
tory, using a Kalman-filter technique [38]. Tracker muon tracks are built
“inside-out” by propagating tracker tracks with pT > 0.5 GeV and total spa-
tial momentum greater than 2 GeV up to the muon system: if a match is
found on a common surface, the tracker track is qualified as a tracker muon
track. On the other hand, global muon tracks are built “outside-in”, by as-
sociating standalone muon tracks with tracker tracks through a combined fit
procedure. Including information recorded by both the tracker and muon
system significantly improves the resolution of the muon pT, as illustrated in
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Fig. 3.2, which shows the RMS of relative q/pT residuals as measured from
cosmic rays, a quantity that is proportional to the muon trajectory curvature
(q is the muon charge).

Figure 3.2: Muon pT resolution measured in cosmic rays data recorded in
2015; when the muon system is used together with the inner tracker, the
resolution significantly improves, especially for high energy muons.

In this work, the standard “tight muon” definition has been used to select
global muons chosen by the PF algorithm, plus some requirements that were
found to increase the signal efficiency for analyses with leptons coming from
a W+W− bosons pair. The set of criteria applied on tight muons is shown
in Table 3.1. The fit of the global track is required to have a χ2/d.o.f. < 10,
use more than 5 tracker layers with valid hits and have at least 1 pixel hit.
The transverse impact parameter with respect to the PV is required to be
dxy < 0.2 cm to reduce the rate of muons coming from in-flight decays, i.e.
non-prompt muons that are usually produced by heavy B-hadrons that travel
in the detector before decaying; likewise, the longitudinal impact parameter
dz is required to be less than 0.5 cm for tight muons.

As an additional requirement to reduce contributions from non-prompt
muons, a multivariate (MVA) discriminator has been developed in the con-
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Observable Selection
Is global muon True
Is PF muon True
Tracker layers with valid hits > 5
Number of valid pixel hits > 0
Number of matched muon stations > 1
χ2/d.o.f. < 10
dxy(PV) < 0.2 cm
dz(PV) < 0.5 cm

Table 3.1: Summary of the tight muon identification requirements.

text of the ttH multileptonic analysis [39] (“ttHMVA”), and included in this
work as well because of the similar final states considered. It combines to-
gether several observables for identifying and isolating muons with respect
to other particles and is found to improve the background rejection without
losing in signal efficiency: the MVA working point is chosen such that 80%
of prompt leptons is selected out of Z/γ∗ → µ+µ− events. A looser work-
ing point is used for the study and estimation of the non-prompt leptons
background, as discussed in Sec. 5.2.4.

3.2.2 Isolation

What distinguishes a prompt muon, like those produced by either a W or
Z boson decay, from a non-prompt one, typically due to in-flight decays of
hadrons, is the isolation variable. Prompt muons are indeed expected to
be not surrounded by other particles, conversely to what happens for non-
prompt muons, that are generally found within jets and therefore character-
ized by many nearby particles. The muon isolation variable is evaluated as
a function of the muon pT, by summing up the energy within a cone of pre-
defined radius ∆R. Tight muons are required to pass isolation requirements
that also include pileup mitigation corrections; ultimately, these are needed
in order to retain as little as possible sensitivity to pileup effects, which might
spoil the isolation measurement by introducing spurious energy deposits from
other vertices. The relative isolation variable is defined as follows:

Irel∆β =
[∑
ChH

pT +max
(

0,
∑
NH

pT +
∑
Ph

pT − 0.5
∑

ChHPU

pT

)]
/pmuonsT (3.1)

The sums in Eq. (3.1) are calculated in a cone of radius ∆R < 0.4 around
the muon trajectory. The ChH subscript refers to charged hadrons coming
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from the PV, NH to neutral hadrons, Ph to photons and ChHPU to charged
hadrons not arising from the PV. This latter term is a correction factor for
neutral hadrons coming from pileup, as their contribution is estimated to
be roughly half of that of charged hadrons. The selection applied on the
isolation variable is Irel∆β < 0.15 and is analysis dependent.

3.2.3 Identification and isolation efficiency

The muon identification and isolation efficiency is computed on data as a
function of the muon pT and η and compared to MC predictions, whose
events are weighted in order to account for known sources of inaccuracy in
the simulation. Generally speaking, event-by-event weights used to correct
differences between MC and data are called “scale factors”. In this case, the
muon identification and isolation scale factor is derived as the ratio between
the efficiency as measured from data and the one measured in the simulation.
This efficiency can be broken down in the following contributions:

εµ = εtrk × εIDtight × εISOtight × εttHMVA>0.8 (3.2)

In Eq. (3.2), εtrk is the tracker muon efficiency, εIDtight is the tight identi-
fication muon working point efficiency under the assumption that the muon
passes the tracker selection, εISOtight is the tight isolation muon working point
efficiency on top of previous selections and, finally, εttHMVA>0.8 is the efficiency
of the ttHMVA discriminator for values higher than 0.8, after that all other
identification and isolation requirements have been applied to muon candi-
dates.

The εµ efficiency is measured with the tag-and-probe method [40]. A
well known mass resonance, such as the Z boson, is used to select particles
of a desired type, and probe the identification and isolation efficiency on
those particles. This technique is generic and can be used for calculating
the efficiency related to other selections, if physics objects of interest are
produced in pair. In this context, the “tag” is given by a tight muon, and
“probe” muons are required to pass a much looser identification and isolation
selection. Probes are then paired with tags, such that the invariant mass of
the combination is consistent with the mass of the chosen resonance. In this
way, a very pure sample of probes is selected.

Efficiencies are extracted from data and MC by fitting the invariant mass
of the tag-probe pair, to also estimate the background contamination. This
method is applied in bins of the muon pT and η: εtrk is ' 1 for muons with pT

> 20 GeV, whereas εIDtight is around 95–99% in almost all bins of the muon
pT and η. Simulated samples are then corrected by applying efficiency scale
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factors on an event-basis. As an example, Fig. 3.3 shows the muon efficiency
in two bins of the muon pT as measured from DY events in the 2018 data
set.

Figure 3.3: Muon identification and isolation efficiency distribution as a func-
tion of the muon η as measured in the 2018 data set for two different muon
pT bins: in the 30 GeV < pT < 40 GeV bin (left), the muon efficiency is
about 85%, whereas it is around 90% in the 40 GeV < pT < 60 GeV bin
(right). The muon efficiency is above 95% for pT > 60 GeV. Bottom panels
show the scale factors used to correct simulated samples.

3.2.4 Momentum scale and resolution

The measurement of the muon pT depends not only on the performance of
CMS subdetectors, but also on the knowledge of the magnetic field, material
composition and distribution in the detector, and spatial alignment of both
tracker and muon system. These effects potentially bias measurements, if
not taken into account. For low and intermediate pT values, i.e., up to ≈
100–200 GeV, the resolution in muon pT measurements is dominated by the
tracker performance. Calibrations and corrections are derived from the mean
value of the distribution of 1/pT as measured for tight muons from Z boson
decays, and momentum scale corrections are further tuned by measuring the
dimuon mass invariant spectrum [41]. Well-known low mass resonances, such
as Υ(1S) and J/ψ, are used to improve statistics for the estimation of the
momentum scale of muons around O(1) GeV. The resolution for muons with
momentum up to 100 GeV is 1% in the barrel and 3% in the endcap, whereas
scale corrections are 0.2% and 0.3%, respectively.
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Since many searches for new physics are characterized by experimental
signatures involving muons with pT > 200 GeV, cosmic ray muons passing
through the CMS detector are used to have a good estimation of the pT

resolution in this regime. Events are selected by requiring each muon to leave
at least one hit in the pixel detector and pass through five strip layers, to
ensure good quality reconstruction on the one hand, and mimic the trajectory
of a muon from a pp collision on the other. As shown in Fig. 3.2, the muon
system is crucial to improve the muon pT resolution, which is about 5% at
pT = 1 TeV.

The effect of applying this set of corrections is well visible in Fig. 3.4,
where the dimuon mass distribution of data collected in 2017 is compared to
the MC prediction in a Z/γ∗ → µ+µ− enriched control region.

Figure 3.4: Data and MC comparison in a Z/γ∗ → µ+µ− enriched control
region before (left) and after (right) muon momentum scale corrections are
applied. The wiggle around the Z boson mass peak is flattened when scale
factors are included, improving the agreement between data and simulation.

3.3 Electrons

3.3.1 Reconstruction and identification

Electrons lose almost all of their energy in the ECAL and leave multiple hits
in the tracker. However, by the time an electron has reached the ECAL,
electrons may emit additional photons through bremsstrahlung radiation in
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the tracker material, which roughly amounts to 1 X0. The PF algorithm is
capable of reconstructing electrons, starting from signals recorded by ECAL
crystals. Whenever a nearby set of ECAL crystals collects an amount of en-
ergy much bigger than the expected electronic noise, a supercluster is formed,
which covers a surface in the η–φ plane. Superclusters are defined to include
photon conversion and bremsstrahlung losses, which are emitted along the
path traveled by the electron in the tracker; for this reason, superclusters
are typically narrow along the η direction and wide along the φ one, and are
then associated with compatible hits in the pixel detector. Another method
is used to test the compatibility of tracks with different electron trajectory
hypotheses, as described in Ref. [42].

Similar to what has already been discussed for muons, there are sev-
eral kinematic variables used to discriminate genuine prompt electrons from
background sources, such as those originating from photon conversions, jets
misidentified as electrons, or semileptonic heavy hadron decays:

� ∆ηtrk,SC and ∆φtrk,SC: they represent the spatial matching between the
track and the supercluster in the η and φ coordinates, respectively;

� σiη,iη: it gives a measure of the electromagnetic shower shape along the
η direction and is computed for all 5×5 block of crystals, centered on
the highest energy deposit of ECAL superclusters;

� H/E: the ratio between the hadronic energy, deposited in the HCAL
in a cone of radius ∆R = 0.15 around the supercluster, and the energy
of the electron candidate;

� |1/E − 1/p|: the difference between the inverse of the electron energy
measured by the ECAL and the inverse of its momentum measured by
the tracker;

� Nmiss
hits : number of missing hits when back-propagating the electron track

to the interaction point;

� dxy and dz: transverse and longitudinal impact parameters with respect
to the PV, respectively;

� photon conversion veto: based on the number of missing hits Nmiss
hits in

the inner tracker and used to suppress electron-positron pair production
arising from photon conversions.

In this analysis, the “tight electron” working point is chosen to improve
the signal-to-background ratio, and a summary of all selections is presented
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in Table 3.2. Furthermore, an MVA discriminator was trained to improve the
separation between prompt and non-prompt leptons, and is based on input
variables related to the electron object reconstruction and identification. The
training procedure was carried out separately in two different |η| bins of the
ECAL barrel region, and in the endcap region; the MVA working points are
chosen to ensure 90% signal efficiency as measured from DY events. The
“loose electron” working point definition, which is used for the non-prompt
background estimation, does not make use of such a discriminator, but only
relies on a cut-based selection.

Yearly data set
2016 2017/2018

MVA discriminator mva 90p Iso2016 (90%) mvaFall17V1Iso (90%)
Observable |ηSC | ≤ 1.479 1.479 < |ηSC | ≤ 2.5 |ηSC | ≤ 1.479 1.479 < |ηSC | ≤ 2.5
σiη,iη < 0.011 < 0.031 < 0.011 < 0.031
∆ηtrk,SC < 0.004 – < 0.004 –
∆φtrk,SC < 0.020 – < 0.020 –
H/E < 0.060 < 0.065 < 0.060 < 0.065
|1/E − 1/p| < 0.013 GeV−1 < 0.013 GeV−1 < 0.013 GeV−1 < 0.013 GeV−1

dxy(PV) < 0.05 cm < 0.10 cm < 0.05 cm < 0.10 cm
dz(PV) < 0.10 cm < 0.20 cm < 0.10 cm < 0.20 cm
Conversion veto True True True True
Missing inner hits ≤ 1 ≤ 1 ≤ 1 ≤ 1

Table 3.2: Summary of the tight electron identification requirements.

3.3.2 Isolation

Similarly to what has been discussed related to the muon isolation variable,
tight electrons, as defined in Table 3.2, are also required to pass isolation
thresholds. These are taken into account through the “effective area” (EA)-
correction technique described in [43], which further depends on the |η| region
of the ECAL system. The isolation variable is defined as:

IrelEA =
[∑
ChH

pT +max
(

0,
∑
NH

pT +
∑
Ph

pT − ρA
)]
/pelectronsT (3.3)

where ρ is the energy density associated to pileup events and A is an effective
area. This area represents the size of a cone in which energy coming from
pileup interactions has a large probability of being captured by the isolation
variabile. In Eq. (3.3), sums are performed over a ∆R < 0.3 radius around the
electron flight direction. The selection applied on this variable is IrelEA < 0.06
in the 2017 and 2018 data set and IrelEA < 0.0588, IrelEA < 0.0571 in the
2016 data set for the ECAL barrel and endcap region, respectively. No
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isolation requirements are instead applied in the loose electron working point
definition.

3.3.3 Identification and isolation efficiency

The electron identification and isolation efficiency is computed in a simi-
lar fashion with respect to the method described for muons in Sec. 3.3.3.
For instance, Fig. 3.5 shows the electron efficiency of the mva 90p Iso2016

discriminator, after applying the minimum selection of identification and iso-
lation requirements, as a function of the electron probe pT, as measured from
2016 data.

Figure 3.5: Electron identification and isolation efficiency distribution as a
function of the electron probe pT, as measured measured from 2016 data.
Colored lines represent different bins of the η supercluster, and the bottom
panel show the scale factors that are applied to simulated samples.

3.3.4 Momentum scale and resolution

The electron pT is measured by combining the information collected by both
the tracker and the ECAL. The electron energy scale has to be corrected to
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take into account several losses that might happen when the particle interacts
with the detector material: without any corrections, these losses result in a
systematic shift that would lead to a degradation of the reconstructed energy.

Figure 3.6: Relative electron resolution as a function of the electron pT as
measured by the ECAL (“corrected SC”), by the tracker, and after applying
the third regression (“E-p combination”). The relative energy resolution is
measured in 2016 MC samples for the barrel (left) and the endcap (right)
regions.

The ECAL response is calibrated through regression techniques that aim
to reconstruct the true electron energy from its reconstructed value as mea-
sured in Z → e+e− events: the first regression provides corrections for the
supercluster energy deposit, the second one gives an estimation of the super-
cluster energy resolution, and the last one combines the supercluster with
the electron track information - as far as the reconstructed electron energy
is less than 200 GeV. A detailed description of this method can be found in
Ref. [42].

After applying energy scale corrections as derived by these regressions,
the energy resolution ranges from 2% to 5%, depending whether the electron
has been reconstructed in the barrel or in the endcap, respectively - as shown
in Fig. 3.6 -, and on how much energy has been lost through bremsstrahlung
radiation.
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3.4 Lepton trigger efficiency

Analyses involving leptons in the final state usually select events of interest
by using lepton triggers. In this work, the VBS signal is sought in the W+W−

channel, focusing on W bosons leptonic decay. Since the final state can be
populated with either electrons or muons, a variety of single and double
lepton triggers is employed in the analysis, as described in detail in Sec. 4.1.

Above the trigger pT threshold, the trigger efficiency, as reconstructed
by HLT algorithms, reaches a plateau region. Nevertheless, such a turn-on
curve is not an Heaviside function centered on the trigger pT threshold itself,
but rather the efficiency has a steep increase around this value that has to be
properly accounted for in the simulation as well. This is done by measuring
the trigger efficiency in data and then applying it on MC samples. In the
following, the approach and formulas used for this analysis are described.
The event efficiency εev for an event with two leptons to pass a single lepton
trigger (S) is:

εev = 1− (1− εS,`1)× (1− εS,`2), (3.4)

where εS,`1 and εS,`2 are the efficiencies for the lepton with the highest
(leading) and second-highest (trailing) pT in the event, respectively, to pass
the single lepton trigger. An event with two reconstructed leptons is then
selected if either one of the two leptons passes the single lepton trigger. For
double lepton triggers (D), the efficiency is computed separately for each
“leg” composing the trigger, i.e, for each trigger object as selected by the
HLT algorithm. In this case the formula used to compute εev is:

εev = εlead
D,`1
× εtrail

D,`2
+ (1− εlead

D,`1
× εtrail

D,`2
)× εtrail

D,`1
× εlead

D,`2
, (3.5)

where ε
lead(trail)
D,`1

is the efficiency of the leading lepton `1 in the event to pass

the leading (trailing) lepton trigger leg; similarly, ε
lead(trail)
D,`2

is the efficiency of
the trailing lepton `2 in the event to pass the leading (trailing) lepton trigger
leg. In Eq. (3.5), the two trigger legs are considered uncorrelated with each
other, meaning that per-leg efficiencies are assumed to be independent, and
this is very well verified.

Ultimately, εev is computed in data by taking the boolean OR of the
event efficiencies as described in Eqs. (3.4) and (3.5), and MC samples are
reweighted by this factor as a function of the lepton pT and η.
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3.5 Jets

Jets are the pyhsics objects associated with quarks and gluons produced
in high energy collisions. As introduced in Sec. 1.2.2, they arise from the
hadronization of partons from the hard scattering event. In this section, jet
reconstruction techniques used by the CMS collaboration are described.

3.5.1 Reconstruction

There are several clustering methods that can be implemented to combine
individual momenta of PF candidates until a jet object is formed. To do so,
energy deposits from the ECAL and the HCAL are matched to the tracker
information, further improving the pT resolution of particles within jets.

Since jets must satisfy both infrared and collinear conditions, the standard
clustering algorithm used by the CMS collaboration is the anti-kt one, which
proceeds as follows. For each particle i with measured transverse momenta
kt,i, two definitions of distance are given:

di,B ≡ k−2
t,i (3.6)

di,j ≡ min(di,B, djB)
∆R2

ij

R2
(3.7)

where di,B is the distance from the beam, di,j is the distance from another
j-th particles, ∆Rij is defined by equation (1.15) and R is an adimensional
parameter, set to 0.4. The smallest distance between di,B and di,j is chosen,
where di,j is calculated by varying the j index; if di,j is smaller than di,B, the
i-th and the j-th particles are combined into a new system, summing their
four-momentum, and the algorithm restarts from the first step. Otherwise,
i is declared as a jet. The procedure is repeated until no particles are left.

The anti-kt algorithm is protected by QCD divergences: the di,B and di,j
distances are collinear-safe by definition, while the infrared-safety is ensured
by requiring a minimum threshold on the jet’s momenta. Since the anti-kt

algorithm involves a weighted sum of 1/k2
t terms, it favours the merging of

high transverse momentum particles, from which the jet starts growing in a
circular shape.

When reconstructing PF jet candidates, photons are assumed to be mass-
less and charged hadrons are assigned the charged pion mass. Charged par-
ticles coming from pileup vertices are removed from the list of PF candidates
before clustering, as described in Ref. [44] (CHS method): in this way, the
jet energy and substructure are almost independent of pileup effects.
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3.5.2 Identification

As for the leptons, jets are required to pass quality criteria in order to reduce
the contamination from sources of fake jets, like noisy calorimetric cells. This
set of selections is referred to as “jet ID” working point, and, for this analysis,
the tight working point has been chosen; a summary of these requirements
is shown in Table 3.2. The η coverage of jet ID selections is limited by the
detector acceptance, and, indeed, all quantities related to the identification of
charged particles are performed within |η| < 2.4, which is the range spanned
by the tracker system.

Observable |η| range Selection
pT |η| < 5.2 > 15 GeV
Charged hadron fraction |η| < 2.4 > 0.0
Charged multiplicity |η| < 2.4 > 0
Charged electromagnetic fraction |η| < 2.4 < 0.99
Neutral hadron fraction |η| < 2.7 < 0.9
Neutral electromagnetic fraction |η| < 2.7 < 0.9

Neutral multiplicity
2.7 < |η| < 3 > 2
3 < |η| < 5.2 < 10

Table 3.3: Summary of the tight jet ID working point requirements.

Moreover, tight jets with pT < 50 GeV are required to pass a loose pileup
jet identification selection, since pileup jets are expected to be softer than
those coming from the PV. The identification of pileup jets relies also on
the observation they tend to be broader than jets originating from the hard
scattering event, as they come from multiple overlapping particles rather than
from a single quark or gluon. An MVA discriminator is trained to identify
such jets, and more details are given in Ref. [45].

Scale factors are applied to simulated samples to correct for known dis-
crepancies between simulation and data in terms of mistagging rate and
efficiency. In order to discard events in which a lepton can be mistakenly
reconstructed as a jet, additional offline selection are applied in this analysis,
and will be further discussed in Sec. 5.1.

3.5.3 Energy scale and resolution

The energy response of the detector has to be calibrated to measure a correct
value of the jet energy scale (JES). Several uncertainty sources affect this
procedure and they have to be taken into account by any analysis involving
jets in the final state, as it is the case for VBS searches.
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The jet energy response is defined as the ratio between the reconstructed
jet pT and the particle-level jet pT as clustered from stable and visible final-
state particles with decay length greater than 1 cm. The simulated jet re-
sponse of CMS calorimeters is shown in Fig. 3.7.

Figure 3.7: Simulated jet response as a function of the jet pT and |η|.

Jet energy corrections (JECs) are derived as a function of the jet pT and η
and each contribution is applied in sequence to the “raw” jet four-momentum.
A list of all factors included in the JECs is reported below and computed in
the same order as presented.

� Pileup offset: The contribution from spurious tracks and calorimet-
ric deposits populating each event and originating from secondary pp
collisions has to be corrected for. This is the “in-time” pileup compo-
nent and is strongly reduced by applying the CHS method. However,
because of the finite signal decay time in the calorimeters, pp colli-
sions occurring in the previous and subsequent bunch crossings can
also create energy deposits (“out-of-time” component). Therefore, this
contribution must be taken into account as well in the jet energy re-
sponse. The two components are estimated on an event-basis and then
subtracted per jet with the “jet area method” described in Ref. [43].

� MC calibration: The simulated response is corrected in such a way
that, on average, the reconstructed jet pT is equal to one generated at
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particle-level. Corrections are extracted from a simulated QCD dijet
sample and derived as a function of the jet pT and η, to make the
response uniform over these two variables. MC calibration corrections
are applied both in data and simulation.

� Relative energy scale: Residual η-dependent corrections to the jet
energy response are derived by selecting dijet events from data and
applying the tag-and-probe technique. In this context, the tag is given
by a jet reconstructed within |η| < 1.3, whereas the probe is left un-
constrained. Corrections of the order of 2% are measured in the barrel,
increasing up to 10% in the forward region of the calorimeter.

� Absolute energy scale: The jet response as measured in data must be
corrected for any pT dependence as well, that might give rise to small
discrepancies between data and simulation. The idea is to calibrate
the jet pT against a reference object, by exploiting the pT balance at
particle-level. This is done in Z + jets and γ + jets as a function of
either the Z boson or γ pT, by using the MPF method described in
Ref. [46]. Both the relative and absolute energy scale corrections are
only applied to data.

As the jet energy estimation procedure involves several techniques, there
are as many uncertainty sources that can contribute to the determination of
JECs. In Fig. 3.8, each JES uncertainty component is shown and summed
in quadrature to compute the combined uncertainty. At low jet pT and high
jet |η|, the pileup uncertainty dominates over other sources, whereas in the
20 GeV < pT < 200 GeV regime, the largest uncertainty is given by the
estimation of the QCD flavor composition in terms of jet constituents, which
is performed during the MC calibration procedure.

Dijet measurements and the pT balance method described above are used
to extract the jet pT resolution from data and simulation. Since the jet
energy resolution (JER) is found to be worse in data than MC samples,
the simulation of reconstructed jet is smeared in order to correct for this
difference. JER typically ranges from 15–20% at jet pT ' 30 GeV down to
10% (5%) at jet pT ' 100 GeV (1 TeV).

3.5.4 b-tagging

Another important aspect of jet reconstruction is the capability to distin-
guish jets originating from the hadronization of b quarks (b-jets). Although
VBS jets come from light quarks, b-jets are found in the largest background
contribution to this analysis, as they are produced from the decay of tt̄ quark
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Figure 3.8: JEC uncertainties as a function of the jet pT (left) for recon-
structed jets with η = 0 and as a function of η (right) for jets with pT = 30
GeV. Jets are reconstructed with the PF algorithm using the anti-kt clus-
tering technique and applying the CHS method. Results are based on CMS
data collected in 2016.

pairs. Therefore, having an efficient algorithm for separating jets induced by
light quarks (or gluons) from b-jets is utterly crucial for this analysis. Such
algorithms are known as b-tagging algorithms.

The long lifetime of B-hadrons produced within b-jets is one of the most
typical signature used to tag b-jets. Eventually, tracks from B-hadrons decay
are back-propagated to a displayed position with respect to the PV, because
of their non-negligible decay time. This information is one the key input
observable employed to build more sophisticated b-tagging techniques.

Indeed, depending on their pT, B-hadrons can travel from a few mm to 1
cm across the detector, giving rise to a secondary vertex (SV), which is asso-
ciated with displaced tracks. The distance between the PV and these tracks
at their point of closest approach to the PV is called impact parameter (IP),
as depicted in Fig. 3.9. A sign is assigned to the IP, depending on whether
the azimuthal angle between the track and the jet-axis is less (positive) or
greater (negative) than π/2. Because B-hadrons are produced within a jet,
they tend to have positive IP values, whereas prompt tracks equally populate
the IP distribution. Furthermore, a B-hadron has a 20% probability to decay
into a final state with either an electron or a muon, thus the multiplicity of
charged leptons is also exploited to identify b-jets.

Several b-tagging algorithms have been developed by the CMS collabo-
ration [47], but they all feature an output discriminator which quantifies the
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Figure 3.9: Illustraion of a generic heavy-flavor jet with a SV coming from a
B-hadron. The IP of the highlighted track is given bt the dashed green line.

probability of a jet to be identified as a b-jet. For each of them, three rec-
ommended working points are usually provided - loose, medium and tight -,
corresponding to different values of the b-tagging efficiency, as measured in
b-quark enriched events, and mis-tagging rate, i.e. the probability for a b-jet
to be mis-reconstructed as a light or gluon jet. Mis-tagging probabilities are
10%, 1% and 0.1% for the loose, medium and tight working point, respec-
tively. In this analyisis, the DeepJet algorithm [48] is used to suppress tt̄
and tW background contributions from the signal region. Conversely, the
requirement on the DeepJet discriminator is reverted to select such events
in a control region: a loose working point is applied in this case, ensuring a
more than 90% b-tagging efficiency over the entire pT spectrum of tt̄ events.
Fig. 3.10 shows the performance of DeepJet algorithm against other bench-
mark algorithms used by the CMS collaboration.

3.6 Missing transverse energy

At hadron colliders, the missing transverse energy pmiss
T is an interesting

physics observable to measure, because, before the pp collision occurs, the
initial total momentum in the transverse plane with respect to the beam axis
is almost zero. Moreover, high pmiss

T events might be typical signatures of new
exotic particles, such as dark matter, and therefore it is a quantity that has
to be reconstruct with the highest level of possible precision. In this analysis,
the pmiss

T variable is mainly due to the two escaping neutrinos arising from
W boson decays, but, in general, contributions are also given by detector
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Figure 3.10: Simulated performance of the DeepJet algorithm against other
algorithms commonly used within the CMS collaboration and measured from
tt̄ events.

inefficencies.

Once all other physics objects are created by the PF algorithm, their
transverse momentum is used to build the pmiss

T observable, which is defined
as the negative vectorial pT sum of all PF candidates in the event. The
PF technique relies on the underlying PUPPI algorithm [49] to reduce the
pileup dependence of pmiss

T . Its basic idea is to assign a shape variable to
each particle which is sensitive to differences between collinear configurations
arising from QCD jets and soft pileup radiation [50]. A χ2 distribution is
used to estimate the likelihood that a PF candidate originated from a pileup
event, and transformed to a weight that is required to be greater than 0.01.

The pmiss
T estimation depends on several factors that can cause an in-

accurate reconstruction of this observable, such as the non-linearity of the
calorimeter response to hadrons, miminum requirements in energy deposits
and track pT, and all sources of inefficencies that might enter the PF algo-
rithm. Moreover, the pmiss

T variable is particularly sensitive to the unclus-
tered energy, i.e., contributions from PF candidates not associated with any
physics objects. Therefore, it is important to have a good calibration of the
pmiss

T response of the detector. To improve the accuracy of this estimation,
PF jets with pT > 15 GeV are corrected for all contributions described in
Sec. 3.5.3, so that these corrections are propagated to the pmiss

T measurement.
Only PF jets that have less than 90% of their energy deposited in the ECAL



3.6 Missing transverse energy 55

are considered when applying this correction, in order to avoid any undesired
overlap with electrons and photons.

In the very high-pmiss
T regime, anomalies can occur because of a variety of

reconstruction failures or localized mulfunctioning in some subdetectors. For
instance, noisy sensors in the ECAL may generate spurious energy deposits,
and similar effects can also happen in the HCAL. Dedicated algorithms have
been developed to filter out these events from data.

3.6.1 Energy scale and resolution

As for the JES determination, the pmiss
T is calibrated using either Z (→ `+`−)

boson and γ + jets events. These processes does not involve any genuine pmiss
T

in the final state because there are no expected neutrinos, therefore they are
particularly suitable to calibrate the pmiss

T response of the detector. The
reconstruction performance is evaluated by comparing the boson transverse
momentum ~qT with that of the recoiling hadronic system in the event ~uT, as
depicted in Fig. 3.11. Momentum conservation in the transverse plane implies
~uT + ~qT+ pmiss

T = 0. The pmiss
T detector response is defined as −〈u||〉/〈~qT〉,

which is the ratio between the mean of the parallel component of the hadronic
momentum and that of ~qT. Fig. 3.12 shows instead the performance of the
PUPPI pmiss

T variable in Z → `+`− + jets events as measured in 2016 data,
after JEC have been applied.

Figure 3.11: Illustration of the Z boson (left) and γ (right) event kinematics
as reconstructed in the transverse plane. The ~qT vector is a given by the
vectorial sum of PF candidates except for the two leptons from the Z boson
(left) or γ (right).
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Figure 3.12: Distributions of PUPPI pmiss

T in Z→ e+e− (left) and Z→ µ+µ−

(right) events.

3.7 Monte Carlo corrections

Any source of discrepancy between data and MC must be taken into account.
The adopted solution is to reweight each MC event with several scale factors,
aiming to correct any disagreement with data to the best of possible level.
The main contributions to scale factors are listed below; for those already
presented in this Chapter, no additional description is given:

� Luminosity: MC samples are normalized to yearly data integrated
luminosity;

� Lepton identification and isolation;

� Lepton trigger efficiency;

� Lepton momentum scale;

� PU: it is needed to equalize the pileup distribution between data and
simulation, since the LHC instantaneous luminosity may vary during
the data taking period. This scale factor is calculated as the ratio
between the measured and the estimated number of pileup interaction
in data and MC, respectively;

� Jet PU identification;

� b-tagging;
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� L1 prefiring corrections: additional trigger efficiency scale factors
are derived from data and applied in MC simulation to correct for a
gradual shift in the timing of the ECAL L1 trigger inputs. This was
observed in the 2016 and 2017 data taking period and have caused a
specific trigger inefficency at |η| > 2. The efficiency loss is ≈ 10–20%
for an electron (jet) with pT larger than 50 (100) GeV in the 2.5 < |η| <
3 ECAL region.

Another important set of corrections to account for is related to the deter-
mination of the JES, but it is not included in MC samples as a scale factor.
Indeed, as discussed in detail in Sec. 3.5.3, JECs are applied to the raw mea-
sured jet pT to compensate for the detector response and estimate the true
jet four-momentum.

In order to check the level of agreement between data and simulated
samples after all corrections are included, I provide an auxiliary set of plots
as a closure test. Indeed, for each physics object entering the analysis, a
corresponding observable of interest is considered to verify the goodness of
scale factors. Data and MC comparisons are drawn for each year of data
taking.

For leptons, a 20 GeV window is selected around the Z boson mass peak,
and we look at the invariant mass distribution of the lepton pair coming
from the Z boson decay. In Fig. 3.13, this observable is plotted separately
for electrons and muons in a Z→ `+`− enriched phase space, where leptons
are required to pass the same pT thresholds as those of the analysis (see
Sec. 4.1 and 5.1). Since this region is inclusive in terms of other particles
that can be produced in association with the Z boson, we also checked the
distribution of the number of jets, as these objects play a crucial role in this
analysis.



58 Chapter 3 Physics objects reconstruction and identification

Figure 3.13: Closure test for electrons, muons and jets corrections in a
Z→ `+`− + jets enriched phase space. The m`` and number of jets distribu-
tions are shown for the ee (µµ) final state in the first and second (third and
fourth) row, respectively. Data and MC simulation of 2016 (left), 2017 (cen-
ter) and 2018 (right) data sets well agree within their uncertainties. Residual
normalization discrepancies are corrected by the background estimation pro-
cedure adopted in this analysis.
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The good modeling of b-jets is verified in a top quark enriched control
region, where tt̄ and tW production dominate over other processes. In par-
ticular, we require the highest pT jet in the event to pass the loose working
point of the DeepJet algorithm - as we do in the analysis - and we draw
the corresponding b-tagging score for the second-highest pT jet. In a similar
fashion to the previous comparison, signal-like leptons are selected, but only
eµ leptons pairs are considered for this study, to suppress the Z→ `+`− con-
tribution. As it can be observed from Fig. 3.14, the shape of the b-tagging
output distribution is well described by simulated samples after b-tagging
scale factors have been applied. This control region is additionally used to
check the data-to-MC ratio in the pmiss

T observable, which come from real
neutrinos emitted along with leptons in the final state.

Figure 3.14: Closure test for b-jets and pmiss
T corrections in a top quark

enriched phase space. The DeepJet score of the second-highest pT jet and
pmiss

T distributions are shown for the eµ final state in the first and second row,
respectively. Data and MC simulation of 2016 (left), 2017 (center) and 2018
(right) data sets well agree within their uncertainties. Residual normalization
discrepancies are corrected by the background estimation procedure adopted
in this analysis.
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Chapter 4

Data and Monte Carlo

Precise Monte Carlo simulations provide a consistent way to describe data
as acquired from the LHC machine, and represent our best knowledge of fun-
damental interactions. The aim of this Chapter is to illustrate how data are
selected (Sec. 4.1) and how the signal assumption and background processes
are modeled (from Sec. 4.2 to 4.4).

4.1 Data sets and triggers

The data samples used in this work were collected during the 2016–2018
CMS data taking of p-p collisions at

√
s = 13 TeV and they correspond to

an integrated luminosity of 36.3, 41.5, and 59.7 fb−1, respectively; the overall
integrated luminosity is about 138 fb−1.

Events firing either single or double lepton triggers are selected, and their
HLT pT thresholds depend on the considered data set and run period. Be-
cause of the high LHC instantaneous luminosity, single lepton triggers pT

requirements must be increased with respect to those of double lepton trig-
gers, in order to keep a trigger rate sustainable for mass storage. A summary
of all triggers used in the analysis, as well as their requirements in lepton
pT and η (|η| < 2.5 unless otherwise stated), is shown in Tables 4.1–4.3 per
LHC run period.

A combination of the aforementioned single and double lepton triggers is
finally employed to select signal candidates, reaching more than 98% in signal
efficiency. However, HLT triggers are not directly applied in MC simulation,
rather all simulated samples are weighted event-by-event by the trigger effi-
ciency as measured in data, in bins of lepton pT and η.

61
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Trigger Run period Threshold

Electron-Muon
B–F(–278273) pT > 23 and 12 GeV
F(–278273)–H pT > 23 and 8 GeV

Muon-Electron
B–F(–278273) pT > 23 and 8 GeV
F(–278273)–H pT > 23 and 12 GeV

Single Muon B–H pT > 24 GeV

Single Electron B–H
pT > 27 GeV and 2.1 < |η| < 2.5

pT > 25 GeV and |η| < 2.1
Double Muon B–H pT > 17 and 8 GeV

Double Electron B–H pT > 23 and 12 GeV

Table 4.1: HLT triggers and requirements used for selecting signal candidates
in 2016 data set. Each letter in the second column corresponds to a different
“era”, i.e. a collection of data taking periods (runs, labeled by a number)
sharing similar LHC and detector conditions.

Trigger Run period Threshold

Electron-Muon
B pT > 23 and 12 GeV

C–F pT > 23 and 12 GeV

Muon-Electron
B pT > 23 and 12 GeV

C–F pT > 23 and 12 GeV
Single Muon B–F pT > 27 GeV

Single Electron B–F pT > 35 GeV

Double Muon
B pT > 17 and 8 GeV

C–F pT > 17 and 8 GeV, m`` > 8 GeV
Double Electron B–H pT > 32 and 12 GeV

Table 4.2: HLT triggers and requirements used for selecting signal candidates
in 2017 data set.

Trigger Run period Threshold
Electron-Muon

A–D
pT > 23 and 12 GeV

Muon-Electron pT > 23 and 12 GeV
Single Muon A–D pT > 24 GeV

Single Electron A–D pT > 32 GeV
Double Muon A–D pT > 23 and 12 GeV

Double Electron A–D pT > 32 and 12 GeV

Table 4.3: HLT triggers and requirements used for selecting signal candidates
in 2018 data set.
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4.2 Monte Carlo samples

Several MC event generators are used to simulate signal and background
processes, except for the non-prompt lepton contribution which is entirely
estimated from data, as it will be discussed in Sec. 5.2.4. All samples are
reweighted to account for known discrepancies between data and simulated
events, the full list of corrections is given in Sec. 3.7. Table 4.4 summarizes
what MC tools were used to simulate signal and background samples, along
with their cross section and QCD accuracy. All matrix element generators
listed below are interfaced to PYTHIA 8 [51] to simulate the effects of parton
showering, multiple parton interactions and hadronization; generated events
are processed through a detailed simulation of the CMS detector based on the
GEANT4 package [52], and are then reconstructed with the same algorithms
as used for data. The chosen set of PDF and underlying event tune are
common to all simulated events for a given data set. The former is provided
by the NNPDF collaboration and corresponds to version 3.0 [53,54] (3.1 [55]),
the latter is included in the PYTHIA 8 simulation and is CUETP8M1 [56]
(CP5 [57]) for the 2016 (2017–2018) MC data set.
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Process MC event generator σ×BR [pb] QCD order
EW W+W− → 2`2ν (signal) MadGraph5 aMC@NLO 0.08875 LO

QCD-induced W+W− → 2`2ν POWHEG v2 11.95 NNLO
Gluon-induced W+W− → 2`2ν MCFM 0.57483 NLO

tt̄ (→bb̄ 2`2ν) POWHEG v2 87.310 NLO
tW POWHEG v2 35.60 NLO

Single top quark t-channel POWHEG v2 44.33 NLO
Single anti-top quark t-channel POWHEG v2 23.38 NLO

Single top quark s-channel MadGraph5 aMC@NLO 3.360 NLO
Z/γ∗ → τ+τ− + jets (τ+τ− → e±µ∓4ν m`` > 50 GeV) MadGraph5 aMC@NLO 255.63 NLO

EW Z + 2 jets (Z→ `+`−, m`` > 50 GeV) MadGraph5 aMC@NLO 4.321 LO
Wγ MadGraph5 aMC@NLO 405.271 LO

Zγ (Z→ `+`−) MadGraph5 aMC@NLO 58.83 NLO
WZ (2`2q) MadGraph5 aMC@NLO 5.5950 NLO

WZ/γ∗ (3`ν, m`` > 0.01 GeV) POWHEG v2 58.59 NLO
ZZ (2`2ν) POWHEG v2 0.564 NLO

ZZ (2`2q) (2016) POWHEG v2 3.220 NLO
ZZ (2`2q) (2017,2018) MadGraph5 aMC@NLO 3.220 NLO

ZZ (4`) POWHEG v2 1.212 NLO
ZZZ MadGraph5 aMC@NLO 0.01398 NLO
WZZ MadGraph5 aMC@NLO 0.05565 NLO
WWZ MadGraph5 aMC@NLO 0.16510 NLO
WWW MadGraph5 aMC@NLO 0.18331 NLO

ggF H→W+W− → 2`2ν POWHEG v2 + JHUGen 1.0315 NLO
ggF H→W+W− → 2`2ν + 2 jets POWHEG v2 + JHUGen 0.8962 MiNLO

VBF H→W+W− → 2`2ν POWHEG v2 + JHUGen 0.0896 NLO
ZH (H→W+W−) + jet POWHEG v2 + JHUGen 0.187 NLO

W+H (H→W+W−) + jet POWHEG v2 + JHUGen 0.1810 NLO
W−H (H→W+W−) + jet POWHEG v2 + JHUGen 0.1160 NLO

Gluon-gluon fusion (ggF) ZH (H→W+W− → 2`2ν) POWHEG v2 0.00275257 NLO
ttH (no H → bb̄) POWHEG v2 0.2120 NLO
ggF H→ τ+τ− POWHEG v2 2.7757 NLO

Vector boson fusion (VBF) H→ τ+τ− POWHEG v2 0.2370 NLO
ZH (H→ τ+τ−) + jet POWHEG v2 0.0550 NLO

W+H (H→ τ+τ−) + jet POWHEG v2 0.0532 NLO
W−H (H→ τ+τ−) + jet POWHEG v2 0.0341 NLO

Table 4.4: Signal and background MC samples; the third column shows the
cross section (σ) times the branching ratio (BR) of the corresponding decay
channel.

4.3 Signal modeling

The signal sample is simulated with MadGraph5 aMC@NLO [58] (v.
2.4.2) at LO in QCD perturbative expansion, requiring two quarks and two
leptonically decaying W bosons in the final state; contributions from τ decays
to lighter leptons are also considered and included in the simulation. Fig. 4.1
shows some typical diagrams at the lowest order in the EW coupling that
contribute to the signal process. Among contributions to the EW W+W−

production, there are some, as the one depicted on the right side of Fig. 4.1,
which are not strict VBS diagrams. Nevertheless, in order to preserve the
amplitude gauge invariance, they cannot be discarded and, therefore, they
are part of the signal definition as well.
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Figure 4.1: Examples of Feynman diagrams for the EW production of W+W−

bosons in association with two quarks.

Diagrams containing a top quark contribution are not included in the
signal matrix element, since EW top quark production is taken into account
by the tt̄ and single top quark (tW) background samples. W bosons are
generated within 15 decay widths from their on-shell mass. The dipole ap-
proach is used to model the initial-state radiation, rather than the one used
by default in the PYTHIA 8 parton shower algorithm, which was found
to not properly describe extra QCD emissions in vector boson fusion (VBF)
and VBS processes [59]. More details are given in Sec. 4.3.2.

On-shell VBF Higgs boson production is negligible when simulating two
on-shell W bosons, as is done for the signal sample. Accordingly, this contri-
bution is removed from our signal definition, whereas off-shell effects are re-
tained. Furthermore, the signal region phase space is tailored to enhance the
EW W+W− production occurring without a Higgs boson exchange, which is
suppressed by the tight selection on the dilepton invariant mass, as discussed
in Sec. 5.1. A dedicated analysis has been designed to target the on-shell
VBF Higgs boson production [60], where, conversely, our signal sample is
regarded as a background source.

As far as the signal reconstruction is concerned, the CMS detector deeply
relies on the kinematic topology of VBS jets. Quarks taking part to VBS
diagrams carry away a large fraction of the energy of their mother-proton
and are not connected by any color-charge exchange. Because of this, final
state jets are typically emitted with high pT and are well separated in the
detector. In this section, these key features are investigated at the level of
MC event generators.

4.3.1 Sherpa and MadGraph comparison

In order to verify the validity and robustness of our MC signal sample, I have
generated an alternative VBS sample by employing SHERPA 2.2.10 [61].
SHERPA is a general purpose generator software designed for simulating
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events in high energy experiments, such as the LHC. The SHERPA frame-
work is a modular event generator, which comprises several packages to de-
scribe all components of a scattering event, from the matrix element calcula-
tion, to the parton showering, down to the hadronization process. Although
being not commonly used within the CMS collaboration, the ATLAS collab-
oration extensively relies on it, thus representing a perfect validation tool in
our case.

The SHERPA event generator produces VBS W+W− diagrams at LO
in QCD, therefore no αS couplings are involved, as it also happens to the
nominal MadGraph sample. The two pT-leading jets are described by the
matrix element, jets beyond the second one are instead generated through
the SHERPA built-in parton shower CSSHOWER++ [62].

A preliminary generator-level study was performed to quantify the rela-
tive contribution of the signal component with respect to the QCD-induced
W+W− background. To do so, I developed a dedicated analysis routine by
using the Rivet package (v. 3.1.2) [63], a library which facilitates compar-
isons between theoretical predictions and experimental results. In Fig. 4.2,
the mjj distribution is shown for the two W+W− contributions, including
their interference term: the EW W+W− production peaks around 1 TeV
and then slowly decreases, whereas the QCD background raplidly falls along
the mjj spectrum. Besides, the interference term is two orders of magnitude
less than the signal sample, hence it will not be considered throughout the
following discussion. A summary of the the kinematic requirements used for
this and the following studies is presented in Tab 4.5.

In a similar fashion, I compared the SHERPA sample to the nominal one
provided by the CMS collaboration. The selection I implemented is described
in Sec. 5.1, but replicated with generator-level information. As it can be seen
from Fig. 4.3, simulations are in good agreement with each other in the mjj

distribution; some discrepancy is visible at high |∆ηjj| values, which, however,
is covered by theoretical uncertainties (not shown in the plot).

4.3.2 Parton shower studies

When looking at kinematic variables related to extra QCD emissions, some
undesired behavior is observed. In VBS-like topologies, we expect that the
emission of a third jet occurs in the proximity of one of the two VBS jets.
The reason of this lies in the purely EW nature of the signal process, which
disadvantages the production of hadronic activity between the VBS jets, as
they are not connected via any color-charge exchange. This characteristic
can be quantified by the Zeppenfeld variable (normalized to |∆ηjj|), which
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Figure 4.2: mjj distribution as simulated by SHERPA for the EW signal
(red line), QCD-induced background (blue line) and their interference (green
line). Only eµ final state is taken into account.

Figure 4.3: mjj (on the left) and |∆ηjj| (on the right) distributions as simu-
lated by SHERPA and MadGraph5 event generators for the VBS signal.
A good agreement is observed between the two MC event generators in the
mjj distribution. All final states are selected in this comparison.
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Objects Requirements

Leptons

eµ (not from τ decay), opposite charge (Figs. 4.2, 4.5)

eµ, ee, µµ (not from τ decay), opposite charge (Figs. 4.3, 4.4)

p dressed `
T = p`T +

∑
i p

γi
T if ∆R(`, γi) < 0.1

p`1T > 25 GeV, p`2T > 13 GeV, p`3T < 10 GeV

|η| < 2.5

p``T > 30 GeV, m`` > 50 GeV

Jets

pjT > 30 GeV

∆R(j, `) > 0.4

At least 2 jets, no b jets

|η| < 4.7

mjj > 500 GeV, |∆ηjj| > 3.5

pmiss
T pmiss

T > 20 GeV

Table 4.5: Definition of the generator-level phase space.

can be defined as Zj3 =
ηj3−

1
2

(ηj1+ηj2 )

|∆ηjj| . This observable is expected to be close

to 0.5, meaning that the third jet tends to be emitted near VBS jets. Fig. 4.4
shows that the Zj3 region between 0 and 0.5 is overly populated for both MC
event generators, for different reasons.

For SHERPA, an issue related to the color-connection scheme was found
to be there in 2.2.X releases: this feature poorly described third-jet kinemat-
ics, and it was corrected since version 3 - only available for test purposes1.
Similarly, the MadGraph signal sample was interfaced to the standard
PYTHIA 8 parton shower algorithm, which, whenever a parton branch-
ing occurs, assigns the pT recoil to all final state particles. This approach
is not valid anymore when considering VBS processes, where this “global”
recoil would introduce unphysical color-flow between incoming partons. An
alternative implementation, called “dipole” recoil scheme, was developed to
correct for this effect. The impact of these corrections is shown separately in
both MC event generators in Fig. 4.5, where the Zj3 observable is now de-
pleted. Even though the choice of parton showering description can deeply
modify distributions of extra QCD emissions, this has little effect on inclusive

1At the time this study was performed. The color-connection issue has been solved
since version 2.2.12.
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Figure 4.4: Zj3 distribution as simulated by SHERPA and MadGraph5
event generators for the VBS signal.

dijet variables, as it is demonstrated in Fig. 4.5 for the mjj observable.
Ultimately, we resorted using the MadGraph sample interfaced to the

dipole recoil parton shower. This configuration was extensively validated and
ensures a good description of the VBS kinematic topology, as discussed in
this section. The two different parton shower settings were also compared
to each other by looking at detector-level observables, selecting events from
potential signal candidates (see Sec. 5.1). As shown in Fig. 4.6, dijet inclusive
observables (first and second row) are slightly affected by the dipole approach
and are almost uncorrelated with respect to third-jet related variables (third
row), which instead are those most sensitive to the parton shower event
evolution. All plots include the overflow bin, whereas the underflow bin is
only populated when a third jet is not found in the event.
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Figure 4.5: Zj3 distribution as simulated by SHERPA (top left) and Mad-
Graph5 (bottom left) event generators for the VBS signal. In both figures,
the effect of parton shower correction is clearly visible. Likewise, the mjj dis-
tribution is also shown for SHERPA (top right) and MadGraph5 (bottom
right), where the effect of parton shower correction has almost no impact.
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Figure 4.6: Comparison between different parton shower algorithms applied
to MadGraph signal samples as taken from 2018 MC simulation; first row:
dijet mass of the two VBS jets, pseudorapidity gap of the two tagging jets;
second row: η of the first jet and Z``; third row: Zj3 and η of the third
jet. The second panel in each plot shows the ratio between dipole recoil and
standard signal samples.
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4.4 Background modeling

Background processes either share the exact same final state as the VBS
signal (irreducible backgrounds), or give rise to configurations that may be
misidentified as events of interest (reducible backgrounds). Reducible back-
grounds are due to multiple causes, such as particles produced out of the
CMS detector acceptance, misassignment in the physics object definition by
identification algorithms and finite detector resolution. In this analysis, sev-
eral background sources have been considered and will be presented in this
Section.

4.4.1 Top quark production

The largest background contribution to this analysis is given by top quark
production, in particular from tt̄ diagrams, schematically depicted in Fig. 4.7.
Top quarks immediately decay through weak interactions by emtting a b
quark and a W boson with almost 100% probability; b quarks hadronize in
b jets, and W bosons can decay leptonically, thus giving a similar final state
to the VBS signal. Although this process does not constitute an irreducible
background, because of the presence of two b jets, b tagging algorithms leave
some room for a b jet to be misidentified as a jet coming from a light quark,
and vice versa. This, combined with the huge tt̄ production cross section, is
what makes this process so difficult to suppress and it must be determined
with uttermost precision.

Figure 4.7: Feynman diagrams for tt̄ production with two jets coming from
b quarks.
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tt̄ and tW productions are both simulated with POWHEG v2 at NLO
precision, and the pT distribution of the tt̄ component, which also represents
the dominant background source of the analysis, is further reweighted to
better match data, where this spectrum is found to be softer than what
predicted by most of the event generators [64].

4.4.2 QCD-induced W+W−

The QCD-induced W+W− bosons production constitutes an irreducible back-
ground for this analysis, in case the two W bosons each decay into a lepton
and a neutrino, and two jets come from initial state radiation, as illustrated
in Fig. 4.8. Nevertheless, the mjj distribution greatly helps in distinguishing
this contribution from the EW signal, as preliminary shown in Fig. 4.2,

QCD-induced W+W− background is modeled with POHWEG v2 [65],
and the production of the second parton is described at LO accuracy in
QCD. The interference between this term and the signal was evaluated, and it
results in a negligible effect; some studies of W+W− production in association
with two jets are presented in Sec. 5.2.2. The gluon-induced component of
the W+W− background is simulated with the MCFM [66] event generator
at NLO precision. Henceforth, both processes will be referred to as QCD-
induced W+W− background, and no distinction will be made between the
two, unless otherwise stated.

Figure 4.8: Feynman diagrams for QCD-induced W+W− production with
two jets coming from initial state radiation.

Since a reliable MC simulation is needed for this critical background sam-
ple, I compared different MC event generators for the study of QCD produc-
tion of two W bosons in association with two jets - the gluon-induced W+W−
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component is not considered for this purpose. To do so, a LO W+W− plus
exactly two emitted partons MadGraph sample and an inclusive NNLO
W+W− POWHEG sample were considered. In both cases, the radiated par-
ton with the second-highest pT in the event is simulated at LO in QCD per-
turbative calculation, therefore this represents a fair comparison. However,
the MadGraph sample lacks of genuine 0- and 1-jets contributions: these
events may indeed only enter the signal selection at the reconstruction-level
if either the jet-clustering algorithm is not capable of finding two jets above
the required pT-threshold or detector smearing effects cause bin-migration to
low jet-multiplicity bins. In Fig. 4.9, the mjj distribution is drawn for the
two samples.

Figure 4.9: Comparison between POWHEG (data points) and MadGraph
(stacked blue histograms) W+W− samples. The MadGraph sample is
shown as a function of the number of generated jets, whereas the POWHEG
sample is shown inclusively. A mild disagreement is observed in the very first
bin of the mjj distribution.

Although they do not differ much within their statistical uncertainties, a
mild discrepancy is observed in the very first bin. To investage the origin of
such a disagreement, I have separated 0-, 1- and 2-or-more jets contributions
at generator-level, as illustrated in Fig. 4.10. While mjj distributions are
in excellent agreement with each other in the 2-jets bin, it is evident how
the discrepancy comes indeed from events generated with either 0 or 1 jet
at generator-level. For this reason, we resorted employing the POWHEG
sample.
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Figure 4.10: Comparison between POWHEG (data points) and Mad-
Graph (blue histograms) W+W− samples, as a function of the number of
generated jets. In the exclusive 0-jet (top left) and 1-jet (to right) bins, the
POWHEG sample is more populated, meaning that these events are not
negligible in the SR. mjj distributions nicely agree with each other when se-
lecting two or more jets in the final state (bottom).

4.4.3 DY

Another background source is given by Drell-Yan (DY) events, occurring
when a qq̄ pair annihilates into a γ or Z boson, which then decays into two
oppositely-charged same flavor leptons. As for the QCD-induced W+W−

background, the two final state jets come from initial state radiation. Two
distinct set of samples are employed to simulate this process, depending on
the considered channel.

In the eµ final state, tha sole DY contribution comes from Z/γ∗ → τ+τ−

events, because of the possible subsequent τ leptons decay into a different-
flavor lepton pair, along with their corresponding neutrinos. The associated
typical Feynamn diagram is shown in Fig. 4.11. This process is estimated
with a data-driven method called “embedding” technique [67], which will be
discussed in Sec. 5.2.3. Since the “τ -embedded” sample contains all processes
which may have τ+τ− leptons decaying into an electron-muon pair as a final
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Figure 4.11: Feynman diagrams for Z/γ∗ → τ+τ− production with two jets
coming from initial state radiation.

state, this contribution is removed from other background samples to avoid
double counting. In order to consider DY events that might fail electron-
muon triggers but still pass single-lepton triggers, τ+τ− leptons pair selected
in this way are instead simulated by MadGraph5 aMC@NLO with up to
two extra jets at NLO QCD precision, where the FxFx scheme [68] is used
to merge exclusive jet multiplicities. Such residual events constitutes about
≈ 13% of the total DY contribution to the eµ channel.

Figure 4.12: Feynman diagrams for Z/γ∗ → `+`− production with two jets
coming from initial state radiation, where ` represents a light lepton (either
e or µ).

In ee and µµ final states, a dedicated ensemble of MC simulation is used
to model the DY background. The finite detector resolution and acceptance
may indeed cause to reconstruct these events with pmiss

T 6= 0, faking the
presence of neutrinos. Indeed, this is what makes a difference between the
Z/γ∗ → `+`− diagram in Fig. 4.12 and that of Fig. 4.11. Since the fraction
of DY events with at least two jets and passing the tight selection applied in
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signal region is small, HT-binned samples are used instead of an individual
inclusive sample, which would not have the necessary MC event statistics.
The HT observable is defined as the scalar sum of all partons pT as gen-
erated by the matrix element calculation. Therefore, high HT values are
strongly correlated with high jet multiplicities in the final state, which are
those mainly entering the analysis selection. These samples are simulated
with MadGraph5 aMC@NLO at LO precision and their cross section is
weighted to match the NLO prediction. The full set of DY samples included
in ee and µµ categories is listed in Table 4.6, which integrates Table 4.4. The
lower limit in the HT binning is either 70 GeV or 100 GeV, depending on
the selected dilepton mass window: below this value, inclusive NLO (LO)
DY samples are employed in the m`` > 50 GeV (10 GeV < m`` < 50 GeV)
phase space at generator-level.

Process MC event generator σ×BR [pb] QCD order
DY inclusive background samples

Z/γ∗ → `+`− + jets (10 GeV < m`` < 50 GeV) MadGraph5 aMC@NLO 18610.0 LO
Z/γ∗ → `+`− + jets (m`` > 50 GeV) MadGraph5 aMC@NLO 6189.39 NLO

DY HT-binned background samples, 4 GeV < m`` < 50 GeV
Z/γ∗ → `+`− + jets (100 GeV < HT < 200 GeV) MadGraph5 aMC@NLO 204.00 LO
Z/γ∗ → `+`− + jets (200 GeV < HT < 400 GeV) MadGraph5 aMC@NLO 54.39 LO
Z/γ∗ → `+`− + jets (400 GeV < HT < 600 GeV) MadGraph5 aMC@NLO 5.697 LO

Z/γ∗ → `+`− + jets (HT > 600 GeV) MadGraph5 aMC@NLO 1.85 LO
DY HT-binned background samples, m`` > 50 GeV

Z/γ∗ → `+`− + jets (70 GeV < HT < 100 GeV) MadGraph5 aMC@NLO 208.98 LO
Z/γ∗ → `+`− + jets (100 GeV < HT < 200 GeV) MadGraph5 aMC@NLO 181.30 LO
Z/γ∗ → `+`− + jets (200 GeV < HT < 400 GeV) MadGraph5 aMC@NLO 50.42 LO
Z/γ∗ → `+`− + jets (400 GeV < HT < 600 GeV) MadGraph5 aMC@NLO 6.984 LO
Z/γ∗ → `+`− + jets (600 GeV < HT < 800 GeV) MadGraph5 aMC@NLO 2.704 LO
Z/γ∗ → `+`− + jets (800 GeV < HT < 1200 GeV) MadGraph5 aMC@NLO 1.681 LO
Z/γ∗ → `+`− + jets (1200 GeV < HT < 2500 GeV) MadGraph5 aMC@NLO 0.775 LO

Z/γ∗ → `+`− + jets (HT > 2500 GeV) MadGraph5 aMC@NLO 0.186 LO

Table 4.6: List of DY samples used in ee and µµ categories: for each of those,
the third column shows the cross section (σ) times the branching ratio (BR)
of the decay channel, expressed in pb.

4.4.4 Other backgrounds

Higgs boson production mechanisms are included in the analysis and treated
as a background source: all production modes are simulated with POWHEG
v2 at NLO accuracy in QCD. Gluon-gluon fusion (ggF) events are further
reweighted to match NNLO accuracy, according to the NNLOPS scheme [69].
The Higgs boson decay into two W bosons and subsequently into leptons
is simulated with the JHUGen generator [70], whereas its decay into two
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τ leptons is simulated with PYTHIA 8; other minor Higgs boson decay
channels have been neglected.

Other minor background processes are included in the analysis, such as
EW Z boson production in association with two jets, Wγ, Zγ, diboson and
multiboson channels; all of them are simulated at NLO precision in QCD
calculation, except for the EW Z boson production plus two jets and the Wγ
background.
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Analysis strategy

This Chapter describes in detail the analysis strategy I used to select signal
candidates and measure the cross section of the VBS process in W+W− → 2`2ν
final state. Kinematic selections, background estimation, systematic uncer-
tainties and signal extraction procedure will be presented in here.

5.1 Event selection

Before any categorization, candidate signal events are selected if they fulfill
the following VBS-like criteria:

� Lepton preselection: Two oppositely-charged and isolated leptons
(electrons or muons), reconstructed as described in Secs. 3.2 and 3.3.
The thresholds for the leading and trailing leptons are 25 and 13 GeV,
respectively. The acceptance region for electrons is given by the |η| <
2.5 requirement, whereas for muons is |η| < 2.4;

� Extra lepton veto: No additional leptons with pT > 10 GeV beyond
the second one must be found in the event;

� Dilepton selection: Specific kinematic requirements are applied to
the two-lepton system selected in the event. The dilepton invariant
mass m`` must satisfy m`` > 50 GeV to reduce contributions from on-
shell Higgs boson production, and this threshold is raised up to 120 GeV
when selecting same-flavor leptons, in order to further suppress the DY
background contribution. Moreover, the candidate leptons pair must
have a transverse momentum p``T > 30 GeV to discard Z/γ∗ → τ+τ−

and W+jets background events.

79
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� Missing transverse momentum: pmiss
T > 20 GeV to select a final

state with neutrinos. As for the m`` selection, this requirement is in-
creased up to 60 GeV to reject DY events when two same-flavor leptons
are selected;

� Jet selection: Signal candidates are selected from events with at least
two jets having pT > 30 GeV and passing the tight jet ID working point;

� VBS-like selection: The two leading jets in the event, i.e., those
with the highest pT, must also pass VBS-like selections to enhance the
signal contribution and reduce other backgrounds. In particular, they
are required to have mjj > 300 GeV and |∆ηjj| > 2.5; this was found
to be a good compromise between signal efficiency and background
rejection.

Events passing these selctions are still dominated by tt̄ pair production,
where the two W bosons produced by top quark decays emit two charged
leptons and two neutrinos, thus mimicking the VBS signal. The two b quarks
generated in this decay chain can be misidentified as VBS jets. To increase
the signal purity, the kinematic phase space is then divided in signal (SRs)
and control regions (CRs), which are all included in the maximum-likelihood
template fit procedure performed to extract the signal cross section (see
Sec. 5.6). SRs are defined in order to enhance the signal component and
suppress as much as possible background contributions. Conversely, CRs
are used to check the agreement between data and simulation and estimate
and constrain the normalization of the main background processes, i.e., tt̄ +
tW and DY production. Each region is further categorized according to the
charged lepton flavor composition: two electrons (ee), two muons (µµ), or
one electron and one muon (eµ).

The SR is defined by requiring that no b jets, defined with the loose
working point of the DeepJet algorithm [48], are present. The transverse

mass mT is defined as mT =
√

2p``Tp
miss
T

[
1− cos ∆φ( ~pT

``, ~pmiss
T )

]
, where φ is

the azimuthal angle in radians; mT is required to be above 60 GeV in the
eµ SR, where only a residual DY contribution (from τ+τ− → eµ events)
remains. Additionally, the SR is split into two regions to optimize the sig-
nal significance. Such a splitting is based on the centrality of the dilepton
system with respect to the VBS jets, quantified by the so-called Zeppenfeld
variable [71] Z`` = 1

2
|Z`1 +Z`2|, where Z` = η`− 1

2
(ηj1 + ηj2) with η`, ηj1 , and

ηj2 being the pseudorapidities of the lepton and the two jets, respectively.
SRs are separated around Z`` = 1: indeed, most of the signal events falls in
the Z`` < 1 category (≈ 70%), whereas background events evenly populate
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the two regions. Ultimately, the analysis sensitivity is driven by the former
category.

Top CRs (tt̄ + tW) are defined by inverting the b jet veto, thus requiring
the presence of at least one b jet with pT > 20 GeV in the final state, and
dropping the mT selection; in DY CRs, the b veto requirement is the same
as that in the SR. In the DY eµ category, the mT requirement is reversed
with respect to the SR and a 50 GeV < m`` < 80 GeV window is selected.
In DY ee and µµ categories, the dilepton mass is chosen to be close to the Z
boson mass peak, |m`` −mZ| < 15GeV. Moreover, the DY ee and µµ CRs
are divided in two |∆ηjj| bins, as explained in Sec. 5.2.3. A summary of the
full event categorization is given in Table 5.1.

Region Final state Requirements Subregion

SR

eµ/µe
mT > 60GeV Z`` < 1
m`` > 50GeV Z`` > 1

no b jet with pT > 20GeV

ee
Z`` < 1

m`` > 120GeV Z`` > 1
pmiss

T > 60GeV

µµ
no b jet with pT > 20GeV Z`` < 1

Z`` > 1

top CR

eµ/µe
m`` > 50GeV

at least one b jet with pT > 20GeV

ee m`` > 120GeV
pmiss

T > 60GeV
µµ at least one b jet with pT > 20GeV

DY CR

eµ/µe
mT < 60GeV

50GeV < m`` < 80GeV
no b jet with pT > 20GeV

ee
|∆ηjj| < 5

|m`` −mZ | < 15GeV |∆ηjj| > 5
pmiss

T > 60GeV

µµ
no b jet with pT > 20GeV |∆ηjj| < 5

|∆ηjj| > 5

Table 5.1: Summary of the event categorization on top of signal candidates
preselection. In each region, same-flavor final states share the same kinematic
requirements.
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Figure 5.1: Effect of kinematic requirements on signal candidates taken from
MC samples, corresponding to the simulation of the data-taking year 2018
(59.74 fb−1). On the top (bottom), the different (same) flavor category is
shown. The signal is represented by a superimposed red line, whereas back-
ground samples are stacked on top of each other. As expected, the eµ final
state has a greater sensitivity with respect to same-flavor channels.

Fig. 5.1 shows the expected statistical significance for a counting exper-
iment, as a function of the kinematic selection applied to signal candidates,
evaluated as the number of signal events over the square root of total back-
ground events. The two plots are drawn separately for different and same
flavor final states, and obtained from the 2018 simulated MC samples, corre-
sponding to an integrated luminosity of 59.74 fb−1. In the first bin, labeled
as “None”, only two tight leptons with pT > 10 GeV are required and no
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other selection is applied. Moving towards the right along the x-axis, the ef-
fect of each selection is sequentially illustrated, and the highest sensitivity is
reached in the last bin of the eµ category. None of the uncertainties included
in the analysis is taken into account here, a more precise calculation of the
expected significance will be shown in Chap. 6.

5.2 Background estimation

The normalizations of the main background processes are not taken from
simulated samples, but rather they are measured when performing the signal
extraction by a simultaneous fit of both SRs and CRs to data. In this section,
data-driven methods used to estimate such background sources are presented.
Minor background contributions not mentioned in this section are estimated
through MC simulation, as they have little impact in the signal extraction
procedure.

5.2.1 Top quark production

The top background normalization is scaled by a parameter which is left to
float freely during the fit procedure, whereas the shape of the corresponding
MC histogram is taken from the POWHEG simulation [72]. Therefore,
this parameter is constrained by data measured in the top CR, enriched in
contributions from top quarks. Since the top CR is kinematically indentical
to the SR, except for the reversed condition of the b jet veto requirement,
this method ensures a good estimation of the top quark contribution entering
the SR.

5.2.2 QCD-induced W+W−

Conversely to the strategy for measuring the normalization of tt̄ and DY
backgrounds, it is very difficult to tailor a CR enriched in QCD-induced
W+W− events. In this analysis, the production of two W bosons through
diagrams involving QCD couplings consitutes one of the main backgrounds,
if two additional jets are emitted along with them. This mechanism is an
irreducible background, but it has a much smaller cross section if compared
to tt̄ pair production. Therefore, defining a CR by just reverting the mjj

requirement of the SR would not be enough to select a pure W+W− sam-
ple, since such a phase space would still be dominated by tt̄ contribution.
The normalization of QCD-induced W+W− background is then measured
“by difference” in the very SR: given that both tt̄ and DY contributions are
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essentially constrained in their respective CRs, only two degrees of freedom
are left, one for the VBS signal and another one for the W+W− background.
As it will be discussed in Sec. 5.3, the variables we choose to extract the
VBS cross section have a powerful discriminating power between signal and
backgrounds, thus there is no degeneracy in the determination of these two
independent parameters. An alternative approach would have been taking
the QCD-induced W+W− background normalization directly from MC sim-
ulation, but this was found to not improve the accuracy of background esti-
mation, when adding the corresponding theoretical uncertainty necessary for
this method.

5.2.3 DY

In the ee and µµ categories, DY production is one of the leading background
sources, typically arising when a lepton pair is reconstructed with significative
pmiss

T due to instrumental effects, faking the presence of neutrinos in the final
state. Therefore, tight m`` and pmiss

T selections are applied in SRs to suppress
this background, as described in Table 5.1. However, with this configuration,
a large fraction of DY events (≈50%) comes from cases where at least one of
the two jets originates from a pileup vertex; the remaining DY contribution
is instead associated with the “hard” interaction, in which the two highest
pT jets are radiated by initial-state partons. Given their diverse nature, we
decide to treat these backgrounds as two independent processes, and measure
them with different parameters when performing the maximum-likelihood fit.
Hence, the normalization of the DY background is determined from separated
CRs with |∆ηjj| < 5, dominated by events where jets originate from initial-
state QCD radiation, and |∆ηjj| > 5, dominated by events where at least one
of the two highest pT jets comes from a pileup interaction.

The reason of this splitting also lies in a mild discrepancy observed when
looking at the |∆ηjj| distribution in the inclusive DY CRs, where ee and µµ
categories are merged, which is ultimately reflected in some disagreement
between data and MC in the mjj observable. The idea is then correcting this
mismodeling by fitting pileup and hard jets as two independent contributions,
in order to readjust the inclusive mjj observable. Pre-fit plots of individual
yearly data set are shown in Fig. 5.2 for the |∆ηjj| and mjj observables,
respectively, whereas full Run 2 distributions are reported in Fig. 5.3.
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Figure 5.2: Pre-fit mjj (top) and |∆ηjj| (bottom) distribution in the inclu-
sive DY CR from the 2016 (left), 2017 (center) and 2018 (right) data sets,
respectively.

Figure 5.3: Comparison of observation and prediction in the inclusive DY CR
from the full Run 2 data set of pre-fit |∆ηjj| (left) andmjj (right) distributions.
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In this context, a pileup jet is defined as a reconstructed jet which is
not matched to any corresponding jet having pT > 25 GeV and belonging to
the generator-level objects collection. The correlation between high pmiss

T and
number of pileup jets in DY events can be clearly seen in Fig. 5.4: plots show
the pileup contribution for primary background processes as a function of the
pmiss

T threshold in the ee and µµ SRs combined, where all other selections are
fixed. Because the DY background is the only one without neutrinos in this
final state, the non-zero pmiss

T observable is mainly due to pileup jets that
pass the signal selection and constitute an increasing fraction of DY events.
On the other hand, QCD-induced W+W− and tt̄ backgrounds, as well as
the signal process, come with real neutrinos, therefore, in this case, such a
contribution is much smaller and independent of the pmiss

T threshold.
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Figure 5.4: Fraction of pileup jets as a function of the pmiss
T threshold. This

number strongly depends on the pmiss
T selection in the ee and µµ categories

when considering the DY background (top left), whereas this is not the case
for QCD-induced W+W− (top right) and top (bottom left) backgrounds and
it is completely negligible in the VBS signal (bottom right).

A similar trend is visible in MC simulations of 2016 and 2017 data sets:
although the average number of pileup vertices is less than that recorded in
2018, the fraction of pileup jets in DY events heavily relies on detector re-
construction performances, which are year-dependent. Indeed, as illustrated
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in Fig. 5.5, these fractions are even higher if compared to the 2018 data set.
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Figure 5.5: Fraction of pileup jets as a function of the pmiss
T threshold for DY

events in 2016 (left) and 2017 (right) MC simulations.

Another minor source of DY contribution is due to Z/γ∗ → τ+τ− events,
whose MC prediction is obtained through the procedure discussed below. In
this case, genuine pmiss

T arises from neutrinos, because of τ leptons decays.
Therefore, there is no need to make such a distinction as it is done in ee and
µµ categories. This process is estimated with a data-driven method called
embedding technique [67]. A subset of well-identified µ+µ− events are se-
lected from data using electron-muon triggers and replaced with simulated
τ leptons, keeping their kinematics unchanged: this τ -embedded sample is
further corrected to take into account discrepancies with data due to τ lep-
ton simulation. This method is advantegeous because, on the one hand, it
provides a better description of the observables that are sensitive to detector
calibration, such as pmiss

T , and, on the other, it overcomes the limitation due to
the finite size of MC sample statistics in simulating DY to τ+τ− → e±µ∓4ν
final state, which would otherwise require a huge amount of events to be
generated. A third parameter is then used to determine the normalization of
this background, which only enter eµ categories. DY events that fail electron-
muon triggers but pass single-lepton triggers are instead estimated entirely
from MC simulation.

5.2.4 Non-prompt leptons

Events in which a single W boson is produced in association with jets may
populate the SR when one of these jets is misidentified as a lepton. Fur-
thermore, leptons originating from a displaced vertex are typically given by
B-hadrons decays within a jet, or in case a pion is misreconstructed as a
lepton. As mentioned in Secs. 3.2.2 and 3.3.2, these processes constitute a
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background source that might enter the SR, and are generally referred to
as non-prompt leptons. The capability of correctly describing these events
heavily relies on detector performances, thus it is not feasible to accurately
simulate them through standard MC techniques. A more valid and trust-
worthy approach is to extract non-prompt leptons estimation from data, as
it will be discussed in this section.

The basic idea to evaluate the amount of non-prompt leptons entering
the SR is to compute a suitable transfer function from a sample known to
be almost entirely populated by these events. This function is then applied
to a CR where one of the two leptons must fail tight requirements used in
the SR, but still passes loose identification and isolation working points. The
CR is tailored to select W + jets events, which ultimately represents one of
the main non-prompt leptons source.

A QCD-enriched control sample is used to measure the rate of objects f
satisfying loose lepton criteria that also pass tight lepton criteria, as defined
for the SR. The control sample is selected with triggers requiring either one
electron and one jet or a single muon. In both cases, the lepton must be well
separated from the highest pT jet and a pmiss

T < 20 GeV threshold is set to
suppress prompt leptons originating from a W boson decay. A minor prompt
leptons contribution is given by the EW production of a Z boson, which is
estimated from MC simulation and removed from the control sample.

Finally, the transfer function is an event-by-event weight and calculated
as 1

1−f , where the probability of a prompt lepton to not pass the tight working
point is also taken into account. The transfer function is derived as a function
of the object’s pT and η, and data entering the W + jets CR are then weighted
to give the prediction of non-prompt leptons in the SR.

The estimation of the non-prompt lepton background is cross-checked
in an auxiliary validation region, where two leptons with the same charge
are required. In fact, this region is expected to be mainly populated by
events where either the electric charge is misassigned to leptons or jet are
misidentified as leptons. Fig. 5.6 shows the distribution of the lepton with the
second-highest pT in the event, i.e., the one having the greatest probability to
be faked by a jet, for each possible flavor composition. Validation regions are
not kinematically close to SRs, since they lack of VBS-like selections, which
dramatically reduce the non-prompt lepton contribution. Uncertainties arise
mainly from the different flavor composition of the jets faking the leptons in
the region used to estimate the non-prompt leptons rate and the application
regions, and they are included in the uncertainty band in Fig. 5.6. A de-
tailed description of these sources is presented in Sec. 5.5.1. Data and MC
simulation reasonably agree within their uncertainties.
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Figure 5.6: Closure test for non-prompt leptons in a control region where
two leptons with the same charge are required. The pT distribution of the
lepton with the second-highest pT in the event is shown for the eµ, ee and
µµ final states in the first, second and third row, respectively. From left to
right: 2016 (left), 2017 (center) and 2018 (right) data sets.

5.3 Discriminating variables

The goal of this work is to take advantage of the full Run 2 data set to perform
the measurement of the EW W+W− production cross section. To do so, it
is crucial to design kinematic observables that are able to clearly distinguish
between the signal process and all other background contributions.

The path we walked to reach the observation of this rare process started
with a close scrutiny of the eµ category, which was expected to have enough
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potential to achieve this purpose. As a matter of fact, the good signal-
to-background ratio of the eµ channel, combined with the large amount of
data collected from 2016 to 2018 by the CMS collaboration, is what drives
the sensitivity of the VBS cross section measurement. Studies in Sec. 4.3
demonstrate how the mjj observable is a good candidate to isolate signal
events from background ones: indeed, the QCD-induced W+W− sample, to-
gether with tt̄ pair production and other backgrounds, shows a rapidly falling
distribution, whereas the VBS signal peaks around 1 TeV and then slowly
decreases. Bins at high mjj values are dominated by signal contributions,
giving a desirable histogram for the likelihood function.

To further improve our strategy, we opted for a different approach, based
on the usage of a Deep Neural Network (DNN). A DNN is a machine learning
(ML) algorithm that takes several variables as inputs and operate non-linear
transformations on them, finally resulting in a scalar output. This output is
a floating point number spanning a range between 0 and 1, and can be inter-
preted as the probability of each event to belong to a given category. Since in
our case we fed the DNN with signal and background events, the DNN score
is the probability of each event to be signal. The DNN training procedure
works in an iterative way, until it converges: starting from a random guess,
weights defining non-linear transformations are readjusted to better match
the expected output - 1 for signal events and 0 for background events. A
cost function - often called as “loss” function - is minimized with respect to
such set of weights at each iteration step in order to get closer to the true
predicted value. The advantage of employing a DNN score rather than a
standard kinematic variable is that the former can learn hidden correlations
among inputs, and thus exploit all the available information to generate a
more powerful discriminating variable.

For optimization purposes, different DNN models were built in the sub-
regions with low (Z`` < 1) and high (Z`` > 1) values of the Zeppenfeld
variable. The two models share the same architecture and input variables,
listed in Table 5.2. The DNN implementation comprises five fully connected
hidden layers, the first two (last three) having 128 (64) nodes each, that are
trained with the stochastic gradient descent technique of the “Adam” opti-
mizer tool [73] to achieve a good separation of signal and backgrounds. A
binary cross-entropy loss function [74,75] is minimized in both models.

In the eµ SR, the mjj distribution is then replaced with a DNN output,
obtained from the training procedure described above. Therefore, bins with
high DNN values will be enriched in VBS-like events, whereas background
samples will mostly populate the low DNN spectrum. Statistically indepen-
dent set of MC simulations are used to train and validate the DNN machin-
ery, which aims at distinguishing the VBS signal from tt̄ pair production
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Variable Description
mjj Invariant mass of the two tagging jets pair

pj1
T pT of the highest pT jet

|∆ηjj| Pseudorapidity separation between the two tagging jets

pj2
T pT of the second-highest pT jet

Z`2 Zeppenfeld variable of the second-highest pT lepton

p``T pT of the lepton pair

∆φ`` Azimuthal angle between the two leptons

Z`1 Zeppenfeld variable of the highest pT lepton

m`1
T Transverse mass of the (p`1T , pmiss

T ) system

Table 5.2: Set of variables used as inputs to the DNN for both Z`` < 1 and
Z`` > 1 models. The order in the table corresponds to the discriminating
importance of the variable for the Z`` < 1 model.

and QCD-induced W+W− background processes. Normalized distributions
of input variables are shown in Figs. 5.7 and 5.8 for the Z`` < 1 and Z``
> 1 categories, respectively, and the DNN output distribution is shown in
Fig. 5.9.

In order to exploit the full potential of the VBS final state, ee and µµ
SRs are included as well in this analysis. In doing this, one must tackle
the large DY background contamination entering such a phase space and
devise a suitable strategy to cope with it. As discussed in Sec. 5.1, ee and
µµ categories are tailored to suppress as much as possible contributions from
DY events. To achieve a good separation between signal and background
events in same-flavor categories, a finer distinction is made. We identify
a “loose” and a “tight” VBS SR: the former, dominated by background
samples, is divided into three bins for each flavor composition (ee and µµ)
and Z`` category (Z`` < 1 and Z`` > 1), the number of events in each region
being the discriminating variable. The bins are defined as follows:

� 300 < mjj < 500GeV and 2.5 < |∆ηjj| < 3.5;

� mjj > 500GeV and 2.5 < |∆ηjj| < 3.5;

� 300 < mjj < 500GeV and |∆ηjj| > 3.5.

In the latter, where the signal-to-background ratio is the largest, the mjj

distribution is used instead as fitting variable. In fact, the strict signal selec-
tion of ee and µµ categories make backgrounds more difficult to model with
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Figure 5.7: Normalized distributions of input variables in the Z`` < 1 cate-
gory.

respect to those in eµ categories, especially the Z/γ∗ → `+`− contribution
because of the high pmiss

T and m`` thresholds, as discussed in Sec 5.2.3. For
this reason, we rely on simple kinematic distributions, such as the number
of events and the mjj observable, to extract the signal in this phase space,
rather than using a multivariate approach that could enhance discrepancies
in background modeling from input variables to the output score. Ultimately,
the methodology described in Sec 5.2.3 is not ensured to correct for possibile
disagreements between data and MC in complex observables that depend on
multiple kinematic features, and this is why we decided to not extend the
DNN to same flavor categories.

The binning choice of the DNN (mjj) distribution is optimized category-
wise and per data taking year, such that at least two (one) signal events - if
present - and a total of five (four) background events are found in each bin
of the histograms in eµ (ee and µµ) categories. Moreover, the MC statistical
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Figure 5.8: Normalized distributions of input variables in the Z`` > 1 cate-
gory.

uncertainty in background samples is required to be at most 30% of the
total background yield in each bin: assuming a Poissonian distribution (see
Sec 5.6), this is equivalent to require at least 9 generated background events
per bin. Combining individual bins from the loose VBS SR and the mjj

distribution from the tight VBS SR, together with the DNN output outlined
in eµ categories, gives enough statistical power to make the first observation
of EW W+W− production. Pre-fit SRs are presented in Fig. 5.10 and 5.11,
where the DNN output and mjj distributions are shown, respectively. For
the sake of simplicity, loose VBS SRs are embedded in the left-most bin of
the mjj histogram in each corresponding flavor and Z`` category. Uncertainty
bands include pre-fit contributions described in Sec 5.5. Full Run 2 pre-fit
distributions are shown in Fig. 5.12 and 5.13, and Table 5.3 shows their
corresponding yields and uncertainties.
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Figure 5.9: DNN output distributions for training (dark colors) and valida-
tion (light colors) data set in the Z`` < 1 (on the left) and Z`` > 1 (on the
right) categories.

Figure 5.10: Observation and prediction in eµ SRs of 2016 (left), 2017 (cen-
ter) and 2018 (right) data sets. The DNN output distribution is shown in
the Z`` < 1 (Z`` > 1) category in the first (second) row.



5.3 Discriminating variables 95

Figure 5.11: Observation and prediction in ee and µµ SRs of 2016 (left), 2017
(center) and 2018 (right) data sets. The mjj distribution is shown in the Z``
< 1 (Z`` > 1) category in the first and second (third and fourth) rows for
the ee and µµ final states, respectively. The left-most bin of each histogram
embeds all loose VBS SRs together for that specific category.
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Process SR eµ Z`` < 1 SR eµ Z`` > 1 SR ee/µµ Z`` < 1 SR ee/µµ Z`` > 1
DATA 2441 2192 1606 1667

Signal + background 2499.4± 151.8 2418.3± 148.5 1475.0± 114.3 1632.7± 87.5
Signal 148.0± 5.0 61.1± 2.1 85.5± 2.0 33.2± 0.9

Background 2351.4± 151.7 2357.2± 148.5 1389.5± 114.3 1599.5± 87.5
tt̄ + tW 1578.5± 135.0 1419.5± 132.8 728.6± 27.1 589.3± 24.3

QCD-induced W+W− 481.8± 62.6 605.0± 63.3 230.3± 17.8 251.3± 20.8
Nonprompt 119.6± 26.1 122.9± 17.9 32.6± 6.2 37.3± 5.6

DY no PU jets – – 173.1± 33.5 281.8± 23.0
DY + 1 PU jets – – 149.3± 103.9 361.3± 77.6
Z/γ∗ → τ+τ− 79.3± 4.5 116.6± 4.3 – –
Multiboson 66.3± 13.0 74.7± 9.2 41.8± 4.2 59.8± 6.7

EWK Z + 2j 0.9± 0.3 0.3± 0.0 33.8± 6.3 18.8± 2.0
Higgs 24.9± 2.6 18.2± 1.2 – –

Table 5.3: Pre-fit process yields and uncertainties in each SR (ee and µµ final
states combined).
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Figure 5.12: Pre-fit DNN output distribution in different-flavor SRs for Z`` <
1 (top) and Z`` > 1 (bottom) categories. This variable quantifies how likely
each event is signal. The contributions from background and signal (red
line) processes are shown as stacked histograms; systematic uncertainties are
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Figure 5.13: Pre-fit mjj distribution and number of events in ee and µµ
combined SRs for Z`` < 1 (top) and Z`` > 1 (bottom) categories. The first two
bins contain the number of events in the selected region (as reported in the
plots themselves). The third bin contains the number of events in the 300 <
mjj [GeV] < 500 and |∆ηjj| > 3.5 regions and, for display purposes, is included
in the mjj distribution, shown in the last five bins. The contributions from
background and signal (red line) processes are shown as stacked histograms;
systematic uncertainties are plotted as dashed gray bands.
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5.4 Control regions

As anticipated in Sec 5.1, CRs are introduced to check the agreement of MC
simulation with data and, most importantly, measure the normalization of
main background processes entering the SR. To the former end, distributions
of discriminating variables are shown for both simulated samples and data
in all CRs before looking at data in SRs. This is part of a blinding pro-
cedure, which allows one to correct for any mismodeling in the background
description without being biased by distributions in SRs. When the proce-
dure is validated, data are “unblinded” in SRs too, and the full-analysis fit is
performed. The number of events in all CRs are included in the maximum-
likelihood fit as individual bins to constrain the corresponding background
yield to data: in this way, a reliable estimation of their contributions to the
SR is achieved. Figs. 5.14 and 5.15 show pre-fit distributions of some rel-
evant kinematic variables in the eµ, ee and µµ top CRs, respectively. The
ratio of data over MC predictions is compatible with 1 within systematic
uncertainties for several variables of interest across the three data sets. Un-
certainty bands include pre-fit contributions described in Sec 5.5. Similarly,
Figs. 5.16, 5.17 and 5.18 include the same set of plots, with the additional
splitting over the |∆ηjj| variable in ee and µµ DY CRs. The discrepancy be-
tween data and MC mentioned in Sec. 5.2.3 is more visible here, because the
DY contribution from pileup jets is separated from hard scattering events.
Inclusive post-fit distributions will be presentend in Chap. 6, where the agree-
ment between data and MC simulations is finally restored. Full Run 2 pre-fit
number of events in CRs are shown in Fig. 5.19 in eµ (top plot) and ee and
µµ combined categories (bottom plot).
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Figure 5.14: Observation and prediction in top eµ CRs of 2016 (left), 2017
(center) and 2018 (right) data sets for mjj (first row), |∆ηjj| (second row) and
DNN output (third row) distributions, respectively.
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Figure 5.15: Observation and prediction in top ee and µµ CRs of 2016 (left),
2017 (center) and 2018 (right) data sets. The mjj and |∆ηjj| distributions are
shown in the first (third) and second (fourth) row for the ee (µµ) category,
respectively.
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Figure 5.16: Observation and prediction in DY eµ CRs of 2016 (left), 2017
(center) and 2018 (right) data sets for mjj (first row), |∆ηjj| (second row) and
DNN output (third row) distributions, respectively.
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Figure 5.17: Observation and prediction in DY |∆ηjj| < 5 ee and µµ CRs
of 2016 (left), 2017 (center) and 2018 (right) data sets. The mjj and |∆ηjj|
distributions are shown in the first (third) and second (fourth) row for the
ee (µµ) category, respectively.
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Figure 5.18: Observation and prediction in DY |∆ηjj| > 5 ee and µµ CRs
of 2016 (left), 2017 (center) and 2018 (right) data sets. The mjj and |∆ηjj|
distributions are shown in the first (third) and second (fourth) row for the
ee (µµ) category, respectively.
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Figure 5.19: Pre-fit number of events in different-flavor (top) and same-flavor
(bottom, ee and µµ combined) CRs. In the left plot, the first bin contains
the number of events in the tt̄ + tW eµ CR, and the second bin those in
the Z/γ∗ → τ+τ− CR. In the bottom plot, the first bin contains the number
of events in the tt̄ + tW ee and µµ CRs combined, and the second (third)
bin those in the |∆ηjj| < 5 (|∆ηjj| > 5) DY CR. The contributions from
background and signal processes (red line) are shown as stacked histograms;
systematic uncertainties are plotted as dashed gray bands.
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5.5 Systematic uncertainties

Several systematic uncertainties are considered when extracting the VBS
cross section, affecting both signal and background predictions. These un-
certainties may vary either the normalization or the shape of our distribu-
tions of interest, and how they are modeled and included in the fit procedure
is described in Sec. 5.6. Systematic uncertainties arise from three differ-
ent sources: background estimation, experimental measurements and theory
prediction. The first one has a considerable impact in the total uncertainty,
given the large contribution from tt̄ pair production in SRs on the one hand
and the difficulty in constraining the QCD-induced W+W− background with
high precision on the other. Experimental uncertainties affect every recon-
structed physics objects such as leptons, jets, b jets and pmiss

T . Theoretical
uncertainties are included as well and discussed in Sec. 5.5.3. The impact
of each uncertainty to the final cross section measurement is reported in
Table. 6.6.

5.5.1 Background estimation uncertainties

Uncertainties in the background estimation directly affect the VBS cross
section measurement, since signal events are extracted from the fit procedure
by subtracting background events from data. Top, QCD-induced W+W−,
and DY background processes are scaled by normalization factors, which are
assigned a flat a-priori distribution and determined in CRs. Most important
background uncertainties are listed below:

� Top background: The mixture of tt̄ and tW samples is treated as
one process, therefore the relative contribution of the two is given an
uncertainty of about 8%. Indeed, this uncertainty is included to cover
variations in the tW-to-tt̄ fraction that could modify the shape of vari-
ables of interest, such as the DNN output and mjj distribution. The
top background normalization is constrained by corresponding CRs and
scaled simultaneously in SRs: to avoid any potential tension in the fit
between eµ and ee/µµ final states, mainly because of the different kine-
matic selections applied, the top background is scaled with two inde-
pendent parameters, one per category (contributions in ee and µµ SRs
and CRs are scaled together). Additionally, as already mentioned in
Sec. 4.2, different PDF sets and underlying event modeling were used
for simulating the 2016 data set with respect to 2017 and 2018 ones.
For this reason, the top background is measured with a separate set
of scaling parameter in 2016 data set. This strategy is also employed
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for estimating all main background normalizations, unless otherwise
stated.

� W+W− background: The LO cross section of the gluon-induced
W+W− component is scaled to NLO accuracy by a factor of 1.53, with
a corresponding uncertainty of 15% [76]. QCD- and gluon-induced
W+W− normalizations are scaled together with the same correlation
scheme as used for the top background estimation.

� DY background: The normalization of the DY background in both
the eµ and ee/µµ categories is estimated through their respective CRs.
In ee and µµ categories, as explained in Sec. 5.2.3, the DY process is
divided into two contributions depending on the number of pileup jets
in the final state, and they are measured during the fit procedure with
independent scaling parameters. For the DY contribution where at
least one pileup jet is reconstructed, such parameters are uncorrelated
among the three data sets, since the pileup profile is year-dependent,
whereas DY contributions from hard scattering are fit with a unique
parameter across 2017 and 2018 data set, and a separate one in 2016. In
eµ categories, another scaling parameter is used to estimate the normal-
ization of the Z/γ∗ → τ+τ− process as simulated with the τ -embedded
technique described in Sec. 5.2.3, with the same correlation scheme as
used for measuring top and QCD-induced W+W− background normal-
izations. Uncertainties related to the τ -embedding technique are much
smaller than those one should include with a standard MC sample,
as they only come from measurements of trigger effiency and leptons
identification efficiency and energy scale. Residual contamination from
diboson and top background processes can enter τ -embedded samples,
and these events are removed from MC simulations if the two final state
leptons originate from τ leptons, to avoid a potential double-counting:
for each vetoed samples, a 10% shape uncertainty is added to take this
effect into account.

� Non-prompt leptons background: Non-prompt leptons are mod-
eled by applying weights to a superset of signal candidate events iden-
tified by leptons passing the loose selection criteria, as described in
detail in Sec. 5.2.4. Systematic uncertainties on non-prompt leptons
prediction arise from the limited size of the dijet control sample used
to estimate this contribution and the difference in the quark-flavor com-
position of jets faking leptons between control and application regions.
The latter effect is estimated by varying the pT of the jet that recoils
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against the lepton in the dijet control sample. The maximum devia-
tion of weights from the nominal value is of order 5% to 10% for both
sources. There is, however, a limitation in capturing the full effect
of jet flavor composition difference with these multiplicative factors.
Therefore, a conservative 30% normalization uncertainty is addition-
ally assigned to this background prediction. Uncertainties in the trans-
fer function are uncorrelated among the three data sets, as far as the
statistical component is considered, and correlated for the jet flavor
composition modeling component.

� Other minor background processes: MC samples describing minor
background processes - multi-boson final states mostly, plus some Higgs
boson contribution in the eµ SR - receive specific weights (either event-
by-event or overall) to better match the simulation prediction with
the observation from the collision data. These weight factors carry
systematic uncertainties, which are correlated among the three data
sets.

5.5.2 Experimental uncertainties

Experimental uncertainties can affect both the normalization and the shape
of background and signal processes: the first contribution is only considered
for those samples whose normalization is directly taken from MC simulation,
whereas the latter is always taken into account. The full list of experimental
uncertainties is presented here:

� Luminosity: The integrated luminosities for the 2016, 2017 and 2018
data taking years have individual uncertainties of 1.2, 2.3 and 2.5%,
respectively [77–79], and the overall uncertainty for the 2016-2018 pe-
riod is 1.6%. Luminosity measurements are statistically independent
of each other, but the applied method is the same for all years. To
account for this, uncertainties related to the finite sample size used to
calibrate the luminosity are not correlated across the three data sets,
but systematic effects are.

� Trigger efficiency: The trigger efficiency is applied to simulated sam-
ples as a scale factor computed in bins of lepton pT and η, each carrying
its own uncertainty. Moreover, in 2016 and 2017 data sets, the trigger
inefficency due to ECAL L1 trigger inputs is considered as an addi-
tional source of systematic uncertainty [80]; all these components are
kept uncorrelated and can modify both the normalization and shape of
histograms.
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� Lepton identification and isolation efficiency: As for the trigger
efficency, uncertainties due to electron and muon identification and
isolation effiency come from scale factors applied to simulated samples
and are uncorrelated across the three years.

� Lepton momentum scale: Electron and muon momentum scale un-
certainties are computed by varying the momenta of leptons within
one standard deviation from their nominal value. For each variation,
an alternative set of histograms is derived, where each affected physics
observable is recomputed to account for possible migrations of simu-
lated events inside or outside the analysis acceptance.

� Jet energy scale and resolution: JEC uncertainties are computed
by including eleven sources of corrections, which model the knowledge
of the absolute and relative jet energy scale, as a function of the jet pT

and η, respectively, and the jet flavor composition. As for the lepton
momentum scale, these variations may modify the distributions of sev-
eral kinematic quantities, which are recomputed to properly account
for such effects. Six JEC uncertainties are correlated across the three
data sets. Similarly, JER uncertainties are included in all simulated
samples, but are kept uncorrelated among each other.

� b tagging: The uncertainty in the b tagging efficency is taken into
account by five correlated sources, related to the methodology in the
b tagging efficency estimation, and four independent uncertainties for
the statistical accuracy of the measurement.

� Unclustered energy scale: The pmiss
T observable is affected by the

precision in the measurement of all aforementioned physics objects,
plus the contribution from pileup spurious tracks and jets. The effect
of the pmiss

T resolution is included by applying a Gaussian smearing of
10% in the individual pmiss

T components, and each affected observable is
recomputed. Since this quantity is solely determined by the reconstruc-
tion performances of the detector, an individual uncertainty is applied
to each data set.

� Pileup jet identification efficiency: This measurement is performed
in bins of the jet pT and η and considering jets with pT < 50 GeV,
as plieup identification techniques are only applied to the low-pT jet
spectrum. Given that this is a purely detector effect, corresponsing
uncertainties are uncorrelated across the three data takings.
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� MC statistic uncertainties: The statistical uncertainty due to the
limited size of MC simulated events is included in each bin of the signal
and background samples.

5.5.3 Theoretical uncertainties

Theoretical uncertainties are assigned to simulated samples to cover the lim-
ited knowledge of physics processes: they include uncertainties in the choice
of PDF sets, renormalization and factorization scales, in the parton shower-
ing, underlying event and pileup modeling.

� Renormalization and factorization scales: These uncertainties are
taken into account because of missing higher order terms in the perur-
bative expansions of cross section calculations. They are computed by
varying renormalization and factorization scales up and down indepen-
dently by a factor of two with respect to their nominal values, ignoring
the extreme cases where they are shifted in opposite directions [81,82].
The envelopes of the various distributions are taken as one standard-
deviation variation. Only shape effects are included when varying such
scales for theoretical uncertainties that affect the signal and main back-
grounds, since their normalizations are directly measured in data.

� PDF sets: PDF uncertainties are computed as recommended by the
NNPDF collaboration prescription. As far as the signal process is con-
cerned, their shape effect is negligible. Similar considerations hold for
the QCD-induced W+W− background. For top and DY backgrounds,
shape variations introduced by PDF uncertainties can only change the
ratio of the expected yields between the SR and the CR, as an accep-
tance factor. Such uncertainties are considered in CRs and estimated to
be 1% and 2% for tt̄ and DY MC samples, respectively. Contributions
from other MC samples are small and have been neglected. Overall,
the impact of this uncertainty in the signal cross section measurement
is less than 1%.

� Parton shower: For each simulated sample, parton shower uncertain-
ties are computed by PYTHIA 8: the renormalization scale, which
regulates the dynamics of the parton splitting evolution, is shifted by a
factor of 2 and 0.5 for both initial and final state radiations. Only shape
effects are retained for the signal and the main background processes.

� Underlying event: Uncertainties in the underlying event modeling
are derived by varying PYTHIA 8 tune parameters as described in
Ref. [57].
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� Pileup: To quantify this uncertainty, the total inelastic pp cross sec-
tion is varied by 5% with respect to its nominal value of 69.2 mb, as
measured from data [83,84].

A summary of all systematic uncertainties included in this analysis, as
well as their correlation scheme in the fit procedure, is showed in Table 5.4.



112 Chapter 5 Analysis strategy
U

n
certain

ty
P

ro
cess

T
y
p

e
C

orrelation
sch

em
e

B
ack

grou
n
d

u
n
certain

ties
S
in

gle
top

tt̄
com

p
osition

top
sh

ap
e

correlated

top
n

orm
alization

top
free

fl
oatin

g
n
orm

alization
correlated

for
2017

an
d

2018
d

ata
sets,

u
n
correlated

b
etw

een
eµ

an
d

ee/µ
µ

categories
Z
/γ
∗→

τ
+
τ
−

n
orm

alization
Z
/γ
∗→

τ
+
τ
−

free
fl
oatin

g
n
orm

alization
correlated

for
2017

an
d

2018
d

ata
sets

Z
/γ
∗→

`
+
` −

n
orm

alization
Z
/γ
∗→

`
+
` −

free
fl
oatin

g
n
orm

alization
D

Y
w

ith
ou

t
p
ileu

p
jets:

correlated
for

2017
an

d
2018

d
ata

sets,
D

Y
w

ith
p
ileu

p
jets:

u
n

correlated

Q
C

D
-in

d
u
ced

W
+

W
−

n
orm

alization
Q

C
D

-in
d
u

ced
W

+
W
−

free
fl
oatin

g
n
orm

alization
correlated

for
2017

an
d

2018
d

ata
sets,

u
n
correlated

b
etw

een
eµ

an
d

ee/µ
µ

categories
F

ake
rate

(lim
ited

size
sam

p
le)

n
on

-p
rom

p
t

sh
ap

e
u
n
correlated

F
ake

rate
(jet

fl
avor

com
p

osition
)

n
on

-p
rom

p
t

glob
al

n
orm

alization
correlated

E
x
p

erim
en

tal
u
n
certain

ties
In

tegrated
lu

m
in

osity
all

M
C

b
u
t

top
,

W
+

W
−

an
d

D
Y

glob
al

n
orm

alization
p
artially

u
n
correlated

b
-taggin

g
scale

factors
all

M
C

sh
ap

e
p
artially

u
n
correlated

T
rigger

effi
cien

cy
all

M
C

sh
ap

e
u
n
correlated

P
refi

rin
g

scale
factor

all
M

C
sh

ap
e

u
n
correlated

,
on

ly
for

2016
an

d
2017

d
ata

sets
L

ep
ton

effi
cien

cy
all

M
C

sh
ap

e
u
n
correlated

L
ep

ton
p

T
scale

all
M

C
n
orm

alization
p

er
category

u
n
correlated

J
et

en
ergy

scale
all

M
C

n
orm

alization
p

er
category

p
artially

u
n
correlated

J
et

en
ergy

resolu
tion

all
M

C
n
orm

alization
p

er
category

u
n
correlated

,
on

ly
for

2017
an

d
2018

d
ata

sets
J
et

p
ile

u
p

ID
scale

factor
all

M
C

sh
ap

e
u
n
correlated

U
n

clu
stered

p
m

iss
T

all
M

C
n
orm

alization
p

er
category

u
n
correlated

T
h
eoretical

u
n
certain

ties

R
en

orm
alization

an
d

factorization
scales

all
M

C
sh

ap
e

for
V

B
S
,

top
,

W
+

W
−

an
d

D
Y

,
glob

al
n
orm

alization
for

th
e

rest
correlated

P
D

F
set

top
an

d
D

Y
sh

ap
e

correlated
P

arton
sh

ow
er

all
M

C
sh

ap
e

correlated
U

n
d

erly
in

g
even

t
all

M
C

glob
al

n
orm

alization
correlated

for
2016

an
d

2017
d

ata
sets

P
ileu

p
all

M
C

glob
al

n
orm

alization
u
n
correlated

T
ab

le
5.4:

S
y
stem

atic
u
n
certain

ties
an

d
correlation

sch
em

e.
F

ree
fl
oatin

g
n
orm

alization
u
n
certain

ties
are

u
n
con

-
strain

ed
p
aram

eters
th

at
scale

b
ack

grou
n
d

p
ro

cesses
in

S
R

s
an

d
C

R
s.

G
lob

al
n
orm

alization
p
aram

eters
are

assign
ed

to
u
n
certain

ties
th

at
aff

ect
th

e
overall

y
ield

of
a

given
p
ro

cess
in

b
oth

S
R

s
an

d
C

R
s,

w
h
ereas

n
orm

alization
p
aram

-
eters

p
er

category
h
ave

d
iff

eren
t

eff
ects

in
S
R

s
an

d
C

R
s,

b
u
t

are
correlated

am
on

g
each

oth
er.

C
on

versely,
sh

ap
e

u
n
certain

ties
m

o
d
ify

p
ro

cess
y
ield

s
b
in

-b
y
-b

in
.



5.6 Signal extraction 113

5.6 Signal extraction

The signal extraction is performed through a maximum-likelihood template
fit of the discriminating variable discussed in Sec. 5.3. This method [3,85] is
a technique for estimating the values of a set of parameters θ = (θ1, ..., θm)
from a finite sample of data. Given n measurements of a random variable x
distributed according to a probability density function (p.d.f.) f(x;θ), the
likelihood function is defined as:

L(θ) =
n∏
i=1

f(xi;θ) (5.1)

where xi is the outcome of the random variable x for the i-th measurement
and L is treated as a function of the parameters θ. The maximum-likelihood
(ML) estimators θ̂ of the true parameters θ are those which maximize the
likelihood function; if L(θ) is a differentiable function of (θ1, ..., θm) and the
maximum is not at the boundary of the parameters range, ML estimators
are solutions to the following equations:

∂L

∂θ̂i
= 0 i = 1, ...,m (5.2)

where θ̂i is evaluated at the global maximum. Since the functional form of
the p.d.f for this measurement is not analytically known, a binned ML fit
is performed. This procedure consists in replacing the unknown p.d.f. with
histograms of the random variable x, called templates, representing each
signal and background contribution obtained from MC simulations.

In fact, the likelihood function definition may be extended to the case
of a histogram containing N bins, each filled with N

(i)
obs number of observed

events, where i = {1, ..., N}. In order to check whether the measured number
of signal events is compatible with the SM hypothesis, it is convenient to
introduce the signal strenght “modifier” parameter µ, defined as the ratio
between the measured signal cross section and the SM expectation. Thus,
N

(i)
obs is expected to be Poisson-like distributed around µsi + bi, where si and

bi are the expected yields of signal and background events for the i-th bin,
respectively, and µ is referred to as the parameter of interest (POI):

L(µ) =
N∏
i=1

(µsi + bi)
N

(i)
obs

N
(i)
obs!

e−(µsi+bi) ≡
N∏
i=1

P(N
(i)
obs;µsi + bi) (5.3)

Maximizing L(µ) with respect to µ gives the ML estimator µ̂ for the true value
µ. This estimation is called a template fit. After one or more discriminating
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variables are selected, all templates in each category are embedded within the
binned likelihood function, determining how the signal strength is adjusted
during the fit procedure. However, the likelihood function defined in Eq. (5.3)
does not take into account any systematic uncertainty that modifies the
templates. The effects caused by these uncertainties may either vary the
normalization or the shape of the histograms. Systematic uncertainties are
included in the likelihood as additional parameters: even though they are
determined through the same fit procedure, they are not of interest to the
analysis, hence they are called nuisance parameters ν, or simply nuisances.
The likelihood function can be rewritten as follows:

L(µ,ν) =
N∏
i=1

P(N
(i)
obs;µsi + bi)N (ν) (5.4)

where N (ν) is a constraint on the likelihood function determined by the
set of nuisances ν. The value of a normalization uncertainty is estimated
a-priori and modeled by a parameter z that is assumed to be distributed as
a log-normal p.d.f., representing the degree of belief in the knowledge of this
source.

f(z; ν, σz) =
1

zσz
√

2π
exp

(
− (ln z − ν)2

2σ2
z

)
(5.5)

The log-normal distribution is suitable for this purpose since we are dealing
with the estimation of non-negative parameters. The hypothesis ν = 0 cor-
responds to the nominal yield, and the value of σz determines the size of the
constraint in the associated nuisance parameter z.

Nuisances that modify the template’s shape are called shape uncertainties
and need to be treated differently, as they cannot be parametrized by a single
a-priori distribution. For each systematic source, two additional input tem-
plates must be provided to account for shape uncertainties, corresponding
to up and down variations of one standard deviation. Such nuisance para-
maters are estimated by bin-wise interpolation of the histograms: a spline
function is used between the one standard deviation interval, and it becomes
a straight line outside of this range. Implementation details can be found at
this documentation [86].

Finally, statistical fluctuations due to the limited size of MC samples
are assigned to bin-by-bin nuisance parameters, which scale the total bin
yield within its uncertainty. This is estimated as the Guassian uncertainty
of un-weighted events in each bin, and a single parameter is given to all
processes entering that bin - if at least a total of ten un-weighted events
are found, which is always the case. This approximation is known as the
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Barlow-Beeston-lite approach [87], and it is particularly useful to reduce the
number of nuisances in the likelihood function.
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Chapter 6

Results

All SRs and CRs are simultaneously fit to data through the maximum-
likelihood template fit described in Sec. 5.6. Results are presented and dis-
cussed in this Chapter.

6.1 Expected results

Before moving to the results obtained from real data, it is important to
estimate the expected sensitivity of this analysis to the VBS signal. This
can be quantitavely done by means of the so called “Asimov” toy data set, a
pseudo experiment in which data are replaced with the amount of signal-plus-
background events predicted by SM simulations in each bin of the histograms.
Additionally, all nuisances are fixed to their nominal a-priori value in this par-
ticular data set. The maximization of the likelihood function with respect to
the model parameters will return µ̂ = 1 and ẑ = 0 ± σz by construction, for
signal strenght and nuisance parameters, respectively. However, this proce-
dure allows to preliminary assess the total expected uncertainty in the POI,
assuming that real data will exactly be distributed as the SM prediction in
the signal-plus-background hypothesis Hs+b.

A similar estimation can be performed in terms of the statistical signif-
icance of the VBS signal. This quantity gives a measure of how consistent
data are with the background-only hypothesis Hb. In the fit to the Asimov
data set, this is the significance that one would obtain if exactly the SM
signal is observed. In order to formulate a statement about the compati-
bility between data and the Hb hypothesis, it is convenient to construct a
test statistic: requiring a threshold on this variable is equivalent to defining
a critical region that is used to decide whether the Hb hypothesis may be
rejected or not. By the Neyman-Pearson lemma [88], the profile-likelihood
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(PL) ratio λ(µ) is the test statistic with the highest discriminating power
between any two hypotheses. The PL ratio is defined as:

λ(µ) =
L(µ, ˆ̂ν)

L(µ̂, ν̂)
(6.1)

where µ̂ and ν̂ are ML estimators of the POI and nuisances, respectively,
while ˆ̂ν is the set of nuisances that maximizes the likelihood function for a
given signal strength µ. The assumption of the Hb hypothesis corresponds
to computing the PL ratio with µ = 0. To extract the significance of a µ̂ > 0
result obtained by fitting our chosen discriminating variables to either the
Asimov data set or real data, the following test statistic is used:

q0 =
{ −2 lnλ0 µ̂ ≥ 0

0 µ̂ < 0
(6.2)

where λ0 ≡ λ(µ = 0) is the PL ratio in the Hb hypothesis. The definition
of q0 provided by Eq. (6.2) reflects the fact that only upward fluctuations
of data are regarded as signal evidence (µ̂ ≥ 0). Thus, this scenario must
be protected from the case in which a negative signal strength parameter is
estimated, that might happen when observed data are less than the amount
of expected background events.

This test has both the desirable properties to satisfy the Neyman-Pearson
lemma by construction and, according to the Wilks’ theorem [89], can be
asymptotically approximated as a χ2 distribution with 1 degree of freedom.
In the large sample limit, the statistical significance is computed as Z =

√
q0,

where
√
q0 will follow a gaussian distribution with null mean and standard

deviation σ = 1. In other words, Z may be regarded as the “number of
sigmas” by which the test statistic, assuming µ = 0, deviate from the Hb

hypothesis.
To estimate the a-priori uncertainty in the POI, the test statistic q(µ) =

−2 lnλ(µ) is employed again: by definition, q(µ) has a minimum in 0 for
µ = µ̂ and the γ = 68% confidence level (CL) - to be interpreted as the
range that includes the true parameter with a probability of 68% - is taken
as the interval in which the test statistic increases by one. In the asymptotic
limit, this procedure correspond to extract from a gaussian distribution the
quantiles associated to a probability 1-γ/2, i.e. boundaries at ±1 standard
deviation. Even though the likelihood will be not perfectly distributed as a
gaussian function, it can be shown that this prescription still ensure the 68%
coverage; in general, such an interval is asymmetric with respect to µ̂.

Expected results for the eµ category are shown in Table 6.1, where per-
formances of the mjj variable and DNN output are compared. The expected
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significance obtained when the DNN score is fit to the Asimov data set is a
∼10% better than the result from using the mjj distribution as discriminat-
ing variable, and also the expected total uncertainty is slightly smaller in the
first case. Therefore, the former observable is chosen for extracting the VBS
signal out of real data.

Fit variable Expected significance (number of σ) Expected signal strenght
mjj 4.0 1.00+0.26

−0.25

DNN output 4.3 1.00+0.25
−0.24

Table 6.1: Expected significance and signal strength errors in eµ categories.
Results obtained from fitting the mjj and DNN output distributions are com-
pared.

When adding ee and µµ categories to the likelihood function, the expected
significance overcomes the 5σ threshold, i.e., the minimum distance from the
Hb hypothesis to be discarded, and above which we can claim for the signal
observation - if confirmed in data. Expected results for each channel and their
combination, with the full Run 2 data set, are summarized in Table 6.2.

Channel Expected significance (number of σ) Expected signal strenght
ee 1.7 1.00+0.61

−0.58

µµ 2.6 1.00+0.43
−0.40

eµ 4.3 1.00+0.25
−0.24

eµ + ee + µµ 5.2 1.00+0.21
−0.20

Table 6.2: Expected significance and signal strength errors in eµ, ee, µµ
categories and their combination with the full Run 2 data set.

6.2 Post-fit distributions

The full Run 2 CMS data set is analyzed to extract the VBS cross section.
To do so, the histograms of discriminating variables discussed in Sec. 5.3 are
fed into the binned likelihood function, together with the number of events in
CRs. Figs. 6.1 and 6.2 show the observed post-fit distributions in bins of the
DNN output for the eµ category, and in bins of mjj and |∆ηjj| for the ee and
µµ categories combined, respectively. For displaying purposes, distributions
in Figs. 6.1 and 6.2 are derived with a common binning, to include the whole
data set in a single histogram; all systematic uncertainties are propagated
and properly taken into account. The difference between data and MC in
the last bin of the DNN output for Z`` < 1 in Fig. 6.1 was investigated
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by verifying that input variables reasonably agreed with data at DNN >
0.88. The discrepancy is not localized in any bins of such distributions and,
because of the good modeling of the top background, is therefore considered
to be compatible with a statistical under-fluctuation of data. Fig. 6.3 shows
the number of post-fit events in the CRs. Post-fit event yields are shown
in Table 6.4. Observed results for each channel and their combination are
summarized in Table 6.3.

Channel Observed significance (number of σ) Observed signal strenght
ee 1.5 1.45+0.75

−0.70

µµ 3.4 1.42+0.48
−0.44

eµ 3.5 0.85+0.26
−0.25

eµ + ee + µµ 5.6 1.12+0.22
−0.22

Table 6.3: Observed significance and signal strength errors in eµ, ee, µµ
categories and their combination with the full Run 2 data set.
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Figure 6.1: Post-fit DNN output distribution in different-flavor SRs for Z`` <
1 (top) and Z`` > 1 (bottom) categories. This variable quantifies how likely
each event is signal. The contributions from background and signal (red
line) processes are shown as stacked histograms; systematic uncertainties are
plotted as dashed gray bands.
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Figure 6.2: Post-fit mjj distribution and number of events in ee and µµ
combined SRs for Z`` < 1 (top) and Z`` > 1 (bottom) categories. The first two
bins contain the number of events in the selected region (as reported in the
plots themselves). The third bin contains the number of events in the 300 <
mjj [GeV] < 500 and |∆ηjj| > 3.5 regions and, for display purposes, is included
in the mjj distribution, shown in the last five bins. The contributions from
background and signal (red line) processes are shown as stacked histograms;
systematic uncertainties are plotted as dashed gray bands.
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Figure 6.3: Post-fit number of events in different-flavor (top) and same-flavor
(bottom, ee and µµ combined) CRs. In the left plot, the first bin contains
the number of events in the tt̄ + tW eµ CR, and the second bin those in
the Z/γ∗ → τ+τ− CR. In the bottom plot, the first bin contains the number
of events in the tt̄ + tW ee and µµ CRs combined, and the second (third)
bin those in the |∆ηjj| < 5 (|∆ηjj| > 5) DY CR. The contributions from
background and signal processes (red line) are shown as stacked histograms;
systematic uncertainties are plotted as dashed gray bands.
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Process SR eµ Z`` < 1 SR eµ Z`` > 1 SR ee/µµ Z`` < 1 SR ee/µµ Z`` > 1
DATA 2441 2192 1606 1667

Signal + background 2396.8± 98.5 2239.6± 106.0 1590.4± 49.4 1660.5± 43.6
Signal 169.1± 20.2 69.9± 8.4 98.0± 6.5 38.3± 2.5

Background 2227.7± 96.4 2169.7± 105.6 1492.4± 48.9 1622.1± 43.5
tt̄ + tW 1629.4± 71.4 1452.5± 69.5 767.8± 14.5 642.5± 13.2

QCD-induced W+W− 327.0± 61.6 409.3± 77.3 111.1± 16.6 121.5± 17.3
Nonprompt 107.0± 18.4 109.9± 16.4 30.0± 4.9 32.0± 4.2

DY no PU jets – – 259.5± 27.3 408.3± 17.1
DY + 1 PU jets – – 222.7± 33.3 337.4± 32.9
Z/γ∗ → τ+τ− 69.2± 4.6 102.0± 5.8 – –
Multiboson 67.7± 6.6 75.6± 7.3 60.9± 3.8 60.1± 4.8

EWK Z + 2j 1.0± 0.2 0.4± 0.0 40.5± 4.2 20.3± 1.3
Higgs 26.6± 1.5 20.1± 1.0 – –

Table 6.4: Post-fit process yields and uncertainties in each SR (ee and µµ
final states combined).

To validate our approach for the DY estimation in same-flavor categories,
in Fig. 6.4 we show the mjj and |∆ηjj| post-fit distributions in the inclusive
CRs shows both. If compared to Fig. 5.3, data are much more well de-
scribed, although none of these observables have been included in the like-
lihood function. This provide proof for the goodness of our method, which
means that separating the pileup jets DY contribution from hard scattering
events greatly helps in restoring the agreement between data and MC sim-
ulation in a VBS-like phase space, where the DY background is difficult to
model.

Figure 6.4: Observation and prediction in the inclusive DY CR from the full
Run 2 data set of post-fit |∆ηjj| (left) and mjj (right) distributions.
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Moreover, we also verified post-fit distributions for the most relevant input
variables that are fed to the DNN algorithm. In particular, in Fig. 6.5, the mjj

and |∆ηjj| distributions are shown in the two Z`` categories, and predictions
agree with data within post-fit uncertainties.
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Figure 6.5: Post-fit distributions of mjj (upper row) and |∆ηjj| (lower row)
variables in different-flavor SRs for Z`` < 1 (left column) and Z`` > 1 (right
column) categories. These variables are among the nine observables used as
inputs for the DNN, as listed in Table 5.2. The contributions from back-
ground and signal (red line) processes are shown as stacked histograms; sys-
tematic uncertainties are plotted as dashed gray bands.
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6.3 Cross section measurements

The EW W+W− production cross section is measured in two different fiducial
volumes, i.e., restricted portions of the generator-level phase space: one is
defined to closely match the acceptance of detector-level selections, thus lim-
iting extrapolation uncertainties, whereas the other one represents the region
where the VBS signal sample is generated. The former volume is defined with
the same set of selections as that outlined in Table 5.1 for SRs, but kinematic
requirements are transposed to generator-level. To maximize the overlap be-
tween the fiducial and the experimental volumes, generator-level selections
replicate physics-objects definitions as much as possible: if a photon is found
within a distance ∆R < 0.1 from a lepton, its four-momentum is added to
that of the lepton, making a “dressed” lepton. Additionally, if such a lepton
is found within a distance ∆R = 0.4 from a jet axis, the jet is discarded from
the corresponding collection. Electrons and muons coming from a τ decay
are vetoed. The missing transverse momentum is computed as the modulus
of the vector sum of transverse momenta associated with all invisible parti-
cles generated in the event, and is required to be greater than 20 GeV. A
summary of the requirements of the experimental-like fiducial volume is pre-
sented in Table 6.5. The measured fiducial cross section is 10.2 ± 2.0 fb, to
be compared with the LO theoretical prediction of 9.1± 0.6 (scale) fb, where
the uncertainty is computed by varying the factorization scale of the signal.
The observed (expected) significance for the signal with respect to the Hb

hypothesis is 5.6 (5.2) standard deviations, therefore this measurement rep-
resents the first observation of the EW W+W− production and is compatible
with the SM prediction.

In the more inclusive fiducial volume, parton-level requirements define
the phase space of interest, in particular the two outgoing partons (qq

′
) are

required to have pT > 10 GeV and an invariant mass mqq′ > 100 GeV; τ
leptons are included in the simulated signal sample, and their subsequent
decay to leptons is included as part of the signal. The measured fiducial
inclusive cross section is 99 ± 20 fb, and falls within the LO prediction of
89± 5 (scale) fb.

The complete list of systematic uncertainties included in the signal ex-
traction procedure was presented in Table 5.4. In Table 6.6, the effect each
source has in the cross section measurement is reported. The same set of
theoretical uncertainties is considered for the signal sample across the two
fiducial volumes, from the choice of the factorization scale, to the parton
shower and underlying event modeling. PDF variations have not been in-
cluded, since they do not introduce any shape effect in the mjj and DNN
output distributions - a normalization rescaling of the signal does not affect
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Objects Requirements

Leptons

eµ, ee, µµ (not from τ decay), opposite charge

p dressed `
T = p`T +

∑
i p

γi
T if ∆R(`, γi) < 0.1

p`1T > 25 GeV, p`2T > 13 GeV, p`3T < 10 GeV

|η| < 2.5

p``T > 30 GeV, m`` > 50 GeV

Jets

pjT > 30 GeV

∆R(j, `) > 0.4

At least 2 jets, no b jets

|η| < 4.7

mjj > 300 GeV, |∆ηjj| > 2.5

pmiss
T pmiss

T > 20 GeV

Table 6.5: Definition of the fiducial volume similar to the reconstructed SR.

the measured cross section. The different effect theoretical uncertainties have
in the two volumes is taken into account. The POI is the signal strength pa-
rameter, so to quote cross sections we perform a dedicated fit with theoretical
uncertainties normalized such that the cross section in the relevant fiducial
volume is left unaltered. The signal strength parameter from this fit is then
simply multiplied by the expected cross section in its respective phase space
to get the measured cross section. The normalization factor turns out to
be very close for the two volumes, therefore the total relative uncertainty
is basically the same in the two cases. The systematic component of the
overall relative uncertainty is 13.1%, and the combined relative uncertainty
is 19.8%. The statistical contribution is evaluated by freezing all systematic
uncertainties to their best-fit result, and its value is 14.9%.

Despite the large amount of data collected by the CMS experiment from
2016 to 2018, the analysis sensitivity is still limited by statistical uncertain-
ties, which, however, are becoming comparable in size with the systematic
component. Future LHC runs of data taking, such as the Run 3 - officially
started in July 2022, expected to end in 2025 and collect 250 fb−1 of data -
will further increase the experimental precision in VBS measurements, and
possibly open a window for differential cross section measurements, which can
provide additional information to either confirm or disprove SM predictions.
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Uncertainty source Value
QCD-induced W+W− normalization 5.3%
tt̄ scale variation 5.1%
VBS signal scale variation 5.0%
tt̄ normalization 4.9%
b tagging 3.5%
Trigger corrections 3.3%
DY normalization 2.9%
Jet energy scale + resolution 2.6%
Unclustered pmiss

T 2.4%
QCD-induced W+W− scale variation 2.1%
Integrated luminosity 2.0%
Muon efficiency 2.0%
Pileup 1.8%
Electron efficiency 1.5%
Underlying event 1.3%
Parton shower 1.0%
Other <1%

Total systematic uncertainty 13.1%
Total statistical uncertainty 14.9%
Total uncertainty 19.8%

Table 6.6: Sources of systematic uncertainty affecting the cross section mea-
surement by more than 1%. The total uncertainty is also reported, as well
as the total systematic and statistical contributions.



Conclusions

In this work, the first observation of the EW production of a W+W− bosons
pair is reported. The analysis is based on the full Run 2 data set collected
by the CMS experiment, and corresponding to an integrated luminosity of
138 fb−1. Signal candidates must pass either single or double lepton triggers,
as both W bosons are required to decay into a light lepton, along with its
corresponding neutrino. Moreover, two VBS-like jets are selected, i.e. tight
mjj and |∆ηjj| kinematic cuts are applied to the two jets with the highest pT

in the event. To achieve a better sensitivity to the VBS signal process, both
different- and same-flavor final states are considered for this analysis, which,
combined together, have enough statistical power to make the observation
possible.

Indeed, the main challenges of this analysis are the background estima-
tion and reduction techniques, which are fundamental ingredients for mea-
suring such a rare process. Unlike other VBS modes, the W+W− channel is
populated by the tt̄ pair production background, which represents the main
background source for its huge cross section: a DNN algorithm is used to
disentangle this background and the QCD-induced W+W− production from
the VBS signal in eµ categories. On the other hand, ee and µµ final states are
also dominated by DY events in which pileup jets fake the real source of pmiss

T

that one would expect from the emission of neutrinos. A dedicated strategy
is developed to measure this background process, and the mjj variable has
enough discriminating power to suppress it in ee and µµ categories.

The statistical significance of the EW W+W− production is 5.6 standard
deviations with respect to the background-only hypothesis (5.2 expected).
Two fiducial cross section measurements are quoted for this process, one
being more inclusive, as it represents the cross section measured in the phase
space where the signal sample has been generated, and the other one being
closer to the experimental selection outlined at reconstruction-level. The
measured (expected) value is 99± 20 fb for the former and 10.2± 2.0 fb for
the latter, and they are both in agreement with LO predictions - 89±5 (scale)
fb and 9.1± 0.6 (scale) fb, respectively.

129
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Future data taking periods of the LHC will enable further precision stud-
ies in the context of VBS measurement, from the Run 3 - which has just
started - to the upcoming high luminosity phase, which will allow to collect
more than 3000 fb−1 of new data. In this landscape, differential cross section
measurements and combinations of multiple diboson VBS channels will play
a key role in understanding the physics of these rare EW processes, possi-
bly pointing to new physics phenomena that governate laws of nature in the
realm of high energy interactions.
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