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Abstract

We consider Internet of Things (IoT) sensors deployed inside an area to be monitored. Drones
can be used to collect the data from the sensors, but they are constrained in energy and storage.
Therefore, all drones need to select a subset of sensors whose data are the most relevant to be
acquired, modeled by assigning a reward. We present an optimization problem called Multiple-
drone Data-collection Maximization Problem (MDMP) whose objective is to plan a set of drones’
missions aimed at maximizing the overall reward from the collected data, and such that each
individual drone’s mission energy cost and total collected data are within the energy and storage
limits, respectively. We optimally solve MDMP by proposing an Integer Linear Programming
based algorithm. Since MDMP is NP -hard, we devise suboptimal algorithms for single- and
multiple-drone scenarios. Finally, we thoroughly evaluate our algorithms on the basis of random
generated synthetic data.

Keywords: Drones, Sensor networks, Data collection, Integer Linear Programming,
Approximation algorithms

1. Introduction

With the recent advent of the Unmanned Aerial Vehicles (UAVs), such as drones, we have
seen a rapid growth of civilian applications that make use of them. Just to mention a few, drones
can be efficiently employed for localizing missing people in search and rescue operations [2, 3], for
delivering goods in the last-mile scenario [4, 5, 6], for scouting insects in a precision agriculture
context [7, 8]. In this last smart agriculture application, drones can plan missions inside an orchard
to take pictures of trees at different heights (to photograph as many bugs as possible, if present)
so that subsequent machine learning algorithms can recognize the abundance of the pest [9]. The
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main reason why drones are used in such types of applications is their ability to perform very
challenging tasks in an easy way. In fact, autonomous ground vehicles, such as robots, can still
execute tasks on their own, but they are particularly constrained by mobility. For instance, it is
really hard for a robot, if not impossible, to overtake a creek or travel inside a plough land, whereas
for drones, this task can be quickly done. Even inside an orchard (or vineyard), a robot has to go
either at the beginning or at the end of a row to swap the monitored row [10], while for a drone,
this task would be significantly easier because it can overfly the row.

With the current state of technology, multiple applications can be done in smart agriculture
with the help of drones. In addition to the aforementioned bug detection application, also the
spread of pesticides and insecticides on crops, the monitoring of the health of the field, and also the
collection of sensed data from ground Internet of Things (IoT) sensors, can be done by leveraging
drones. Taking into account the latter application, farmers are starting to rely on these IoT
sensors to implement smart agriculture. In particular, IoT sensors [11] can simply sense the current
temperature or air humidity, can determine the current wind speed and direction, or can even take
pictures or record videos by using RGB or infrared chips. Since these sensors have a limited radio
communication range [12] and available storage [13], detected data must be periodically transferred
to an external device for further analysis [14]. Furthermore, the deployment area can be very large
and therefore the sensors cannot directly transfer their perceived data to the main base station [15]
(briefly, the depot). Even with a multi-hop paradigm, there is still the issue that sensors closer to
the depot use more energy while relaying data [16], and the network can be easily disconnected.

Sensor

Drone

Waypoint

Route

Depot

Figure 1: The sketched representation of our application. The surface is not flat, and therefore the sensors have
different heights with respect to the depot.

In this work, we consider that a set of multiple homogeneous drones is responsible for collecting
data from ground IoT sensors. An example of a data collection scenario using two drones is
depicted in Figure 1. We assume that a set of heterogeneous ground sensors is randomly deployed
on an area for sensing particular phenomena. Due to the fact that the deployment area can be
very large, the sensors cannot directly transfer their perceived data to the depot. In our proposed
architecture, drones flying over the area are responsible for performing a mission (a route) to/from
the depot, with the objective of selectively collecting the data from the sensors. However, the
drones themselves are limited in terms of energy battery (when flying and hovering) and available
memory storage (when collecting data). In principle, due to the two limitations mentioned above,
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drones cannot collect all the data from all deployed sensors, but they have to plan a proper route
and use parsimoniously both their available energy and storage. Moreover, in harsh environments,
the drones could not immediately transmit the collected data to the cloud/depot because the
Internet connectivity can be absent, and hence they need to keep the data to their storage, which
is limited in capacity, until they finally reach the main depot.

In our proposed context, certain sensors’ data are more critical and should be collected with
higher priority than others. This implies that some data are more relevant and important than
others. Moreover, since some older data can be lost if not offloaded in a timely manner, it is crucial
to consider data more relevant if stored in a sensor that has less space left. Therefore, the farmer
of the field to be monitored must prioritize these sensors over others, based on the criticality of
the data and the likelihood of data loss. To model the relevance and consequent prioritization of
data to be collected by drones, a specific reward is assigned to each sensor data based on the data
relevance. Urgent data requiring immediate analysis is given a higher reward than regular data,
and data that may be lost due to the shortage of available local storage is also prioritized.

The primary goal pursued in this paper is maximizing the total reward obtained by collecting
the most relevant data using a fleet of drones. However, this must be achieved while ensuring that
the energy cost of each drone’s mission does not exceed the battery budget, and that the total
collected data do not exceed the storage limit on each drone. To the best of our knowledge, this
is the first time that a fleet of homogeneous drones is in charge of collecting data from a set of
heterogeneous ground sensors while simultaneously taking into account both the available energy
and storage for the drones.

This work extends our previous conference paper [1] in which only a single drone was involved
in data collection. The contributions of this paper are summarized below.

• We define a novel optimization problem, called Multiple-drone Data-collection Maximization
Problem (MDMP), whose goal is to collect the most relevant data by leveraging drones, i.e.,
maximizing the total obtained reward, while ensuring that each drone’s mission energy cost
does not exceed the battery budget, and the total collected data do not exceed the storage
limit on each drone;

• We formally prove that MDMP is NP -hard (even for the single-drone scenario) because the
Team Orienteering Problem (TOP) can be seen as a particular instance of MDMP;

• We devise an Integer Linear Programming (ILP) formulation for optimally solving MDMP,
only suitable for small-sized inputs;

• We propose approximation and heuristic algorithms for obtaining suboptimal solutions for
the single- and multiple-drone scenarios for inputs of any size;

• We thoroughly evaluate the performance in terms of collected reward of our algorithms on
randomly generated synthetic data.

The rest of the paper is organized as follows. Section 2 reviews the related work. Section 3
formally defines MDMP showing its NP -hardness, and proposes the ILP-based optimal algorithm
for it. Section 4 and Section 5 present suboptimal approximation and heuristic algorithms for
solving MDMP for the scenario of a single and multiple drones, respectively. Section 6 evaluates
the effectiveness of our algorithms on randomly generated synthetic data, and Section 7 offers
conclusions and future research directions.
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2. Related Work

Many papers have been proposed in the realm of data collection in sensor networks with the
help of drones.

In [17, 18], the authors consider the problem of scheduling the flight of a drone in charge to
maximize the utility due to the data collected in a sensor network composed by homogeneous
sensors deployed on a flat surface. The drone has the ability to simultaneously collect data from
multiple sensors and its hovering time depends on the size of data to be collected. The authors
discretize the possible hovering points for the drone in order to limit the number of them. A
similar scenario is also considered in [19], in which the objective is to find the tour that maximizes
the utility of the collected data considering the data transfer divided into time slots of equal
width. Furthermore, the paper in [20] considers the problem of determining the minimum number
of UAVs to be deployed to collect all the data from sensors on a flat area without exceeding
a given budget time. Two algorithms are proposed to solve the problem. In contrast to the
three previously mentioned works, our paper considers several crucial factors that have been not
accounted for, namely the presence of heterogeneous sensors at different elevations, the energy
consumption required for flight, the drone’s storage capacity limitation, as well as the presence of a
fleet of multiple drones. Furthermore, to prevent potential bandwidth saturation, we do not permit
the simultaneous collection of data from multiple sensors. These considerations are of significant
importance when designing a drone-based data collection system, and our work addresses these
challenges in a comprehensive manner.

The problem of scheduling the UAV’s tour which minimizes the maximum energy consumption
for all the sensors is studied in [21]. The authors jointly consider the sensors’ wake-up and the UAV’s
path by formulating a mixed-integer non-convex optimization program, and a suboptimal algorithm
which iteratively applies a successive convex optimization technique. The authors in [22] propose
a clustering algorithm and meta-heuristics to address a similar problem where the sensors are
deployed in a hilly terrain, and the single UAV is not energy-constrained. In contrast to the above
papers, which consider homogeneous sensors relying on continuous communications or even not
energy-constrained drones, our paper proposes approximation and time-efficient heuristic solutions
for a system with multiple drones and heterogeneous sensors. Additionally, all the previous works
only offer computationally expensive exact solutions or meta-heuristic solutions, whereas we also
propose more time-efficient deterministic methods.

The problem of maximizing the freshness of the data collected by a UAV has been studied
in [23]. In particular, two problems of Age-of-Information (AoI) data collection are formulated to
minimize both the sensors’ maximal and average AoI. In [24], the authors propose a framework for
controlling the flight speed of the UAV to improve the fairness of data collection. They formalize
fairness as a metric that depends on the energy level of the sensor nodes and on the amount of
data to be sent to the UAV. Specifically, since only cluster heads have to transfer data collected
via multi-hop from the other nodes to the UAV, their fairness is the least. Therefore, the authors
develop a method which controls and adjusts the UAV’s speed according to the intra-cluster density
of sensors, and the distance from the UAV and each sensor. However, unlike our work which deals
with multiple drones each with energy and storage constraints, the authors do not consider the
energy consumption and the storage availability of the single drone in their approach.

The authors in [25] present an optimization problem where a drone is in charge to collect data
from a set of ground sensors. Here, the locations where the drone has to stop are not known
in advance, and they are computed according to a clustering scheme. The goal is to determine
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the single drone’s path such that the drone’s energy is minimized. When computing the path, a
trade-off between the flight duration and the communication reliability is required. The problem
is solved relying on ILP formulations. A similar approach is proposed in [26], in which the goal is
only to minimize the flight time of the single drone. The problem is optimally solved by performing
a brute-force algorithm plus two heuristic algorithms. The above papers differ from our approach
in that they only utilize a single drone, and they do not take into account data relevance in their
modeling. Consequently, their objective is to maximize the quantity of collected data, whereas our
approach is a more generalized version in which are involved multiple drones, and incorporated
data relevance as a factor in our optimization.

In [27], the data collection problem is investigated under a “security” point of view. In fact,
a fleet of drones is responsible for selectively collect data from a set of ground sensors, with the
main goal to guarantee the security of the stored data. Different metrics are optimized in [27],
such as computational cost, energy consumption, and communication overhead. The optimization
function used in their approach did not take into consideration any kind of relevance of the data,
as well as the storage of the drones.

The authors of [28] investigate data collection in a wireless sensor network by using multiple
drones. Two main issues are addressed: (1) how to ensure seamless synchronization among sensors
and drones at each transit, and (2) how to compute energy-efficient schedules for the sensors and
feasible trajectories for the drones. To solve the problem, a joint wake-up scheduling and drone path
planning optimization problem is formulated; eventually, simulations are also proposed. Similarly,
in [29] drones are used to gather data from a set of ground sensors that rely on a Long Range Wide
Area Network (LoRaWAN) protocol. The proposed problem takes into account three objectives,
such as: (1) minimize the total drone’s flying time, (2) collect all data packets from all nodes, and
(3) minimize the nodes’ energy consumption. Differently from our approach, the authors focus on
prolonging the lifetime of the sensor network by only considering the limited battery capacity of
the drones, without accounting for the storage constraint or the relevance of the collected data.

Finally, a recent work in [30] proposes an optimization problem to find a sequence of locations
that the drone should follow inside the monitored area, so that the overall time to collect data is
minimized. Unlike us, the authors only use a single drone and collect data from all sensors, without
considering the relevance of their data or selecting a subset of sensors based on their relevance.

3. Problem Definition

In this section, we introduce the system model, define our novel problem for data collection
in an IoT sensor network by leveraging drones, prove its NP -hardness, and devise the optimal
solution for it by formulating an ILP.

3.1. System Model

Let F be the field, whose center O = (0, 0, 0) is the depot, to be monitored by a set V =
{v1, . . . , vn} of n heterogeneous IoT ground sensors. Each sensor vi ∈ V is randomly deployed
in F , and its position is (xi, yi, zi) with respect to O. The field F can be seen as a complete
graph G = (V,E) where the set V is the set of vertices/sensors, and the set E represents the
edges/connections among each pair of sensors. The sensors collect data like the temperature,
pressure, or even pictures or videos to be saved on their local storage of size Wi, assumed to be
different for each sensor. In fact, tiny sensors that record text data have a small storage, but camera
sensors that have to store large videos, need a much larger storage. Since Wi is limited, sensors
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have to periodically transfer the recorded data to external devices. Let 0 < wi ≤Wi be the size of
the data that each vi needs to transfer. As mentioned above, the data are modeled by a relevance,
and the relevant data should be prioritized when ground sensors have to start data transfer. This
is modeled by associating a reward ri > 0 to each sensor vi. Data that need immediate analysis
are prioritized with a higher reward than standard data, and data that may be lost (overwritten)
due to limited storage capacity are also associated with high priority. So, the more is the reward,
the more relevant is to off-load the data to an external device. Importantly, given an instance of
the problem, the relevance does not change, and remains the same until the mission is completed.

The external devices that collect sensor data are a set of l homogeneous drones denoted as
D = {d1, . . . , dl}. The flight mission of each drone starts and finishes at O. The drones fly at
a fixed altitude h above the ground and have a communication range with a radius R. So, a
drone dk ∈ D can collect data from a sensor vi if ∥dk − vi∥2 ≤ R, i.e., if their relative Euclidean
distance is within the communication range. In this work, we neglect communication issues such
as shadowing, fading, or multipath propagation. Moreover, we assume that the drones and the
sensors are always in line of sight and hence no obstacles are present. We also assume that the
drones cannot collide among them or with any sensor. In fact, by opportunely tuning the heights
at which drones fly, we can assume that drones cannot collide. However, for the sake of clarity, we
simply consider the same height for all the drones even though collisions are still not addressed.

sideC1

v1p1

C2

v2p2

C3

v3p3

C4

v4p4

Cd

d

p21,2

p11,2

top

v1

v2

v3

h
z1

z3

d

R
v4

Figure 2: Top and side representations of the field F .

The drones are allowed to hover only at specific locations over F , called waypoints, represented
by a set P of possible positions. Firstly, P contains all the positions of the projected sensors at
height h, i.e., ∀vi = (xi, yi, zi) ∈ V we have pi = (xi, yi, h) ∈ P . P also contains other points
as follows. For each sensor vi, we define an admissible region in which the drones can actually
communicate with it. Such a region is delimited by a circumference Ci of radius ≤

√
R2 − (h− zi)2.

To be more precise, a drone flying at a height h has a communication sphere of radius R which
intersects the ground level (h = 0) forming a circumference Cd of radius ≤

√
R2 − h2. A sensor can

communicate with a drone if the center of Ci is inside the circumference Cd. E.g., in Figure 2 the
sensor v4 and the drone d can communicate. In general, the number of possible drone waypoints
can be unbounded. Therefore, in order to bound the number of waypoints for the drone [19], for
each pair of sensors vi and vj , we add in P all the possible intersections p1i,j and p

2
i,j between Ci and

Cj (see Figure 2). Also the depot O = p0 ∈ P . So, given the n sensors, the number of waypoints
is m = |P | ≤ n+ n(n− 1) + 1, because two sensors can generate no more than two intersections.
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Each individual drone is constrained by the limited energy of its battery that consumes when
moves between locations and when hovers at waypoints. Sensors can start the data transfer
procedure only when the drone hovers at waypoints. Hence, the sensors cannot transfer the data if
a drone is currently moving even if their relative distance is within the communication range. We
also assume that a drone cannot concurrently collect data from multiple sensors, but separately
one at a time. So, if two sensors v1 and v2 are in range with a drone (say da), only one (say v1) can
transfer the data, while the other (say v2) has to wait until v1 finishes the procedure. However,
if there is another drone (say db) in range with v1 and v2, and v1 is transmitting towards da, db
could collect the data from v2 at the same time because there is not any conflict nor any queue
among them. Moreover, we do not allow for a partial transferring, so when a sensor v1 starts to
transfer data to a drone da, da necessarily must hover at the waypoint until the data is completely
collected. This also means that a sensor v1 cannot transfer a portion of data to a drone da, and
the remaining portion to another drone db.

Given a waypoint pi ∈ P , let Qi be the set of ground sensors possibly in range with any drone,
i.e., covered by a drone if it flies in pi. So, each sensor vk ∈ Qi can communicate with a drone in
pi because ∥pi − vk∥2 ≤ R.

Let EF (pi, pj) be the drone required flying energy for moving from pi to pj , which depends on
the Euclidean distance between waypoints, i.e., ∥pi − pj∥2, and on the energy per unit distance
parameter α > 0, so that:

EF (pi, pj) = α · ∥pi − pj∥2. (1)

Let EH(pi, t) be the required drone’s hovering energy for statically staying at the waypoint pi
for t time slots, which depends on the number of time slots, i.e., t, and on the energy per time
slot parameter β > 0, so that EH(pi, t) = β · t. However, for a given pi, the number of the needed
time slots t depends on the size of the data to be collected from the sensors in Qi. Recall that
there are multiple drones, and a sensor can transfer its data to at most one drone. So, we have
Qi ⊇

⋃l
j=1Q

j
i , where Q

j
i is the subset of sensors that the drone dj needs to collect the data from.

Moreover, Qi is a partition and hence we also have Qai ∩ Qbi = ∅ for any a ̸= b. Thus, if there

are sensors vk ∈ Qji ⊆ Qi, the cumulative data to transfer to the drone dj from the sensors in Qji
at the waypoint pi is

∑
vk∈Qj

i
wk. So, the required time depends on the total quantity of data to

be transferred, and on the data-transfer rate parameter γk > 0 for the sensor vk, so that we can
finally redefine the hovering energy function as:

EH(Qji ) =
∑
vk∈Qj

i

β

γk
wk. (2)

Let M = {M1, . . . ,Ml} be the set of the l drones’ missions. Each individual mission Mj ,
accomplished by the drone dj , is formed by a sequence of distinct waypoints to be visited to/from
the depot O = p0; i.e., M is a sequence p0, . . . , pi, . . . , p0. For each waypoint pi, the drone dj
actually obtains the data from a subset Qji ⊆ Qi of sensors due to its storage limitation. Finally,

CMj = CFMj
+ CHMj

(3)

is the total mission cost (in terms of energy) of the mission Mj , where CFMj
is the flying cost, and

CHMj
is the hovering cost. Therefore, given the sequence of consecutive waypoints (pi, pk) ∈Mj , the
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flying and hovering energy costs are, respectively,

CFMj
=

∑
(pi,pk)∈Mj

EF (pi, pk) (4)

CHMj
=

∑
pi∈Mj

EH(Qji ) (5)

The other aspect to consider is the overall transferred data from the sensors to the drones.
Namely, let UMj be the total used storage by the drone dj when doing the mission Mj , i.e.,

UMj =
∑

pi∈Mj ,vk∈Qj
i

wk. (6)

Finally, let RMj be total obtained reward by the drone dj when doing the mission Mj , i.e.,

RMj =
∑

pi∈Mj ,vk∈Qj
i

rk. (7)

Note that, when l = 1, Eqs. (3) (6) (7) can be rewritten as CM , UM , and RM , respectively.
Concerning the drones’ constraints, let E > 0 be the available energy budget on the battery for

performing a mission, i.e., each drone has its own energy budget E because the drones are assumed
to be homogeneous. Moreover, let S > 0 be the available storage budget on the mass storage for
collecting the sensors’ data. Again, each drone has its own storage budget S. So, for each drone
dj , it is jointly required that:

CMj = CFMj
+ CHMj

≤ E (8)

UMj ≤ S. (9)

In this paper, we assume that any mission formed by only a single waypoint is feasible for both
energy and storage for a single drone. Specifically, all sensors in the vicinity of such a waypoint
can safely offload their data to a drone.

3.2. The Multiple-drone Data-collection Maximization Problem

In this paper, we present the Multiple-drone Data-collection Maximization Problem (MDMP)
whose goal is to find a set of routes for the drones to/from the depot, and a selection of sensors
to assign to each drone, such that the sum of the total collected reward is maximized, and both the
energy and storage budgets on each drone are not exceeded. Given the set V of n sensors, the set D
of l drones, and the energy and storage budgets of the drone E and S, respectively, the objective
is to determine the optimal set of missionsM∗ such that:

M∗ = argmax
∑
dj∈D

RMj : CMj ≤ E, UMj ≤ S. (10)

Now, we are in a position to show that:

Theorem 1. The MDMP is NP-hard.
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Proof. The classical Team Orienteering Problem (TOP), which has been proven to be NP -hard [31],
can be seen as a particular instance of MDMP. Recall that in TOP the goal is to find a set of
suitable closed routes for a given fleet of vehicles inside a weighted graph such that the sum of the
total collected reward on visited vertices is maximized, and the traveling route cost of each vehicle
along edges is within the given budget in input. However, in TOP, there is no storage constraint.
So, we can reduce any instance of TOP to MDMP as follows: The total available storage constraint
for a single drone can be relaxed by setting S = +∞. Concerning the reward, in TOP there is
no choice to perform in each waypoint. This corresponds to assume that Qji = Qi in MDMP,
i.e., we select for the drone dj all the reachable sensors at pi ∈ P . After these modifications,
any instance of TOP is exactly an instance of MDMP. So MDMP is NP -hard. When only one
drone is considered, TOP becomes the Orienteering Problem (OP) which has been shown to be
NP -Hard [31]. Hence, even for the single-drone scenario, MDMP is NP -Hard.

In the next section, we will present the optimal algorithm capable of optimally solving MDMP.

3.3. ILP Formulation

The MDMP can be optimally solved using an ILP formulation. We enumerate the sensors as
V = {1, . . . , n}, the waypoints as P = {0, . . . ,m} (0 is the depot), and the drones as D = {1, . . . , l}.
Let xkij ∈ {0, 1} be a decision variable that is 1 if the sensor i ∈ V transfers its data to the drone

k ∈ D at the waypoint j ∈ P; otherwise, it is 0. Let ykηj ∈ {0, 1} be a decision variable that is 1
if the drone k ∈ D travels from the waypoint η ∈ P to the waypoint j ∈ P; otherwise it is 0. Let
1 ≤ uki ≤ m be a dummy variable that indicates the temporal order of the waypoints visited by
the drone k ∈ D, i.e., ukη < ukj waypoint η is visited by the drone k before the waypoint j [32]. So,
the ILP formulation is:

max

l∑
k=1

n∑
i=1

m∑
j=0

rix
k
ij (11)

subject to:

l∑
k=1

m∑
j=0

xkij ≤ 1, ∀i ∈ V (12)

m∑
j=1

yk0j =
m∑
η=1

ykη0 = |D|, ∀η, j ∈ P \ {0}, ∀k ∈ D (13)

ykjj = 0, ∀j ∈ P \ {0}, ∀k ∈ D (14)
m∑
η=1

ykην =
m∑
j=1

ykνj = max
i∈V

xkiν , ∀ν ∈ P, ∀k ∈ D (15)

ukη − ukj + 1 ≤ m(1− ykηj), ∀η, j ∈ P \ {0}, ∀k ∈ D (16)

1 ≤ ukη ≤ m, ∀η ∈ P \ {0}, k ∈ D (17)
n∑
i=1

m∑
j=0

wix
k
ij ≤ S, ∀k ∈ D (18)
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Table 1: Table of Notation.
Symbol Description

F field to be monitored by the drone
V = {v1, . . . , vn} set of n ground sensors
(xi, yi, zi) position of sensor vi with respect to the center of the field O
G = (V,E) complete graph representing F
E set of edges/connections among sensors in V
Wi local storage of sensor vi
wi ≤Wi size of data that sensor vi needs to transfer
ri reward associated with sensor vi (relevance)
D = {d1, . . . , dl} set of l drones
h altitude of the drones above the ground with respect to O
R communication range radius
P set of possible drone waypoints
pi a waypoint representing the position of projected sensor vi
Ci communication circumference of sensor vi
p1i,j , p

2
i,j intersection points between Ci and Cj

m number of waypoints in P
Qi set of sensors possibly in range with a drone when flying in pi
EF (pi, pj) drone required flying energy for moving from pi to pj
α energy per unit distance
EH(pi, t) required drone’s hovering energy for staying at pi for t time slots
t number of time slots in which the drone hovers
β energy per time slot

Qji subset of sensors that drone dj in pi needs to collect the data from
γk data-transfer rate for sensor vk
EH(Qji ) redefined hovering energy function
M = {M1, . . . ,Ml} set of the l drones’ missions
CMj total mission cost (in terms of energy) of the mission Mj

CFMj
flying cost of mission Mj

CHMj
hovering cost of mission Mj

UMj total used storage by drone dj when doing the mission Mj

RMj total obtained reward by drone dj when doing the mission Mj

E > 0 available energy budget on the battery for performing a mission
S > 0 available storage budget on the mass storage for collecting the sensors’ data
M∗ optimal set of missions
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m∑
j=0

 n∑
i=1

hix
k
ij +

m∑
η=0

fηjy
k
ηj

 ≤ E, ∀k ∈ D (19)

The objective function is represented by Eq. (11) which maximizes the overall reward. About
the constraints, Eq. (12) states that each sensor can transfer its data no more than one time;
Eq. (13) forces that the each drone’s route begins and ends at the depot; Eq. (14) forbids self
loops; Eq. (15) guarantees that each generated path is a simple cycle which contains the selected
sensors; Eq. (16) ensures that no more than a single loop is allowed for each drone [32]; Eq. (17)
indicates the temporal order of the visited waypoints, i.e., ukη < ukj if pη is visited before pj by

the kth drone [32]; Eq. (18) guarantees the storage constraint of each drone; Eq. (19) guarantees
the energy constraint of each drone, where hi = EH(pi, wi) ≥ 0 is the drone’s hovering cost for
transferring the data from sensor i, and flj = EF (pl, pj) ≥ 0 is the drone’s flying cost for moving
from waypoints pl to pj .

We denote this formulation by OPT. Since OPT is only suitable for small inputs, in the
following, we propose faster suboptimal algorithms suitable for any input. Specifically, in Section 4
we first devise algorithms for the particular case of a single drone, while in Section 5 we propose
algorithms for the general case of multiple drones.

Table 1 summarizes the notation that has been adopted in this paper.

4. Solving MDMP with a Single Drone

In this section, we propose an approximation algorithm, called Reward-Storage-first Energy-then
Optimization (RSEO-s), and two greedy heuristic algorithms, called Max ratio Reward-Energy
(MRE-s), and Max ratio Reward-Storage (MRS-s), respectively, in order to solve MDMP with
a single drone, i.e., l = 1. Note that the suffix “-s” stands for “single-drone”. Moreover, in this
section we denote M as the single-drone mission, while in the next section we will denote M as
the set of missions of the fleet of drones.

4.1. The RSEO-s Algorithm

In this section, we devise an approximation algorithm that suboptimally solves MDMP with
a single drone, called Reward-Storage-first Energy-then Optimization (RSEO-s). It is split into
two phases. In the first phase, we select a subset of sensors such that the collected reward is
maximized while ensuring that the storage requirement is met. Once the selection of sensors is
done, we choose the minimum number of waypoints capable of covering all the selected sensors. At
these waypoints, we compute the minimum energy-cost traveling route to/from the depot. Notice
that the resulting route might be energy-unfeasible. If it is so, in the second phase we reduce the
main route into a smaller one by removing the waypoint that reduces the least the lost reward.
So, after the removal of the waypoint (along with two edges), we need to add an edge so that the
path remains closed. This strategy is repeatedly done until we reach an energy-feasible route. The
pseudocode of RSEO-s is given in Algorithm 1.

The objective is to maximize the reward by considering the drone’s storage, and initially ne-
glecting the drone’s energy. This is realized by approximating three classical NP -hard subproblems,
namely the knapsack, the min-set cover, and the traveling salesman.

The RSEO-s algorithm works as follows. Let us now focus on the first phase. We initially
determine a subset of sensors V ′ ⊆ V such that the obtained reward is maximized and the storage
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Algorithm 1: The RSEO-s Algorithm

1 V ′ ← knapsack(V,S)
2 P ′ ← min-set-cover(V ′, P )
3 M ← traveling-salesman(P ′)
4 while CM > E do
5 p← argminpi∈M RM −RM\{pi}
6 M ←M \ {p}
7 return M

constraint S is satisfied by invoking the knapsack procedure [33] (Line 1). In the knapsack proce-
dure, we are given a collection of objects (sensors), each one associated with a size (data) and a
reward (relevance), and we are asked to select a subset such that the total reward is maximized,
while the total size occupied does not exceed that of the knapsack (drone’s storage capacity). Let
V ′ be the set of selected sensors and P be the family of subsets derived from the waypoints. Then,
recalling that a sensor can be reached from multiple waypoints, we minimize the number of way-
points to visit to cover the entire set V ′ by invoking the min-set-cover procedure [33], determining
so a subset of P ′ ⊆ P of waypoints with cardinality |P ′| ≤ |V ′| (Line 2). In the min-set-cover
procedure, we are given a set V ′ (sensors) and a family of subsets on P (waypoints), and the
requirement is to select the minimum number of subsets whose union equals V ′. Finally, since
the drone has to perform a mission M to/from the depot visiting the waypoints P ′, we try to
minimize the energy required by performing the traveling-salesman procedure [33] (Line 3). In
the traveling-salesman procedure, we are given the set of points |P ′| (waypoints) in the Euclidean
plane and a starting position p0, with the requirement to traverse a tour starting and ending in p0
so that all points are reached once and the traveled distance (energy) is minimized.

If the mission M is energy-feasible, then M is returned, otherwise we have to reduce M by
removing a vertex (along with two edges) during the second phase. From all the waypoints that
form M , we remove the one that minimizes the loss of reward associated to the that waypoint
(Line 5). When we remove such a waypoint, we need to add an edge that ensures the existence
of a closed path to/from the depot. This is repeated until M is energy-feasible. Eventually, the
solution M is returned (Line 7).

Theorem 2. RSEO-s solves MDMP with a single drone with an approximation ratio of ψ
µϕ where

µϕ is the number of waypoints returned by a ϕ-approximation algorithm for the min-set-cover whose
optimal solution has µ elements, which cover the sensors selected by a ψ-approximation algorithm
for the knapsack.

Proof. The solutionM depends on the computed cycle starting from the knapsack invocation (that
returns a subset V ′ ⊆ V of sensors), which in turn depends on the ψ-approximation algorithm for
solving it [33]. Recall that, ψ ≤ 1 because the knapsack is a maximization problem. Then, in order
to reduce the number of waypoints from which we collect the data, we rely on a ϕ-approximation
version of the min-set-cover that returns at maximum |P ′| ≤ µϕ ≤ |V ′| ≤ n waypoints [33], where
µ is the minimum number of waypoints able to cover V ′. Recall that ϕ ≥ 1 because the min-
set-cover is a minimization problem. If the resulting cycle given by the traveling-salesman [33]
is energy-feasible, the approximation ratio of RSEO-s would be directly ψ, otherwise we need to
prune some vertices reducing so the goodness of the solution. So, assuming R(SOL), R(OPTKP),
and R(OPT ) as the reward collected by the solution M , by the knapsack, and by the optimum
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algorithm, respectively, we can now prove that:

R(SOL) ≥ ψ

µϕ
R(OPTKP) ≥

ψ

ϕµ
R(OPT ).

The first inequality holds since we rely on a ψ-approximated solution provided by knapsack. More-
over, according to our assumption, the drone actually selects at least one waypoint. Therefore,
by selecting the best waypoint among the µϕ ones, the collected reward of R(SOL) is at least a
fraction 1

µϕ of the ψ-approximated solution of the knapsack. Finally, since R(OPT ) ≤ R(OPTKP)
is clearly true, the last inequality is also satisfied.

In the next, we discuss the time complexity. In this paper, we rely on the greedy strategy
for fractional knapsack which requires O(n log n) time and also guarantees a 1

2 -approximation [33],
i.e., ψ = 1

2 . Recall that |P ′| ≤ |V ′| ≤ n. To implement min-set-cover we rely on a greedy
strategy which takes O(m|V ′|) (because m is the cardinality of the subsets of sensors given by the
waypoints) and guarantees a (log |V ′|)-approximation [33], i.e., ϕ = log |V ′|. Regarding traveling-
salesman, we exploit Christofides’ 3

2 -approximation algorithm [33] (although it does not affect our
ratio), which takes O(|P ′|3). Finally, since M comprises of O(|P ′|) edges, and considering that
at each iteration we remove one vertex, the time required by the loop (Line 4) is O(|P ′| log |P ′|).
Thus, the overall time complexity of RSEO-s is O(n log n+m|V ′|+ |P ′|3 + |P ′| log |P ′|) = O(n3),
and our approximation bound is bounded from below by Ω

(
1

2µ log |V ′|

)
.

4.2. The MRE-s Algorithm

In this section, we devise a heuristic algorithm that suboptimally solves MDMP with a single
drone, called Max ratio Reward-Energy (MRE-s). MRE-s greedily adds, to the current solution
the sensor whose ratio between the reward and the additional energy cost with respect to the
current drone mission is the largest. When computing this ratio for any new sensor, we also have
to consider the energy for going back to the depot, since the drone cannot remain without energy.
Moreover, a sensor can be selected only if the current drone’s residual storage is enough. The
pseudocode of MRE-s is given in Algorithm 2.

Algorithm 2: The MRE-s Algorithm

1 M ← ∅, P̂ ← {p0, p1, . . . , pn} ⊆ P
2 while P̂ ̸= ∅ do
3 p← argmaxpi∈P̂

ri
CM∪{pi}−CM

4 if CM∪{p} ≤ E and UM∪{p} ≤ S then
5 M ←M ∪ {p}

6 P̂ ← P̂ \ {p}
7 return M

Initially, the solution M is empty, and a subset of waypoints P̂ perpendicular to the sensors is
created (Algorithm 2, Line 1). Then, the main cycle starts (Line 2) evaluating all possible waypoints
P̂ . Among them, we select the waypoint pi whose sensor vi has the largest ratio between the reward
and the additional energy cost with respect to the current drone’s mission (Line 3). This greedy
selection is justified by the fact that we aim at maximizing the reward while trying to keep low the
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energy consumption. Then we evaluate whether p can be added to the current solution M without
violating both the energy and storage constraints (Line 4). In any case, p will not be considered
anymore and removed from P̂ (Line 6). Finally, the solution M is returned (Line 7).

Regarding the time complexity of MRE-s, since the number of waypoints is n + 1 (because
we only considered waypoints perpendicular to the sensors), the main loop is repeated O(n) times
(Line 2). Since the selection of the best waypoint (Line 3) takes into account at most O(n)
waypoints in each iteration, the total time complexity of the MRE-s algorithm is O(n2).

4.3. The MRS-s Algorithm

In this section, we devise a heuristic algorithm that suboptimally solves MDMP with a single
drone, called Max ratio Reward-Storage (MRS-s). MRS-s, similar to MRE-s, is based on the
highest reward-to-storage ratio (instead of reward-to-energy). The Line 3 in Algorithm 2 is replaced
by p ← argmaxpi∈P̂

ri
wi
. Once the selection is done, MRS-s tries to add p to the solution by

evaluating if the energy and storage constraints are satisfied or not. In either cases, p will not be
considered anymore. Eventually, the solution is returned.

Unlike MRE-s, all ratios can be initially calculated once, and hence we can sort them in a
decreasing manner, which takes O(n log n). So, at each iteration of the algorithm, we extract the
current best one in constant time. Therefore, its time complexity is O(n log n+ n) = O(n log n).

5. Solving MDMP with Multiple Drones

In this section, we extend the previous three algorithms for the single-drone case (in Section 4)
to multiple-drones to solve MDMP in the general case, specifically the heuristic algorithms RSEO-
m, MRE-m, and MRS-m, respectively. Moreover, we present two heuristic algorithms called Span
And Split (SaS-m), and Clusterize And Assign (CaA-m). Note that the suffix “-m” stands for
“multiple-drone”.

5.1. The RSEO-m Algorithm

In this section, we devise a heuristic algorithm that suboptimally solves MDMP with multiple
drones, called RSEO-m. It extends the RSEO-s algorithm to a multiple-drone scenario, so they
work similarly. In fact, the idea is to initially select and assign a subset of sensors to each drone
such that the sum of the total collected reward is maximized while ensuring that the storage
requirement is met (neglecting so the energy). Furthermore, as for RSEO-s, for each drone, we
reduce the number of required waypoints to cover its assigned subset of sensors, then we compute
a tour that connects all the waypoints and eventually shrink that tour if it is energy-unfeasible.
The pseudocode of RSEO-m is given in Algorithm 3.

The RSEO-m algorithm works as follows. Initially, the solution is empty (Algorithm 3, Line 1).
Then we determine a collection of subsets of sensors V ′ = {V ′

1 , . . . , V
′
l } such that the sum of the

reward obtained from each V ′
j is maximized and the storage constraint S is satisfied, by invoking

the multi-knapsack procedure [34] (Line 2). The multi-knapsack procedure is a generalization of
the knapsack procedure extended to multiple knapsacks. After that, for each knapsack V ′

j (Line 3)
assigned to the drone dj , we reduce the number of required waypoints (Line 4), we connect all
of them (Line 5), and possibly shrink the tour created if it exceeds the energy budget (Line 6).
Eventually, the solution is returned (Line 10).

In the next, we discuss the time complexity. In the RSEO-m algorithm we need to invoke
the multi-knapsack procedure at the beginning, which is an NP -hard problem [34]. In particular,
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Algorithm 3: The RSEO-m Algorithm

1 M← ∅
2 V ′ = {V ′

1 , . . . , V
′
l } ← multi-knapsack(V,S, l)

3 foreach V ′
j ∈ V ′ do

4 P ′
j ← min-set-cover(V ′

j , P )

5 Mj ← traveling-salesman(P ′
j)

6 while CMj
> E do

7 p← argminpi∈Mj
RMj

−RMj\{pi}

8 Mj ←Mj \ {p}
9 M←M∪ {Mj}

10 returnM

Chekuri et al. proposed a (1 − ϵ) polynomial-time approximation scheme (PTAS) which takes
nO(1/ϵ8 log(1/ϵ)) time [35, 36]. However, in this paper we decided to rely on the fast heuristic
algorithm proposed by Martello et al. whose time complexity is O(ln2) [37, 38]. The other
subprocedures, i.e., min-set-cover and traveling-salesman, are executed l times, but on inputs
smaller than those in the RSEO-s algorithm, and in the worst case, the loop in (Line 3) takes
O(ln3) time. In conclusion, the overall time complexity of the RSEO-m algorithm is O(ln3).

5.2. The MRE-m Algorithm

In this section, we devise a heuristic algorithm that suboptimally solves MDMP with multiple
drones, called MRE-m. It extends the MRE-s algorithm to a multiple-drone scenario, and there-
fore they work similarly. In fact, MRE-m greedily adds to the current drone’s solution among the
available l ones, the waypoint whose ratio between the overall obtainable reward and the addi-
tional energy cost with respect to the current drone’s mission is the largest. Basically, MRE-m
sequentially invokes MRE-s for each drone at the residual waypoints. The pseudocode of MRE-m
is given in Algorithm 4.

Algorithm 4: The MRE-m Algorithm

1 M← ∅, P̂ ← {p1, . . . , pn}
2 foreach dj ∈ D do

3 Mj ←MRE-s(P̂ ∪ {p0})
4 M←M∪ {Mj}, P̂ ← P̂ \Mj

5 returnM

The MRE-m algorithm works as follows. Initially, the solution is empty (Algorithm 4, Line 1),
and the set of current waypoints is also created. Then, for each drone dj (Line 2), we iteratively in-
voke the MRE-s algorithm on the current set of waypoints P̂ (Line 3). Specifically, we sequentially
return an energy- and storage-feasible drone’s mission Mj for each drone to/from the depot, and
then we add it to the set of missionsM, as well as we update the remaining waypoints (Line 4).
Eventually, the solution is returned (Line 5).

The MRE-s algorithm takes O(n2) time. Therefore, since the MRE-m algorithm sequentially
invokes MRE-m l times, in the worst case, the cost of MRE-m is O(ln2).
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5.3. The MRS-m Algorithm

In this section, we devise a heuristic algorithm that suboptimally solves MDMP with multiple
drones, calledMRS-m. It extends theMRS-s algorithm to a multiple-drone scenario, and therefore
they work similarly. It exactly works as the MRE-m algorithm, with one exception, i.e., the Line 3
in Algorithm 4 is replaced by Mj ←MRS-s(P̂ ).

Since MRS-s is repeated l times, its time complexity is O(ln log n).

5.4. The SaS-m Algorithm

In this section, we devise a heuristic algorithm that suboptimally solves MDMP with multiple
drones, called Span And Split (SaS-m). The idea is to initially create a path that connects all
the vertices (sensors) plus the depot. This path is nothing but the sequence of vertices obtained
by visiting the minimum spanning tree, rooted at the depot itself. Such a path exists because we
assume that any two vertices can be connected following the straight line that connects them in
the Euclidean plane. Then, we split the obtained path into a set of energy- and storage-feasible
tours to be assigned to the drones. The pseudocode of SaS-m is given in Algorithm 5.

Algorithm 5: The SaS-m Algorithm

1 M← ∅
2 T ← min-spanning-tree(G)
3 N ← tree-visit(T, p0)
4 while N ̸= ∅ do
5 L← create-tour(N, p0)
6 M←M∪ {L}, N ← N \ L
7 M← best-l-missions(M)
8 returnM

The SaS-m algorithm works as follows. Initially, the solution is empty (Algorithm 5, Line 1).
Then, we determine the minimum cost tree T in terms of drone’s traveling energy that connects
all the sensors V plus the depot p0, by invoking the min-spanning-tree procedure (Line 2). In the
min-spanning-tree procedure, since we are given a weighted graph G with weights on edges that
represent the energy cost of flying between any two sensors, the objective is to select the tree that
spans all vertices while minimizing the total flying/traveling energy cost on the edges. Once the
tree is built, we perform a tree-visit procedure, and a sequence of vertices N is generated in output
(Line 3). After that, we begin splitting the sequence of vertices N in tours to/from the depot p0
(Line 4). Specifically, through the create-tour procedure (Line 5), starting every time at the point
p0, we try to create a tour L by selecting the next available vertex v ∈ N not already taken in
other tours. A vertex v can be added to the current tour L if the travel cost to visit v and go back
to p0, plus the hovering cost at v, is within the energy budget (as well as the whole collected data
is within the storage budget); otherwise, the current tour L is closed (Line 6). When N = ∅, we
assign the best l tours in terms of the collected reward to the l drones (Line 7), and eventually we
return the solution (Line 8).

In the next, we discuss about the time complexity. The min-spanning-tree procedure that we
have used in this paper is Kruskal’s implementation and requires O(|E| log n) time [39], where
|E| is the number of edges of the (complete) graph. The tree-visit procedure visits the minimum
spanning tree T . In this paper, we implemented the Depth-first search (DFS) and the Breadth-first
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search (BFS): both take time O(n) on trees [40]. Now, the cycle in Line 4 sequentially considers
the vertices given by the tree-visit procedure, one at the time. The vertices are n. Whenever
a vertex is not anymore neither energy- nor storage-feasible, the current tour is closed (create-
tour procedure). Hence, the cycle in Line 4 costs O(n). Finally, the selection of the best l
submissions costs O(n log n) due to the sorting procedure. In conclusion, the SaS-m algorithm
costs O(|E| log n+ n+ n log n) = O(n2 log n) since |E| = O(n2).

5.5. The CaA-m Algorithm

In this section, we devise a heuristic algorithm that suboptimally solves MDMP with multiple
drones, called Clusterize And Assign (CaA-m). The idea is to initially split the set of vertices
into l partitions (one for each drone) trying to balance the total energy cost. Then, we make
each partition energy- and storage-feasible by invoking the previous RSEO-s algorithm. The
pseudocode of CaA-m is given in Algorithm 6.

Algorithm 6: The CaA-m Algorithm

1 M← ∅
2 V ′ = {V ′

1 , . . . , V
′
l } ← clusterize(V, l)

3 foreach V ′
j ∈ V ′ do

4 Mj ← RSEO-s(V ′
j ,E,S)

5 M←M∪ {Mj}
6 returnM

The CaA-m algorithm works as follows. Initially, the solution is empty (Algorithm 6, Line 1).
Then we split the set of sensors V into l partitions by performing the clusterize procedure (Line 2).
The clusterization phase takes into account the energy cost, so the hope is to determine clusters that
are immediately energy-feasible regardless of the storage constraint. In other words, each cluster
should be considered a neighborhood. This is in contrast to the RSEO-m algorithm, in which the
“clusterization” given by the multi-knapsack procedure guarantees to have storage-feasible tours,
while neglecting their energy cost. Therefore, each cluster V ′

j should be adequately reduced in
terms of storage, and shrunk in terms of energy cost, through the RSEO-s algorithm (Line 4).
Finally, the solution is returned (Line 6).

In the next, we discuss about the time complexity. The clusterize procedure is an implementa-
tion of k-means clustering, which aims to minimize the sum of the squares of the distances between
each point and its closest center by locating k cluster centers. This can be achieved through various
methods, including Lloyd’s local search algorithm, MacQueen’s algorithm, and Hartigan-Wong’s
algorithm [41]. In this paper, for its implementation easiness, we utilized Lloyd’s implementation
through the clusterize procedure, which has a time complexity of O(nl) [42].

Then, recalling that the RSEO-s algorithm costs O(n3), the cost of running it l times is O(ln3).
So, the final time complexity of the CaA-m algorithm is O(ln3).

6. Performance Evaluation

In this section, we evaluate the performance, in terms of the reward obtained, of the algorithms
presented to solve MDMP. We implemented1 our algorithms in Python language version 3.9, and

1The code is available on GitHub here: https://github.com/TheAnswer96/JCSS
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run all the instances on an Intel i7-10genK computer with 16GB of RAM. However, the ILP-based
optimal OPT algorithm is implemented using IBM’s ILOG CPLEX Optimizer solver v22.1 with
Python used to wrap the objective and constraints and invoke the parallel solver.

In Section 6.2 we present the results with a single drone scenario, while in Section 6.3 we present
the results with a multiple drone scenario. For the previous scenario, we compare the RSEO-s,
MRE-s, and MRS-s algorithms with respect to OPT (the optimal one), while in the latter one, we
compare the RSEO-m, MRE-m, MRS-m, SaS-m, and CaA-m algorithms with respect to OPT.

In Table 2, we compare the algorithms presented evaluating their time complexities.

Table 2: Comparison between the algorithms for solving MDMP.

Algorithm Section Time Complexity

Single-drone

RSEO-s 4.1 O(n3)
MRE-s 4.2 O(n2)
MRS-s 4.3 O(n log n)

Multiple-drone

RSEO-m 5.1 O(n3)
MRE-m 5.2 O(ln2)
MRS-m 5.3 O(ln log n)
SaS-m 5.4 O(n2 log n)
CaA-m 5.5 O(ln3)

6.1. Settings

The field F is a square of the side 5 km, where the depot is located at the center of it. We
uniformly generate n = {10, . . . , 200} sensors whose height is −5m ≤ zi ≤ 5m. We also have a fleet
of l = {1, 2, 3, 4} drones that will be used to collect data. Each sensor has 100MB ≤ wi ≤ 1GB
data to transfer. This is a reasonable assumption because text data and picture data have different
sizes in general. Moreover, each sensor has an associated reward 1 ≤ ri ≤ 10 that models the
relevance of the data, so ri = 1 models the lowest priority, while ri = 10 models the highest
priority. Both wi and ri are generated according to the Uniform distribution.

The drones fly at a fixed altitude h = {10, . . . , 45}m and have a fixed communication range
of R = 50m [43]. Their storage is S = {2, . . . , 16}GB and their battery capacity is E =
{2.5, 5, 10}MJ [44]. We fix an average energy consumption for flying α = 200 J/m and hover-
ing β = 700 J/s [45]. The data transfer rate between drones and sensors is set to γi = 9MB/s
(Wi-Fi 4 standard) regardless of the actual distance.

In the next plots, each algorithm is tested with different configurations of parameters, and we
plot the average of the results on 33 random instances along with their 95% confidence interval.
The optimal OPT is only run with small instances in input. In particular, when we run the OPT
algorithm, we report in the y-axis the ratio ρ = R(SOL)

R(OPT ) , i.e., the ratio among the total reward
collected by the compared algorithm, and the total reward collected by the optimal algorithm.
Clearly, 0 ≤ ρ ≤ 1 because MDMP is a maximization problem. However, for larger instances in
input, the OPT algorithm starts to be unsuitable due to the large number of variables/constraints,
and therefore we only compare the other proposed approximation and heuristic algorithms. Ob-
viously, since we do not compute the optimal solution, we report in the y-axis only the collected
reward R(SOL) for each algorithm.
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6.2. Results with a Single Drone

In this section, we evaluate our algorithms when solving MDMP with a single drone scenario.
In Section 6.2.1, we assess the impact of drone altitude, while in Section 6.2.2, we assess the impact
of energy and storage constraints.

6.2.1. Impact of the Altitude

In this section, we evaluate the impact of the altitude of the single drone.
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Figure 3: Single-drone: comparison of all the algorithms when varying the drone’s altitude.

In Figure 3, we vary the altitude of the drone h = {10, . . . , 45}m in the x-axis, while we report
the ratio ρ in the y-axis. We fixed small instances with n = {10, 15, 20} sensors, since we also
executed the OPT algorithm. In particular, since n is small, we have chosen small values for
energy and storage constraints, i.e., E = {2.5, 5}MJ and S = {4, 8}GB, respectively, obtaining
so 4 different combinations of energy-storage. The plots in Figure 3 are organized in 3 rows, i.e.,
the first row shows the result with n = 10, the second and the third show n = 15 and n = 20,
respectively; while the 4 columns show the combinations of energy-storage mentioned above.

The first observation in Figure 3 is that, by fixing a particular energy-storage setting, the
results slightly change when we vary the height of the drone, with a few exceptions. The altitude
parameter affects the number of waypoints that the drone can consider. In fact, the higher is the
drone’s altitude, the less is the number of intersections among the sensors, and hence the less will
be the actual number of waypoints. Regardless of the drone’s height, we can see that the RSEO-s
algorithm poorly performs when the energy budget is small (E = 2.5MJ). This is due to the
fact that its initial strategy is aimed at finding a good partition of sensors such that the storage
constraint is met. The selected sensors can belong to much different sub-areas of the field, and
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therefore the energy required for visiting all of them could be not sufficient. When the energy is
doubled (E = 5MJ), however, the drone has much higher chances of finding a suitable route that
can cover all the selected sensors and for this reason the RSEO-s algorithm performs better.

It is also interesting to see a counter-intuitive behavior with regard to the storage constraint.
In fact, when the energy is small (E = 2.5MJ), the more storage availability does not affect the
results, neither positively nor negatively. This can be justified by the fact that when the drone
has a limited battery, the resulted mission cannot be very long, and hence the larger availability
of the storage is not detrimental. Instead, when the energy is larger (E = 5MJ), a larger storage
(S = 8GB) slightly worsens the performance in terms of ratio. This is probably because the drone
can visit more sensors flying longer routes, but the more availability of storage is not optimally
exploited by the suboptimal algorithms.

The two greedy heuristic algorithms MRE-s and MRS-s perform more or less the same, with
MRE-s that always outperforms MRS-s when varying the drone’s height. When the energy is
small (E = 2.5MJ), the gap between the two strategies is more evident. In fact, MRE-s considers
the energy budget when it builds the drone’s mission. However, the time complexity of MRS-s is
the lowest among all compared algorithms and often shows good enough performance.

In conclusion, since the height of the drone does not heavily affect the performance of our
proposed algorithms, in the following, we consider a reasonable drone’s height fixed to h = 20m.

6.2.2. Impact of the Energy and Storage Constraints

In this section, we evaluate the impact of energy and storage constraints for a given drone’s
altitude, i.e., h = 20m. In particular, we considered many more sensors in this comparison and
therefore we do not execute the optimal OPT algorithm when n ≥ 25.
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Figure 4: Single-drone: comparison of all the algorithms when varying the drone’s energy and storage constraints.
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In Figure 4, we fix the drone’s altitude to h = 20m. We set the number of sensors n =
{10, . . . , 200} on the x-axis, while we report the reward collected in the y-axis. Moreover, we set
the drone’s energy E = {2.5, 5, 10}MJ and storage S = {2, 4, 8, 16}GB. The plots in Figure 4 are
organized in 3 rows and 4 columns, i.e., fixing the energy values on rows, and the storage values
on columns.

In Figure 4 we can observe how the energy influences the performance of the algorithms. In
particular, it is interesting to see the behavior when the energy E changes from 2.5MJ to 10MJ,
specifically for n = {10, 15, 20}, i.e., the cases where we also performed the optimalOPT algorithm.
Let us now focus on the case with S = 8GB. In fact, when E = 2.5MJ, the gap between the optimal
algorithm and the other suboptimal ones is limited. Instead, when E = 5MJ, such a gap is much
more evident than before. However, when E = 10MJ, the gap is reduced and, in addition, RSEO-s
matches OPT. This is due to the fact that the RSEO-s algorithm can avoid pruning the sensors
if the energy budget is very large.

Another interesting aspect to discuss is the collected reward when the number of sensors in-
creases from n = 100 to n = 200. In fact, the total collected reward by the RSEO-s algorithm
slightly decreases when n = 200. Recall that the strategy of RSEO-s is to consider the waypoints
as a whole. Therefore, since the area of the field F is the same, when the number of sensors
increases, the density of them in F also increases accordingly. As a consequence, the number of
intersections dramatically increases and the hovering time on these will increase as well. Further-
more, during the pruning phase of RSEO-s, a certain number of waypoints, densely populated
by sensors, will be discarded in order to keep the route within the energy constraint. Therefore,
the final energy-feasible route will be sacrificed too much and there is a serious possibility that a
residual energy budget can exist. In fact, we have experimentally observed that when n = 200, the
residual non-used energy battery is a little bit larger than the cases when n = 100. This problem
could be partially avoided by implementing a route reward-increasing phase in order to regain the
unused energy, but this would not improve the guaranteed approximation ratio provided by the
algorithm proved in Theorem 2.

In general, MRE-s outperforms MRS-s, especially when storage availability is high. Instead,
for small storage in the input (S ≤ 4GB), the performance of MRS-s is better than that of MRE-
s. Despite its relatively poor general performance, the MRS-s algorithm is still worthy due to its
lower time complexity with respect to that of MRE-s.

6.3. Results with Multiple Drones

In this section, we evaluate our algorithms when solving MDMP with a multiple-drone scenario.
In Figure 5, we fix the drone’s height to h = 20m. We set the number of sensors n =

{10, . . . , 200} on the x-axis, while we report the collected reward on the y-axis. We set the drone’s
energy E = {2.5, 5, 10}MJ and the storage S = {2, 4}GB. The small values of the storage are
justified by the fact that here we employ a fleet of l = {2, 3, 4} drones, and hence drones can have
less capabilities. The plots in Figure 4 are organized in 3 rows and 4 columns, i.e., fixing the number
of drones on rows, and the energy-storage combinations on columns. Due to the large number of
constraints, the optimal OPT algorithms has been executed only for the smallest instances.

The general trend that we can observe in Figure 5 is that when the energy is very small (E =
2.5MJ), the best performing algorithm is CaA-m, while when the energy increases to E = 5MJ,
the best algorithm is SaS-m (when the BFS visit is implemented), and finally when the energy
increases to E = 10MJ, the best algorithm is RSEO-m. With respect to SaS-m, we can see a
symmetric behavior with respect to the energy in the input. In fact, when the energy is small, the
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Figure 5: Multi-drone: comparison of all the algorithms when varying the drone’s energy and storage constraints.

DFS version of SaS-m outperforms the BFS one, while with more energy it happens the opposite.
In the latter case, the gap between the two visit strategies is more evident. We can also observe
that the performance of SaS-m increases when the number of drones l also increases. Probably,
this is justified by the fact that the DFS version tends to balance the distance of the sensors in each
partition, whereas the BFS version is inclined to aggregate sensors into partitions with incremental
distance from the depot. Therefore, when the budget is limited, the balanced nature of SaS-m
DFS determines more profitable partitions, vice versa, it tends to “waste” energy by including very
far sensors. The opposite reasoning can be applied for SaS-m BFS.

The RSEO-m algorithm’s performance is poor when the energy level is low (E ≤ 5MJ). How-
ever, when there is more energy available (E = 10MJ), the algorithm significantly improves. This
trend is consistent with observations from the single drone scenario, where limited energy availabil-
ity negatively affects the construction of an energy-feasible route for each drone. In contrast, if there
is a large amount of energy available, the sub-sets of sensors returned through the multi-knapsack
procedure become much easier to visit. Therefore, the algorithm’s performance is dependent on
the availability of energy, and it is more efficient when there is a higher energy level.

Finally, with respect to greedy heuristic algorithms, the MRE-m algorithm confirms to be a
valid choice, although in the combination E = 10MJ, S = 2GB its performance is not so good. This
is because there is a high availability of energy, but a very low availability of storage. The other
greedy solution, i.e., MRS-m, is almost always outperformed by MRE-m, but its time complexity
is the lowest, and this is a good trade-off when the number of sensors and drones increases.

7. Conclusion

In this paper, we investigated the problem of using a fleet of drones to collect data from IoT
ground sensors deployed in a field to be monitored. As an example, in a smart agriculture scenario,
a fleet of drones is in charge of retrieving data from many sensors to detect the presence of insects
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in orchards. The drones are constrained by both the available energy battery and the storage.
The data that sensors have to offload to the drones is characterized by a size, and by a reward
that models its relevance. The proposed problem is MDMP, whose goal is to plan a suitable set
of missions for the drones such that the sum of the overall collected reward is maximized and
the energy and storage constraints on each drone are both satisfied. We formally proved that
MDMP is NP -hard, and presented an ILP formulation that optimally solves it. We also devised
time-efficient approximation and heuristic algorithms capable of suboptimally solving MDMP.

In future work, we would like to incorporate communication issues between drones and sensors,
as well as a more realistic environment with obstacles. Moreover, we can allow drones to fly at
different altitudes during the same mission, for example, to cover more sensors or to improve air-to-
ground communications. Finally, we plan to build a preliminary real test-bed with a single drone
to collect data from real IoT sensors that store text and image information.
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