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Abstract

This doctoral dissertation focuses on the theoretical and computational modeling
of the electronic structure of complex systems. The study of chemical systems
with several degrees of freedom requires the proper selection of the contributions
to simplify the system and develop a physical-chemical model. In this context,
the characterization of the electronic structure is fundamental. Depending on the
experimental framework, two approaches were applied: ab initio calculations and
simulations of ab initio Molecular Dynamics (AIMD). On the basis of these premises,
a variety of experimental systems have been investigated.

The Brandi-Guarna reaction has been investigated to interpret the lack of re-
gioselectivity in the cycloaddition reaction which takes to the formation of the 5-
isoxazolidine compound and the syntesis of the piridone and enaminone side product
by the thermal rearrangement of the isoxazolidine.

The theoretical investigation of the tautomerization of [2,2’-bipyridyl]-3,3’-diol
allowed us to evaluate the accuracy of the exchange-correlation functional at a cho-
sen level of theory. The tautomerization involves a double proton transfer and is
substantially correlated with both the energy of the first transition state and the
delocalization error of the adopted functional. The computational results show that
the step-by-step mechanism of tautomerism can only be found in xc-functionals with
high levels of either terms.

The computational study on Posner-like clusters has been carried out in collab-
oration with an experimental research group, allowing to obtain a useful method for
the interpretation of the experimental results. The ab initio optimization of Posner-
like clusters show that the addition of Mg2+ to Amorphous Calcium Phosphate
(ACP) samples stabilizes the amorphous phase against heating. This simplified
computational model contributed to define a strategy to synthetize ACP nanopar-
ticles with a customized elemental composition.

The ab initio modeling of the adenine adsorption on the (111) gold surface shows
that the two selected tautomeric forms (N9 and N7) have substantially distinct be-
haviors. The steric hindrance given by the different protonated nitrogens is a decisive
factor in the adsorption process. The presence of a tautomerization process between
the two tautomeric forms of adenine would explain the sometimes contradicting con-
clusions found in the scientific literature. These results suggest further investigations
into the mechanism of water-mediated tautomerization of adenine when adsorbed
on the metal surface.
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Chapter 1

Introduction

The purpose of this thesis is to investigate complex systems of chemical interest

through the use of computational methodologies, to clarify the accuracy of the

adopted level of theory and to provide a useful computational protocol for the in-

terpretation of the experimental data.

The main aim of computational chemistry is to understand properties of matter,

to rationalise experimental data and to predict real materials properties and experi-

mental observable and to relate them to a microscopic description. According to the

theory adopted to describe the interaction of particles, the numerical methodologies

can be classified as ab initio and semi-empirical methods. The resulting ab initio

or semi-empirical models can be adopted to characterize a complex system at the

atomic level.

Based on quantum chemistry, the ab initio methods are either wave function or

density based. The semiempirical methods, which are significantly faster than ab

initio, are based on parametrizations derived from ab initio results or experimental

data. Generally, these are less accurate than ab initio methods but they can be ap-

plied to relatively large systems. The choice between these approaches is determined

by the number of degrees of freedom of the system and by the requested accuracy.

In this thesis the electronic structure has been investigated using a combination

of computational methods and theoretical approaches to characterize their accuracy

and to evaluate the most appropriate one to support the experimental research.

Electronic structure and its effects on determining the interactions of matter are a
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Chapter 1. Introduction

huge topics of study. Moreover, all the results here reported refer to the properties

that arise from the electronic ground state.

Most of the calculations were carried out within the Kohn-Sham Density Func-

tional Theory, which is one of the most used tools in theoretical and computational

chemistry and physics. Indeed, DFT is the best method for performing quantum

mechanical calculations on the electronic structure of many electrons and many

atoms systems, as well as performing ab initio molecular dynamics. This is due

to the fact that density functional theory is the most cost-effective way to obtain

reasonably reliable and useful results on such problems. The application of post-

Hartree-Fock methods such as Møller-Plesset and Coupled Cluster, here, was limited

to a comparison with DFT results.

The characterization of the properties deriving from the electronic ground state

was also carried out by the ab initio Molecular Dynamics (AIMD) method. The

forces are described at the level of the many-body problem of interacting electrons

and nuclei that form atoms and molecules using the framework of quantum mechan-

ics, whereas nuclear dynamics follow classical mechanics. Due to its inherent virtues,

ab initio molecular dynamics is a popular and overly expanding computational tool

employed to study physical, chemical, and biological phenomena in a very broad

sense. In particular, it is the basis of what could be called a "virtual laboratory

approach" used to study complex processes at the atomic level.

The investigation of reaction mechanisms in organic synthesis through the de-

termination of electron structure has been the major topic of this thesis. In the

framework of DFT calculations, we explored processes for which atomistic level char-

acterisation of the reaction mechanism could not be elucidated via organic synthesis.

The computational investigation has been conducted through the characterization

of the geometry of the stationary points, vibrational frequency calculation, the dis-

tribution of electron density, and estimation of the energy differences within the

limits of the experimental accuracy. From the calculation of the electron density

distribution, it was possible to estimate the dipole moment, charge distribution,

bond orders, and various molecular orbital shapes.

The study of electronic structure in the field of solid state physics has led to the

x



Chapter 1. Introduction

resolution of different challenges; in particular, the study of crystalline and amor-

phous systems has significantly contributed to an experimental research in the fields

of nanoparticle characterization and synthesis. The purpose of this study was to

determine the influence of varying ion ratios relative to total cation concentration

on the characteristics of precipitated amorphous phases. The structure of the amor-

phous was obtained by substitution of the atomic species in the crystal lattice. The

computational and experimental results have provided a simple but effective strat-

egy to tune the composition and thermal stability of nanoparticles for researchers

working on inorganic colloids and in particular on amorphous phosphates.

During my time in Paris, the collaboration with a theoretical research group

made possible to study how the exchange and correlation functionals affect the

characterization of the electronic structure. The KS-DFT implies that the density

of the original interacting system’s ground state is equivalent to that of a set of

non-interacting systems. All of the troublesome many-body variables are incorpo-

rated into an exchange-correlation functional of the density, resulting in independent

particle equations for non-interacting systems that are regarded as exactly solvable.

However, the exchange correlation in terms of density is unknown, so approxima-

tions, such as the use of semi-empirical parameters, are required. The purpose of

this study was to investigate the effect of the parameterization of the exchange and

correlation functional on the determination of the mechanism of a model tautomer-

ization reaction. This reaction has been investigated in the ground state using both

static and dynamic approaches, detailing the reaction process and estimating the

free energy surface to highlight any potential differences between functionals that,

according to the methodology, ought to be equivalent. The computational results

show that the characterization of the reaction mechanism is dependent on the delo-

calization error of the xc-functional adopted.

Analysis of the potential energy surface in the tautomerization reaction has in-

spired a more ambitious research: characterization of the interaction between a

biomolecule and a metal substrate through ab initio molecular dynamic simula-

tions. Our primary focus has been the identification of stationary points, whose

determination necessitates a computationally intensive investigation of the phase
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Chapter 1. Introduction

space. Utilizing accelerated phase space sampling techniques, such as metadynam-

ics, has proven to be advantageous because it has enabled the identification of local

minima given by the various possible orientations and distances of the biomolecules

with respect to the metal surface within reasonable simulation times.

Thesis outline

In this Ph.D. dissertation, the electron structure of complex systems has been ex-

plored using a combination of computational and theoretical methods in order to

characterize the capabilities of the adopted methods and to provide explanations to

challenges in experimental research. The structure of this thesis is as follows:

1. In Chapter 2 definitions and discussions of theoretical methodologies employed

are given;

2. In Chapter 3 a computational investigation of the Brandi-Guarna reaction

and the "cyclopropilidene effect" was carried out in order to gain important

information and provide an accurate interpretation of the apparent remote

influence of the stereochemical environment on favoring the distinct pathways;

3. In Chapter 4 the effect of the parameterization of the exchange and correlation

functional on the determination of the mechanism of tautomerization of [2,2’-

bipyridyl]-3,3’-diol have been investigated;

4. In Chapter 5 computational methods were utilized to provide atomic-level in-

sight into the effect of Mg2+ concentration on the structure and stability of

Amorphous Calcium Phosphate clusters, revealing new knowledge regarding

the function of Mg2+ substitution in ACP. A comprehensive analysis was un-

dertaken by optimizing a series of model clusters with varying Mg2+/Ca2+ ra-

tios, beginning with Posner’s cluster and ending with the fully Mg-substituted

cluster;

5. In Chapter 6 The adsorption of tutomeric forms of adenine molecule on (111)

gold surfaces is investigated by means of DFT approach. The complexity of
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Chapter 1. Introduction

the potential energy surface, given by the several possible orientations and

distances of the adenine with respect to the surface, has required accelerated

sampling techniques to recognize the different relative minima with affordable

computational cost.

6. In Chapter 7 a brief conclusion regarding these three years of Ph.D. research

is provided.

All the explicit calculations have been done by the present author.
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Chapter 2

Theoretical background

This chapter presents the theoretical foundations of electronic structure theory and

an overview of solving the equations of motion for classical and ab-initio for molec-

ular dynamic simulations. While many of the methodologies discussed may well be

found in traditional quantum chemistry [1–5] and MD simulation [6–8] textbooks, this

is an occasion to provide a concise and cohesive framework that contextualizes the

computational approaches employed in this dissertation.

The next sections describe the fundamentals of wavefunction theory and density

functional theory. After introducing the potential energy surface, certain funda-

mental concepts regarding the resolution of the equations of motion and accelerated

sampling techniques, such as metadynamics and umbrella sampling, are presented.

The molecular Hamiltonian To understand the fundamental notions of chem-

ical bond theory, it is required to examine the motion and energy of the molecule’s

constituent particles. If the total energy of the nuclei and electrons in the molecule

is less than the sum of the energies of the individual atoms, then the molecule is

stable. The spatial arrangement (bond lengths and bond angles) with the lowest

energy will determine the molecule’s structure. Quantum mechanics is the funda-

mental theory of physics that can explain the system’s energy, and thus the motion

of nuclei and electrons The starting point is the Schrödinger equation in the position

rapprentation is

ℋ̂ |Ψ(r, 𝑡)⟩ = 𝑖ℏ
𝜕

𝜕𝑡
|Ψ(r, 𝑡)⟩ , (2.1)

1



Chapter 2. Theoretical background

where ℏ = ℎ
2𝜋

, with ℎ Planck’s constant, ℋ̂ the Hamiltonian operator and |Ψ⟩ the

wavefunction which fully describes a state of the system. This linear partial differ-

ential equation describes the time evolution of a N particle system, with coordinates

r = {r𝑖}, 𝑖 = 1, . . . , 𝑁 .

The wavefunction itself has no physical meaning, but |Ψ(r, 𝑡)|2 is the probability

density of finding each particle at a given point and at a given time. Other physical

properties can also be obtained from the wavefunction by applying operators, since

|Ψ⟩ contains all the information of the system. In the framework of quantum me-

chanics, any measurable property has an associated linear operator 𝐴 i.e. 𝐴† = 𝐴.

For example, in the case of 𝑁 charged particles, ℋ̂ becomes

ℋ̂ = −
𝑁∑︁
𝑖=1

ℏ2

2𝑚𝑖

∇2
𝑖 +

𝑁−1∑︁
𝑖=1

𝑁∑︁
𝑗>𝑖

𝑞𝑖𝑞𝑗
4𝜋𝜀0|r𝑖 − r𝑗|

, (2.2)

where the first term is the kinetic energy 𝑇 , with 𝑚𝑖 being the mass of the 𝑖-th

particle and ∇2 being the Laplacian operator acting on the coordinates of the 𝑖-

th particle, and the second one is the potential energy 𝑉 , including the sum of

two-particle Coulomb’s interactions.

Since Eq.2.2 has no explicit dependence on time, the wavefunction can be fac-

torized as a product of spatial and temporal terms

|Ψ(x𝑖, 𝑡)⟩ = |Ψ(𝑡)⟩ |Ψ({x𝑖})⟩ (2.3)

where |Ψ𝑡(𝑡)⟩ = 𝐴 exp(−𝑖𝐸𝑡), i.e. it is a phase and therefore it carries no information

on the physics of the system. Therefore, one can keep only the space-dependent part,

reaching the time-independent (non-relativistic) Schrödinger equation:

ℋ̂ |Ψ({x𝑖})⟩ = 𝐸 |Ψ({x𝑖})⟩ , (2.4)

from which, being the Hamiltonian operator hermitian, the energy can be calcu-

lated as 𝐸 = ⟨Ψ|ℋ̂|Ψ⟩. Electrons and nuclei are the two types of particles found in

chemical systems. The kinetic energy contributions of a system containing 𝑛 elec-

trons and 𝑁 nuclei can be split into the electronic and nuclear parts, 𝑇𝑒 and 𝑇𝑛.

2



Chapter 2. Theoretical background

There are three terms in the potential energy: electron-electron, nucleus-nucleus,

and electron-nucleus (𝑉𝑒𝑒, 𝑉𝑛𝑛, 𝑉𝑒𝑛, respectively). The last term couples electrons

and nuclei, making it impossible to separate the system into wavefunctions that

depend on electrons and nuclear coordinates. Therefore, the molecular Hamiltonian

(in atomic units) is as follows

ℋ̂ = −
𝑛∑︁

𝑖=1

1

2
∇2

𝑖 −
𝑁∑︁
𝑘=1

1

2𝑀𝑘

∇2
𝑘 −

𝑛∑︁
𝑖=1

𝑁∑︁
𝑘=1

𝑍𝑘

|r𝑖 − R𝑘|
+

𝑛∑︁
𝑖<𝑗

1

|r𝑖 − r𝑗|
+

𝑁∑︁
𝑘<𝑙

𝑍𝑘𝑍𝑙

|R𝑘 − R𝑙|
.

(2.5)

where 𝑍𝑘 are the atomic numbers and r and R are the electronic and nuclear coordi-

nates, respectively. The non-separability of the wavefunction into an electronic and

a nuclear part limits the analythycal solution of Eq. 2.5, to only biatomic molecules

with only one electron assuming nuclear position fixed. However, molecules are

multielectronic systems and some additional approximations have to be introduced.

The Born-Oppenheimer approximation The Born-Oppenheimer approxima-

tion, also known as the adiabatic approximation, consists of treating the motion of

electrons to be independent from that of nuclei due to the mass difference between

the particles (about 1800 times more). The Schrödinger equation for a molecule

made by 𝑁 atoms and 𝑛 electrons is:

ℋ̂ |𝜓(r;R)⟩ = 𝐸 |𝜓(r;R)⟩ . (2.6)

with the form of the Hamiltonian operation described in Eq. 2.5. The wavefunction

is therefore rewritten as:

𝜓(r;R) = 𝜓𝑒(r; R̄)𝜓𝑛(R) (2.7)

where R̄ is a fixed nuclei configuration.

The kinetic energy of the nuclei can be neglected, and the nuclei-nuclei repulsion

term is considered to be a constant. The remaining terms form the so-called elec-

tronic Hamiltonian, which describes the motion of 𝑛 electron for a fixed configuration

3



Chapter 2. Theoretical background

of 𝑁 nuclei

ℋ̂𝑒 |𝜓𝑒(r; R̄)⟩ = 𝐸𝑒 |𝜓𝑒(r; R̄)⟩ , (2.8)

ℋ̂𝑒 = −
𝑛∑︁

𝑖=1

1

2
∇2

𝑖 −
𝑛∑︁

𝑖=1

𝑁∑︁
𝑘=1

𝑍𝑘

𝑟𝑖𝑘
+

𝑛∑︁
𝑖<𝑗

1

𝑟𝑖𝑗
, (2.9)

where 𝑟𝑖𝑘 = |r𝑖 − R𝑘| and 𝑟𝑖𝑗 = |r𝑖 − r𝑗|. Within this approximation, the electronic

dynamics can be considered separated from the nuclear one. The |𝜓(r;R)⟩ are

eigenfunctions of ℋ̂𝑒 and therefore they form an orthonormal basis set in the Hilbert

space

⟨𝜓𝑞(r;R)|𝜓𝑠(r;R)⟩ = 𝛿𝑞𝑠.

Assuming to be able to solve Eq. 2.8 for each nuclear configuration {R}, the

total molecular wavefunction |Ψ(r;R)⟩ can be expanded on the basis of |𝜓𝑞(r;R)⟩

|Ψ(r;R)⟩ =
∑︁
𝑞

𝜒𝑞(R) |𝜓𝑞(r;R)⟩ . (2.10)

Inserting Eq. 2.10 into Eq. 2.8 and projecting onto the 𝜓𝑞 basis set (integrating

only on electronic coordinates), we can evaluate how the different terms of ℋ̂ act on

𝜒𝑞(R) and 𝜓𝑞(r;R). In particular the kinetic energy operator of nuclei −
∑︀

𝑘
ℏ2

2𝑀𝑘
∇2

𝑘

is not diagonal on the |𝜓𝑞(r;R)⟩ basis. The Born-Oppenheimer approximation de-

couples the electronic dynamics from the nuclear dynamics by neglecting the off-

diagonal components of this operator. This presumption is extremely mild and

totally justifiable in the great majority of situations.

Pauli exclusion principle In Newtonian physics, two particles can be identified

based on their trajectories, but this is not possible in quantum mechanics due to

the Uncertainty Principle. Electrons are non-distinguishable particles. That is, any

observable derived from the wavefunction, like their probability density, must be

invariant given any permutation of the electronic coordinates

|Ψ(r1, . . . , r𝑖, r𝑗, . . . , r𝑛)|2 = |Ψ(r1, . . . , r𝑗, r𝑖, . . . , r𝑛)|2

4



Chapter 2. Theoretical background

Introducing the permutation operator 𝑃 of parity 𝑝, which permutes two electrons

in the wavefunction, we can formalize the following: 𝑃 |Ψ⟩ = (−1)𝑝 |Ψ⟩. This is the

Pauli exclusion principle, which states that the wavefunction of n electrons must be

antisymmetric relative to the exchange of any two electrons. Consequently, if two

electrons had identical spatial and spin coordinates, we would obtain

𝑃 |Ψ(r1, . . . , r𝑖, r𝑗, . . . , r𝑛)⟩ = (−1) |Ψ(r1, . . . , r𝑖, r, . . . , r𝑛)⟩

2Ψ(r) = 0 −→ Ψ(r) = 0

Therefore, two electrons cannot be found with the same spatial and spin coor-

dinates. This concept must be observed for every electronic (and, more generally,

fermionic) wavefunction.

Approximate methods There are few quantum mechanical systems with the ex-

act resolution characterized to be single particle systems or that can be transformed

in single particle problems between these systems are not, therefore, included sys-

tems of chemical interest like multi electron molecules. The reason for this is the

electron-electron interaction term. If electrons did not interact, a polyelectron sys-

tem’s Hamiltonian could be expressed as a sum of monoelecttronic Hamiltonians,

each of which could be solved independently. Due to the electrostatic interaction

between electrons, the Hamiltonians cannot be separated, and the Scroedinger equa-

tion cannot be resolved exactly. Consequently, for a polyelectronic system, approx-

imation methods are required.

Variational theorem and Hartree-Fock method

Theorem. given a generic test function Φ and the ground state energy 𝐸0 of a

Hamiltonian system ℋ, the hypothesis that the test function is normalized yields the

following

⟨Φ|ℋ̂|Φ⟩ ≥ 𝐸0 (2.11)

In quantum chemistry, the variational principle (Eq. 2.11) is a fundamental

theorem on which many computational approaches are based. Given a normalized

5



Chapter 2. Theoretical background

trial wavefunction |Φ⟩ that satisfies the proper boundary conditions (often that the

wavefunction goes to zero at infinity), the expectation value of the Hamiltonian is

an upper bound on the exact ground state energy.

The polyelectronic wave function must satisfy two conditions: the electrons’

indistinguishability and the Pauli exclusion principle. Consequently, it is insufficient

to construct the wavefunction as product of non-interacting single electron spin-

orbitals |𝜒(x)⟩ = |Ψ(r)⟩ |𝜔(𝜎)⟩ (where the spin function |𝜔(𝜎)⟩ can assume two

values, |𝛼⟩ or |𝛽⟩). A better choice is provided by the so-called Slater determinant,

which for a system of 𝑁 electrons results

Ψ𝑆𝐷(x1,x2, . . . ,x𝑁) =
1√
𝑁 !

⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒
𝜒1(x1) 𝜒2(x1) · · · 𝜒𝑁(x1)

𝜒1(x2) 𝜒2(x2) · · · 𝜒𝑁(x2)
...

...
...

𝜒1(x𝑁) 𝜒2(x𝑁) · · · 𝜒𝑁(x𝑁)

⃒⃒⃒⃒
⃒⃒⃒⃒
⃒⃒⃒⃒ = |𝜒1𝜒2 . . . 𝜒𝑁 |.

(2.12)

This is the starting point of the Hartree-Fock method (HF). Therefore if we consider

the one-electron term (ℎ𝑖) referred to the electron 1, the two-electrons terms (𝐾𝑖𝑗

and 𝐽𝑖𝑗) referred to electrons 1 and 2 and the index 𝑖 and 𝑗 to the spin-orbits, the

energy results 𝐸 = ⟨Ψ𝑆𝐷|ℋ̂|Ψ𝑆𝐷⟩, that is for a constant nuclear potential 𝑉𝑁𝑁 :

𝐸 =
𝑁∑︁
𝑖=1

ℎ𝑖 +
𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

(𝐽𝑖𝑗 −𝐾𝑖𝑗), (2.13)

These terms are the one-electron energy, the Coulomb and the Exchange integral

respectively and they are defined as

ℎ𝑖 = ⟨𝜒𝑖|𝑇𝑒 + 𝑉𝑒𝑛|𝜒𝑖⟩ , (2.14)

𝐽𝑖𝑗 = ⟨𝜒𝑖𝜒𝑗|
𝑒2

𝑟12
|𝜒𝑖𝜒𝑗⟩ , (2.15)

𝐾𝑖𝑗 = ⟨𝜒𝑖𝜒𝑗|
𝑒2

𝑟12
|𝜒𝑗𝜒𝑖⟩ . (2.16)

The Hartree-Fock theory is a mean-field theory, i.e. each electron feels the averaged

effect of the rest by means of Fock operators. The two latter terms come from

6
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𝑉𝑒𝑒 acting on the wavefunction, where 𝑟𝑖𝑗 is the distance between the 𝑖-th and 𝑗-

th electrons. The Coulomb integral (𝐽𝑖𝑗) represents the electrostatic interaction

between two charge densities |𝜒𝑖|2 and |𝜒𝑗|2 while the exchange integral (𝐾𝑖𝑗) arises

from the antisymmetric nature of the Slater determinant. Both 𝐽𝑖𝑗 and 𝐾𝑖𝑗 are

positive, and therefore, if 𝑖 = 𝑗 they vanish, preventing any self-interaction spurious

effect which would come from 𝐽𝑖𝑖. The core of the Hartree-Fock theory is to apply

the variational method to this independent particle model. By proceeding this way,

𝐽𝑖𝑗 and 𝐾𝑖𝑗 integrals can be expressed as single-electron operators, defined by the

spin-orbitals themselves

𝐽𝑗𝜒𝑖(x) = 𝜒𝑖(x)
∫︁

|𝜒𝑗(x′)|2

|x − x′|
𝑑x′, (2.17)

𝐾𝑗𝜒𝑖(x) = 𝜒𝑗(x)
∫︁
𝜒*
𝑗(x′)𝜒𝑖(x′)

|x − x′|
𝑑x′. (2.18)

Collecting these two terms plus ℎ𝑖, one obtains the Fock operator, which may be

defined for a given spin direction 𝜎, either up or down (𝛼, 𝛽), as:

𝐹 𝜎 |𝜒𝜎
𝑖 ⟩ =

[︃
ℎ̂+

∑︁
𝑗,𝜎′

(𝐽𝜎′

𝑗 − 𝛿𝜎𝜎′𝐾𝜎
𝑗 )

]︃
|𝜒𝜎

𝑖 ⟩ = 𝜀𝜎𝑖 |𝜒𝜎
𝑖 ⟩ (2.19)

where 𝜀𝜎𝑖 are the energies associated with the 𝑖-th spin-orbtial with spin 𝜎. These

are the unrestricted HF (UHF) equations, in which each electron is allowed to occupy

a distinct spatial orbital due to the spin’s separation. Despite this, the two sets of

orbitals continue to be connected by Coulomb’s term. For a molecule with a closed

shell, the previous equation becomes

𝐹 |𝜑𝑖⟩ =

[︃
ℎ̂+

∑︁
𝑗

(2𝐽𝑗 − 𝐾̂𝑗)

]︃
|𝜑𝑖⟩ = 𝜀𝑖 |𝜑𝑖⟩ , (2.20)

in which each spin-orbital is filled by two electrons (𝛼, 𝛽). This gives rise to the

restricted HF (RHF) theory. One could also take a midway by forcing orbitals

to behave as RHF as far as possible and the remaining ones as UHF, which is

the restricted open-shell HF (ROHF) method. The total RHF and ROFH wave

7
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functions are also eigen functions of the total squared spin operator 𝑆2, while the

UHF ones are not.

Electron correlation In the Hartree-Fock method, each electron feels the

averaged effect of the 𝑛 − 1 electrons. This implies that it is far from giving the

exact values of energy because the electronic correlation energy is completely missed.

The electronic correlation energy is the energy required to reach the exact value

𝐸𝑐𝑜𝑟𝑟 = 𝐸𝑒𝑥𝑎𝑐𝑡 − 𝐸𝐻𝐹 . (2.21)

Electron correlation can be categorized as either Coulomb’s and Fermi’s correla-

tion or static and dynamic correlation. The first classification describes the interac-

tion between electrons with parallel (Fermi correlation) and anti-parallel (Coulomb

correlation) spins. Due to the Pauli principle, a given spin-orbital in RHF theory

can only contain two electrons with anti-parallel spins. Therefore, Coulomb corre-

lation can occur between electrons in both the same and different spatial orbitals.

Fermi correlation, on the other hand, may only occur between electrons in distinct

orbitals; consequently, it is weaker. The second classification (into dynamic and

static correlation) is similar to the first but conceptually distinct. Static corre-

lation is connected with near-degenerate states, whereas dynamic correlation takes

instantaneous electron correlation into account (spin-orbitals of similar energy). The

dynamic correlation between electrons in the same orbital is more significant than

the static correlation between electrons in different orbitals. UHF can extract more

static correlation than RHF in this regard.

Post Hartree-Fock methods Post-Hartree–Fock methods are a collection of

methodologies designed to enhance the Hartree–Fock (HF) or self-consistent field

(SCF) method. These methods have been developed to evaluate the electronic

correlation, giving a more accurate evaluation of the electron repulsions than in

the Hartree–Fock method, where electron repulsions are just averaged.

8
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Møller-Plesset perturbation theory The Møller-Plesset theory describes a

ground state consisting of doubly occupied spin-orbitals (RHF) through orthonormal

spin-orbitals 𝑢𝑖. The Fock operator results for the electron 𝑛

𝑓(𝑛) = −1

2
∇2

𝑛 −
∑︁
𝛼

𝑍𝛼

𝑟𝑛𝛼
+

𝑁∑︁
𝑖=1

[︁
𝐽𝑖(𝑛)− 𝐾̂𝑖(𝑛)

]︁
(2.22)

𝐽𝑖(𝑛) =

∫︁
𝑑x2Ψ

*
𝑗(2)

1

𝑟𝑛𝑗
Ψ*

𝑗(2) (2.23)

𝐾̂𝑖(𝑛)𝑢𝑖(𝑛) =

[︂∫︁
𝑑x2Ψ

*
𝑗(2)

1

𝑟𝑛𝑗
𝑢𝑖(2)Ψ

*
𝑗(2)

]︂
Ψ𝑗(𝑛) (2.24)

The spin-orbits 𝑢𝑖 are eigen functions of the Fock operator

𝑓(𝑛)𝑢𝑖(𝑛) = 𝜖𝑖(𝑛)𝑢𝑖(𝑛) (2.25)

The unperturbed Hamiltonian in the MP method is defined as the sum of the Fock

operators

ℋ̂0 =
𝑁∑︁
𝑛=𝑖

𝑓𝑖(𝑛) (2.26)

and the wave function of the ground state Ψ0 is the Slater determinant of the spin-

orbitals

ℋ̂0Ψ0 =

(︃
𝑁∑︁

𝑛=1

𝜖𝑛

)︃
Ψ0 (2.27)

The Hamiltonian ℋ̂ describes the perturbed system, the difference between the two

Hamiltonians is the perturbation ℋ̂′

ℋ̂′ = ℋ̂ − ℋ̂0 (2.28)

For a poly electronic system ℋ̂0 =
∑︀

𝑖 𝑓𝑖 and the perturbed Schrödinger equation to

solve is then

(ℋ̂0 + ℋ̂′) |Ψ0⟩ = 𝐸 |Ψ0⟩ . (2.29)

The energy at zero order 𝐸(0)
0 and first order 𝐸(1)

0 of perturbation are respectively

9
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𝐸
(0)
0 = ⟨Ψ| ℋ̂0 |Ψ0⟩ (2.30)

𝐸
(1)
0 = ⟨Ψ| ℋ̂′ |Ψ0⟩ (2.31)

𝐸
(0)
0 + 𝐸

(1)
0 = ⟨Ψ| ℋ̂0 |Ψ0⟩+ ⟨Ψ| ℋ̂′ |Ψ0⟩ (2.32)

= ⟨Ψ| ℋ̂0 + ℋ̂′ |Ψ0⟩ (2.33)

= ⟨Ψ| ℋ̂0 + ℋ̂ − ℋ̂0 |Ψ0⟩ (2.34)

= ⟨Ψ| ℋ̂ |Ψ0⟩ = 𝐸𝐻𝐹 (2.35)

and their sum gives the variational Hartree-Fock integral. The energy in the second

order is

𝐸
(2)
0 =

∞∑︁
𝑠 ̸=0

⟨Ψ0| ℋ̂
′ |Φ0

𝑠⟩ ⟨Φ0
𝑠| ℋ̂

′ |Ψ0⟩
𝐸

(0)
0 + 𝐸

(0)
𝑠

(2.36)

where Φ0
𝑠 represents each possible Slater determinant generated by N distinct spin

orbitals. To calculate the second order correction, integrals of type ⟨Ψ0| ℋ̂
′ |Φ⟩0𝑠 must

be calculated, in which the function Φ0
𝑠 must diverge from the Slater determinant

of the ground state Ψ0 for one or more spin orbitals. The indices i,j,k,k describe

the occupied orbitals of the eigenfunction Ψ0 and a,b,c,d denote the unoccupied

spin-obritals. The possible combination is

• Φ0
𝑠 differs from Ψ0 by only one orbital spin Φ𝑎

𝑖

⟨Ψ0| ℋ̂
′ |Φ𝑎

𝑖 ⟩ = ⟨Ψ| ℋ̂ − ℋ̂0 |Φ𝑎
𝑖 ⟩ (2.37)

= ⟨Ψ0| ℋ̂ |Φ⟩𝑎𝑖 − ⟨Ψ0| ℋ̂0 |Φ𝑎
𝑖 ⟩ = 0 (2.38)

the first integral is zero for the Brullion theorem, the second integral is zero

because the unperturbed Hamiltonian is 𝐻̂ =
∑︀

𝑛 𝑓

• Φ0
𝑠 is distinct from Ψ0 by at least three spin orbitals. Since the perturbation

term is bi-electronic, the integrals of type ⟨Ψ0| ℋ̂
′ |Φ𝑎𝑏𝑐

𝑖𝑗𝑘⟩ are zero according to

the Slater-Condon criteria.

• the only admissible determinants are those of double excitationΦ𝑎𝑏
𝑖𝑗 , which

10
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results in a second-order correction

𝐸
(2)
0 =

∑︁
𝑖<𝑗,𝑎<𝑏

| ⟨Ψ0| ℋ̂
′ |Φ𝑎𝑏

𝑖𝑗 ⟩ |2

(𝜖𝑖 + 𝜖𝑗 − 𝜖𝑎 − 𝜖𝑏)
(2.39)

The first corrective term in MP perturbation theory is the second order, which only

comprises double excitation determinants.

𝐸𝑀𝑃2 = 𝐸𝐻𝐹 + 𝐸
(2)
𝑀𝑃 (2.40)

In order to compute the successive corrections one may use the knowledge of the

previous ones by using the energy of the unperturbed (zeroth order) equation. In the

MP formalism, it is just the sum of the energies of the occupied spin-orbitals (which

counts the electron-electron twice). It can be shown that the 𝑛-th correction to the

energy is 𝐸(𝑛) = ⟨Ψ0|ℋ̂′|Ψ(𝑛−1)⟩. The first-order correction removes the electron-

electron interaction once, and therefore the sum of zeroth and first order is just the

HF energy. Hence, MP does not recover any electron correlation until second-order.

Møller-Plesset methods are labeled as MP𝑛 where 𝑛 is the order of the correction

where the expansion is truncated. The usual ones are MP2, MP3, and MP4. Since

this family of methods is not variational, energy is not an upper bound to the real

one, and therefore, it may actually be lower than the true one.

Coupled cluster theory Coupled cluster (CC) theory was initially developed

for the quantum-chemical study of nuclear matter. After its inclusion into electronic

structure theory, it became one of the most efficient schemes in quantum chemistry

for high-precision calculations of electron correlations.

The fundamental equation in CC theory is

|Ψ⟩ = exp(𝑇 ) |Φ𝐻𝐹 ⟩ (2.41)

where Ψ𝐶𝐶 is the exact non-relativistic ground-state molecular wavefunction, Φ𝐻𝐹

the normalized ground-state Hartree-Fock function and exp(𝑇 ) is defined by Taylor-

11
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series expansion

exp(𝑇 ) ≡ 1 + 𝑇 +
𝑇 2

2!
+
𝑇 3

3!
+ · · · =

∞∑︁
𝑘=0

𝑇 𝑘

𝑘!
(2.42)

and the cluster operator 𝑇 is

𝑇 ≡ 𝑇1 + 𝑇2 + . . . 𝑇𝑁𝑒 . (2.43)

the one-particle (𝑇1) and two-particles (𝑇2) operators are defined

𝑇1Φ𝐻𝐹 =
∞∑︁

𝑎=𝑛+1

𝑛∑︁
𝑖=1

𝑡𝑎𝑖Φ
𝑎
𝑖 (2.44)

𝑇2Φ𝐻𝐹 =
∞∑︁

𝑏=𝑎+1

∞∑︁
𝑎=𝑛+1

𝑛∑︁
𝑗=𝑖+1

𝑛∑︁
𝑖=1

𝑡𝑎𝑏𝑖𝑗Φ
𝑎𝑏
𝑖𝑗 (2.45)

(2.46)

where Φ𝑎
𝑖 is a singly excited Slater determinant with the occupied spin-orbital 𝑢𝑖 re-

placed by the virtual spin-orbit 𝑢𝑎 and 𝑡𝑎𝑖 , called amplitude, is a numerical coefficient

whose value is determined by requiring that Eq. 2.41 be satisfied.

The operator 𝑇1 converts the Slater determinant Φ𝐻𝐹 into a linear combination

of all possible singly excited Slater determinants. Similarly Φ𝑎𝑏
𝑖𝑗 is the Slater deter-

minant with the occupied spin-orbitals 𝑢𝑖, 𝑢𝑗 replaced with the virtual spin-orbitals

𝑢𝑎, 𝑢𝑏. No operators of a higher order than 𝑇𝑛 are examined, as only 𝑛 electrons

may be excited by the 𝑛-electron wavefunction Φ𝐻𝐹 . By definition, when 𝑇𝑖 operates

on a determinant containing both occupied and virtual spin-orbitals, the resulting

excitation contains only determinants from the occupied orbitals (𝑇 2
1 ≡ 𝑇1(𝑇1Φ𝐻𝐹 ),

whereas 𝑇1 returns zero when operating on a determinant containing only virtual

spin orbitals. The mixing into the wavefunctions of Slater determinants with elec-

trons excited from occupied to virtual spin-orbitals allows electrons to keep away

from one another and thereby provides for electron correlation.

The effect of the exp(𝑇 ) operator is to express Ψ as a linear combination of

Slater determinants that include Φ𝐻𝐹 and all possible excitations of electrons from
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occupied to virtual spin-orbitals. This functional form (Eq. 2.41) ensures size-

consistency and size-extensivity of the electron-correlation treatment even within

a truncated scheme that omits a full CI calculation and expresses Ψ as a linear

combination including all possible excitations. Coupled Cluster theory, therefore,

is, by construction, a size-extensive approach.

Definition. The size consistency of a method indicates that the energy of two

molecules separated by an infinite distance is equal to the sum of the energies calcu-

lated separately for each molecule, in formula 𝐸𝐴𝐵 = 𝐸𝐴 + 𝐸𝐵 for 𝑟 −→ ∞. Size

extensivity means that correlation energy scales correctly (linearly) with the size of

the system.

The CC wave function is often not determined by the variational principle due to

the exponential ansatz. The CC wave function is instead placed into the Schrodinger

equation, which is then multiplied from the left with exp(−𝑇 ), and a formula for

the energy is derived by projecting onto the reference determinant

𝐸 = ⟨Ψ𝐻𝐹 | exp(−𝑇 )ℋ̂ exp(𝑇 )|Ψ𝐻𝐹 ⟩ (2.47)

and nonlinear equations for the amplitudes are obtained by projection onto the

excited determinants |Ψ𝑄⟩

0 = ⟨Ψ𝑄| exp(−𝑇 )ℋ̂ exp(𝑇 )|Ψ𝐻𝐹 ⟩ , (2.48)

which has to be solved for every possible |ΨQ⟩. CC theory shows its advantages only

when used with a truncated cluster operator. The usual choices are 𝑇 = 𝑇1 + 𝑇2

(CC singles and doubles (CCSD)), 𝑇 = 𝑇1 + 𝑇2 + 𝑇3 (CC singles, doubles, triples

(CCSDT)), and 𝑇 = 𝑇1 + 𝑇2 + 𝑇3 + 𝑇4 (CC singles, doubles, triples, quadruples

(CCSDTQ)), etc.

However, third-order excitations is usually implemented perturbationally, re-

sulting in the CCSD(T) approach, commonly referred to as the "gold standard" in

quantum chemistry. In fact, the triple contribution is computed separately using

perturbation theory of the fourth order and added to the CCSD results. In addition,
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a term originating from a perturbation of the fifth order that describes the coupling

between singles and triples is also provided.

Explicitly correlated methods In general, electron correlation methods suf-

fer from the issue of slow convergence of the basis set, and very large basis sets are

frequently required to produce converged results. The basis set problem results from

the fact that the expansion in products of limited 1-electron functions (orbitals) does

not adequately describe the shape of the wave function at small to intermediate val-

ues of electron distance 𝑟12, which must satisfy the electronic wave function cusp

condition

𝜕Ψ

𝜕𝑟12

⃒⃒⃒⃒
𝑟12=0

=
1

2
Ψ(𝑟12 = 0). (2.49)

This problem can be avoided by incorporating terms into the wave function that

depend directly on 𝑟12 and so accurately characterize the cusp. Early implemen-

tations employed a linear 𝑅12 correlation factor, and several so-called 𝑅12-methods

were created. Later, it was observed that a Slater-type function 𝐹12 ∼ exp(−𝛾𝑟12)

produces significantly superior convergence of the basis set and numerical stabil-

ity. This group of procedures is referred to as the F12 methods. The 𝛾 exponent

is often specified in the input files as a parameter. Numerous investigations have

demonstrated that the best value for 𝛾 is highly dependent on the size of the basis

set and typically ranges from 0.80 to 1.40. In the majority of instances, the value 1

has been proven to be an appropriate choice. In general, larger 𝛾 values are more

advantageous for larger basis sets. [9] The general expression of the wavefunctions,

that holds both for standard CCSD, is

ΨCCSD(−F12) = 𝑒𝑇1+𝑇2ΨHF (2.50)

For explicitly correlated methods the double excitation operator 𝑇2 is extended by an

additional term with the explicitly correlated amplitudes 𝒯 𝑖𝑗
𝛼𝛽. The single excitations,

only present in Eq. 2.50, are not expanded because the explicit correlation acts on
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electron pairs:

𝑇1 =
∑︁
𝑖𝑎

𝑡𝑖𝑎𝐸̂
𝑎
𝑖

𝑇2 =
1

2

(︃∑︁
𝑖𝑗𝑎𝑏

𝒯 𝑖𝑗
𝑎𝑏 𝐸̂

𝑎𝑏
𝑖𝑗 +

∑︁
𝑖𝑗𝛼𝛽

𝒯 𝑖𝑗
𝛼𝛽𝐸̂

𝛼𝛽
𝑖𝑗

)︃

where the explicitly correlated amplitudes are build by the projector 𝑄̂12 and the

correlation factor 𝐹12 as

𝒯 𝑖𝑗
𝛼𝛽 =

∑︁
𝑚𝑛

𝑇 𝑖𝑗
𝑚𝑛 ⟨𝑚𝑛|𝐹12𝑄̂12|𝛼𝛽⟩ .

The indexes 𝑖, 𝑗, 𝑘, 𝑙, . . . identify occupied orbitals, 𝑎 and 𝑏 the virtual orbitals, while

𝛼 and 𝛽 the complete virtual orbital basis. The 𝑄̂12 operator ensures orthogonality

between the explicitly correlated part and the reference one. In order not to over-

burden the mathematical notation, we refer readers to an elegant and clear review

by Liguo and coworkers for the derivation of the F12 equations. [10]

To calculate some blocks of the Fock matrix and exchange operators it is usual

practice to rely on density fitting (DF), which reduces the associated computing cost.

The DF method requires the use of a complementary auxiliary basis set (CABS),

which is designed to span the orthogonal complement of the space occupied by

the orbital basis. As a result, the CABS is created by combining the orbital and

auxiliary bases. Auxiliary basis sets for DF and RI have the same functional form

as orbital basis sets, but different exponents, and are often uncontracted. Similarly

to the orbital basis sets, they are derived from basis set libraries.

The CCSD(T)-F12 methods contain many ansatz and approximations. The error

generated by these approximations is dependent on the system and the estimated

property but is typically quite minor. There are two primary estimates for CCSD-

F12, namely F12a and F12b. Practically speaking, CCSD-F12a tends to overstate

the correlation energy, but CCSD-F12b always falls within the base set limit.

Density functional theory All the previous methods are wave function-based

methods, which rely on a very complex entity (Ψ) that depends (N electron system)

on 4N variables (3N coordinates and N spins). Density functional theory (DFT), on
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the other hand, relies on a much simpler quantity: the electron density, which just

depends on three spatial variables and it can be obtained from the wave function:

𝜌(r) = 𝑁

∫︁
. . .

∫︁
𝑑x2 . . .x𝑁Ψ

*(x1, . . . ,x𝑁)Ψ(x1, . . . ,x𝑁). (2.51)

The electron density 𝜌(r) contains the same information as the N-electron wave

function Ψ, but it is independent of the phase. DFT formalizes the electronic energy

of a molecular system as a functional of the density

𝐸[𝜌] = 𝑉𝑁𝑁 + 𝐸𝑒[𝜌] = 𝑉𝑁𝑁 + 𝑉𝑒𝑁 [𝜌] + 𝐽𝑒[𝜌] + 𝑇 [𝜌] + 𝐸𝑥𝑐[𝜌], (2.52)

𝑉𝑒𝑁 [𝜌] = −
𝑁∑︁
𝑘=0

𝑍𝑘

∫︁
𝜌(r)𝑟−1

𝑘 𝑑r, (2.53)

𝐽𝑒[𝜌] =
1

2

∫︁ ∫︁
𝜌(r1)𝜌(r2)𝑟−1

12 𝑑r1𝑑r2. (2.54)

where 𝑉𝑒𝑁 [𝜌] is the functional that describes the electron-nucleus interaction

and 𝐽𝑒[𝜌] the functional related to the Coulomb’s terms. It may seem somewhat

unnatural that the molecular Hamiltonian can be fully specified from a quantity

that does not describe two-particle distributions but only one-particle ones. How-

ever, it can be intuitively shown that the system can be completely defined by the

electron density in its ground state. The Hamiltonian is completely determined

by the number of electrons and the potential 𝑉𝑁𝑒, usually called “external” poten-

tial. Both quantities can be derived from the electron density: its integral over the

whole volume is the number of electrons, the cusps of the density are the positions

of nuclei, and their heights define the nuclear charges, these two, in turn, define

𝑉𝑁𝑒. Finally, the Hamiltonian determines the energy, the wave function, and the

associated properties. Therefore, there must be a one-to-one correspondence be-

tween the electron density and the energy of the system. This was mathematically

proved by the first Hohenberg and Kohn theorem, which ensures the existence of a

universal energy functional of the electronic density. Additionally, they showed in

their second theorem that the ground state energy can be obtained by means of the

variational principle, starting with a trial density, 𝜌, so that 𝐸[𝜌] ≥ 𝐸[𝜌], where 𝜌

16



Chapter 2. Theoretical background

is the exact dendity. [11] Furthermore, the unrestricted scheme can be introduced in

DFT by simply splitting the total electron density into the electron density for 𝛼

and 𝛽 electrons (𝜌 = 𝜌𝛼+ 𝜌𝛽). The only problem is that, although 𝐸[𝜌] is proved to

exist and to be universal, it is unknown. The reason lies in the 𝑇 [𝜌] and 𝐽𝑒[𝜌] func-

tionals that cannot be directly written in terms of 𝜌(r). If they were known, DFT

would return the exact ground-state energy. To overcome this, Kohn and Sham in-

geniously considered a fictitious system, of non-interacting electrons moving within

an “external” potential (𝑉𝑒𝑁). [12] Such a system can be exactly described by a Slater

determinant made up by auxiliary Kohn-Sham (KS) spin-orbitals. As a constraint,

it is then required that the electron density derived from these auxiliary functions is

the same as the one of DFT i.e., 𝜌𝐾𝑆(r) =
∑︀

𝑖

∫︀
|𝜒𝑖(x)|2𝑑𝜎 = 𝜌(r). The (small) dif-

ference in kinetic energy between the real and the fictitious (𝑇𝑠[𝜌]) system is added

to the exchange-correlation term, which becomes 𝐸𝑥𝑐[𝜌] = 𝐸 ′
𝑥𝑐[𝜌]+𝑇 [𝜌]−𝑇𝑠[𝜌]. This

𝐸𝑥𝑐[𝜌] is now the only unknown term. However, it is possible to deduce some exact

xc-functional’s properties:

• absence of self-interaction;

• linear scale property , given 𝜌𝜆[𝜆𝑥, 𝜆𝑦, 𝜆𝑧] and 𝜌[𝑥, 𝑦, 𝑧] the the exchange term

results:

𝐸𝑥[𝜌𝜆] = 𝜆𝐸𝑥[𝜌]

while for the correlation term the scale property has been demonstrated only

for low densities (𝜆 > 1)

−𝐸𝑐[𝜌𝜆] = 𝜆𝐸𝑐[𝜌]

for 𝜆 → ∞ the correlation energy for a finite system is constant and has a

negative value;

• the Lieb-Oxford condition that sets a maximum on the exchange and correla-

tion energies

• the exchange potential should have an asymptotic trend (−𝑟−1) for 𝑟 → ∞

instead it is exponential; while the correlation potential should have an asymp-
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totic trend (−1
2
𝛼𝑟−4) where 𝛼 is the polarizability of the system with minus

an electron;

• the xc-potential as a function of the number of electrons is discontinuous, the

value of the discontinuity should be the difference between the electron affinity

and the ionization energy.

The formulation of different 𝐸𝑥𝑐[𝜌] functionals has resulted in the emergence

of several hundreds of approximated xc-functionals that make DFT realizable; and

this is the reason why DFT frequently contains semi-empirical parameters. Simple

approximations work exceptionally well for a wide variety of chemistry and physics

problems, especially when predicting the structure and thermodynamic properties

of molecules and solids. This is the secret to density functional theory’s success.

According to the fundamental ingredients in each method, Perdew and Schmidt

proposed a classification into five families. [13] The resulting Jacob’s ladder of DFT is

a classification that connects the “hell” of non-interacting electrons to the “heaven”

of chemical accuracy. The farther up the ladder one goes, the more accurate the

results are, but at the cost of additional computational effort. The ladder’s steps are

as follows, in order of increasing difficulty: (i) the local spin density approximation

(LSDA) assumes that the electronic density is a slowly changing function of r, so that

the uniform electron gas model is able to describe the non-uniform density system

locally, (ii) the generalized gradient approximation (GGA), in which corrections

accounting for the non uniformity of 𝜌 through the gradient of the electron density

are introduced, (iii) the meta-GGA family, which adds higher order corrections based

on higher order derivatives of the electronic density (and in some cases the kinetic

energy from the auxiliary orbitals), (iv) the hybrid DFT methods, which improve the

highly local nature of the previous families (they care about the electronic density

at specific points and their close vicinity) by mixing some “exact” exchange energy

(computed following the HF method with the KS auxiliary spin-orbitals), which is

non local, to the GGA and meta-GGA rungs, and finally (v) one can also include

some (dynamical) correlation estimated by perturbative methods like MP2, with

this leading to double-hybrid methods, at the expenses of a higher computational
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cost.

A final remark is deserved regarding dispersion corrections. It is well known that

LDA and GGA approximations predict exponential falloffs of the interatomic inter-

actions instead of the expected asymptotic 𝑟−6 behavior. Hybrids do not improve

this picture, as the inclusion of HF-like exact exchange may end up in repulsive

forces. Double-hybrids instead do improve the picture by the addition of correlation

from the perturbative correction. However, usually, DFT functionals are corrected

in order to properly describe London dispersion forces. The most popular strategy is

due to Grimme, and relies on its simplicity and negligible additional computational

cost. Indeed, the so-called D3 [14,15] and D3(BJ) [16] corrections, improve the descrip-

tions of medium-range interactions with respect to previous generation corrections,

are less empirical and incorporate dependence on the chemical environment of each

atom by accounting for the number of directly bonded atoms. The D3(BJ) version

includes the Becke-Johnson damping function, which controls the overlap between

short and long-range interactions, as the former is described by DFT. The equation

for D3 correction is given by

∆𝐸D3
disp = −1

2

∑︁
𝑛=6,8

∑︁
𝐴 ̸=𝐵

𝑠𝑛
𝐶𝐴𝐵

𝑛

𝑅𝑛
𝐴𝐵

𝑓damp(𝑅𝐴𝐵),

where 𝑠𝑛 is a scaling factor which depends on the chosen functional, 𝐶𝐴𝐵
𝑛 are the 𝑛th

order dispersion parameters for each AB atom pair, 𝑅𝐴𝐵 are the AB inter-nuclear

distances and

𝑓damp(𝑅𝐴𝐵) =
1

1 + exp (−𝛾𝑛( 𝑅𝐴𝐵

𝑠𝑟,𝑛𝑅𝐴𝐵
0

− 1))
.

are damping functions where 𝑅𝐴𝐵 are cut-off radii, 𝑠𝑟,6 are DFT functional depen-

dent scaling factors, 𝑠𝑟,8 is set to 1 for all functionals and 𝛾𝑛 are constants, set to 14

for 𝑛 = 6 and 16 for 𝑛 = 8. Regarding D3(BJ) correction, the equation becomes

∆𝐸
D3(BJ)
disp = −1

2

∑︁
𝑛=6,8

∑︁
𝐴 ̸=𝐵

𝑠𝑛
𝐶𝐴𝐵

𝑛

𝑅𝑛
𝐴𝐵 + 𝑓𝑛

damp(𝑅
0
𝐴𝐵)

.

Here, 𝑓(𝑅0
𝐴𝐵) = 𝑎1𝑅

0
𝐴𝐵 + 𝑎2 where 𝑎𝑖 are fit parameters (the BJ parameters)
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and 𝑅0
𝐴𝐵 =

√︁
𝐶𝐴𝐵

8

𝐶𝐴𝐵
6

. For either D3 and D3(BJ), the fit parameters (𝑠𝑟,6 and 𝑠8 for

the former, 𝑎1 , 𝑠8 and 𝑎2 for the latter) are determined by a least-squares fit on a

set of 130 dispersion interaction energies.

Delocalization Error Despite the general adoption and performance of DFT,

its application can still be afflicted by widespread inaccuracies that lead to quali-

tative failures in the characterization of physical properties. [17] These failures are

not attributable to weaknesses in the theory itself, but rather to deficiencies in the

approximate adopeted exchange-correlation functionals. A systematic method for

developing universally applicable functionals is a problem that has remained un-

solved till now. The principal defects in DFT calculations are the underestimating

of the barriers of chemical reactions, the band gaps of materials, the energy of dis-

sociating molecular ions, and the excitation energies in charge transfer. In addition,

they overestimate the binding energies of charge transfer complexes and the response

of molecules and materials to an electric field. Surprisingly, all of these distinct issues

are related to the same source: the delocalization error of approximate functionals,

which is generated by the dominant Coulomb factor that pushes electrons away.

This inaccuracy is explicable from the perspective of fractional charges. [17] These

violations appear in incredibly simple model molecules, such as H+
2 . Functionals

accurately describe the chemical bond but fail significantly when the molecule is

stretched. At the dissociation limit, two H atoms with half an electron each are pro-

duced, and the energy is underestimated. Due to the discrete nature of electrons,

the energy of an atom as a function of its charge is a straight-line of interpolation

between the integers. However, approximate functionals are erroneously convex be-

tween integers and predict energy that is too low for fractional charges. The energy

is too low for the stretched H+
2 if the electron is delocalized over the two centers.

This is a result of the delocalization error, which relates to the propensity of approx-

imated functionals to artificially spread the electron density. This phenomenon is

related to the self-interaction error [18,19] well defined only for one electron systems,

with analogy made for many electron systems [20,21]. However, the erroneous convex

behavior of the energy as a function of the fractional charge is better described as
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the delocalization error, as it encapsulates the physical basis of the issue [22].

Transition state theory For a single-step reaction A + B −−→ P, the rate of

change of the abundances of either reactants and products is called the reaction rate

law, and it’s given by

rate =
𝑑[𝑃 ]

𝑑𝑡
= 𝑘[𝐴][𝐵], (2.55)

where [. . .] are the abundances of species involved in the reaction and 𝑘 is the reaction

rate constant. The experimental relation for 𝑘 is given by the Arrhenius equation:

𝑘 = 𝐴 exp

(︂
− 𝐸𝑎

𝑘𝐵𝑇

)︂
(2.56)

where 𝐸𝑎 is the activation energy and 𝐴 is the pre-exponential or frequency com-

ponent (which may have a small temperature dependence). If a reaction obeys the

Arrhenius equation, then the Arrhenius plot (ln 𝑘 vs 1
𝑇
) should be a straight line

with −𝐸𝑎

𝑅
and ln𝐴 as the slope and intercept, respectively. The activation energy

is the least energy that reactants must possess in order to produce products, while

the pre-exponential factor is a measure of the collision rate. Tolman [23,24] offered a

more accurate interpretation of 𝐸𝑎 proving that the Arrhenius energy of activation

is the average total energy (relative translation + internal) of all reacting pairs of

reactants minus the average total energy of all reacting pairs, including non-reactive

pairs.

TST provides an expression of 𝑘 in terms of statistical mechanics quantities

that can be calculated for every molecular species. The main result of TST is the

following expression for the thermal rate coefficient:

𝑘 =
𝑘𝐵𝑇

ℎ

𝑍‡

𝑍𝑅

exp

(︂
− 𝐸𝑎

𝑘𝐵𝑇

)︂
(2.57)

where 𝑍‡ and 𝑍𝑅 are the partition functions of the transition state and reactants,

respectively. TST is based on some key assumptions:

1. there is chemical equilibrium between reactants and the “activated complex”

(the high energy species formed corresponding to the saddle point, the TS)
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2. once a molecule has reached the TS it may either come back to reactants or

evolve into products

3. if it crosses the TS, the system can only evolve into products.

The canonical transition state theory can be applied also to reactions that present

a loose transition state. In this case, as the molecular configuration of the transi-

tion state cannot be univocally identified, it is necessary to apply the variational

principle to the computation of the rate coefficient. Indeed, the transition state

corresponds in terms of reactive flux to the minimum flux of reactive molecules that

pass from reactants to products per unit of time. This principle allows us to locate

the transition state, choosing the position along the reaction coordinate that mini-

mizes the canonical rate coefficient. This procedure requires only a little more effort

than the standard TST, as one repeats the calculation of 𝑘 for a number of different

transition states until the position giving the minimum value for 𝑘 is determined.

Molecular Dynamics In the classical limit, molecular dynamics is a substantially

an exact technique. The correctness of the interaction model used to represent the

system has a big impact on how well its conclusions match the results of experiments:

the more realistic is the model, the more accurate are the results. The most common

simulated statistical sets in MD consist of:

• NVE, a statistical ensemble in which the total energy (E) of the system , the

volume (V) and the number of particles (N) in the system are fixed. In order

for the system to maintain statistical equilibrium, the microcanonical ensemble

must be completely isolated (unable to exchange energy or particles with its

surroundings);

• NVT, is a statistical ensemble in which the energy is not conserved, but the

number of particles (N), the volume (V) and the temperature (T) are constant.

The canonical ensemble can be used to describe a closed system that was in

weak thermal contact with a heat bath. To be in statistical equilibrium, a

system must be completely closed and may come into weak thermal contact

with other systems characterized by ensembles at the same temperature;
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• NPT is a statistical ensemble in which the energy is not conserved, but the

number of particles (N), the pressure (P) and the temperature (T) are con-

stant. This ensemble is utilized extensively in chemistry, as chemical reactions

are often done at constant pressure settings. The NPT ensemble is also useful

for calculating the equation of state for model systems whose virial expansion

for pressure cannot be approximated. [8]

Equation of motion for atomic systems The classical equation of motion

for a system of N molecules interacting via a potential 𝑉 is defined by the Lagrangian

equation of motion as a function of the generalized coordinates 𝑞𝑘 and velocities 𝑞𝑘:

𝑑

𝑑𝑡

(︂
𝜕ℒ
𝜕𝑞𝑘

)︂
−
(︂
𝜕ℒ
𝜕𝑞𝑘

)︂
= 0 (2.58a)

ℒ = 𝐾 − 𝑉 (2.58b)

𝐾(𝑞) =
1

2

𝑁∑︁
𝑖=1

𝑚𝑖𝑞
2
𝑖 (2.58c)

𝑉 (𝑞) =
∑︁
𝑖

𝑣1(𝑞𝑖) +
∑︁
𝑖

∑︁
𝑗>𝑖

𝑣2(𝑞𝑖, 𝑞𝑗) +
∑︁
𝑖

∑︁
𝑗>𝑖

∑︁
𝑘>𝑗

𝑣3(𝑞𝑖, 𝑞𝑗, 𝑞𝑘) + . . . (2.58d)

where 𝐾 represents the kinetic term (2.58c) and 𝑉 potential (2.58d), divided into

terms depending on the coordinates of individual atoms, pairs, triplets, and so on.

The equation of motion for a system of atoms of mass 𝑚𝑖 with Cartesian coor-

dinates r𝑖 becomes:

𝑓𝑖 = 𝑚𝑖r̈𝑖 (2.59)

𝑓𝑖 = ∇r𝑖ℒ = −∇r𝑖𝑉 (2.60)

where 𝑓𝑖 is the force applied on the ith atom, or in the case of the center of mass, rep-

resents the total force on molecule 𝑖. This system of differential equations (Eq.2.60)

can be numerically solved at time intervals ∆𝑡 small enough to conserve the thermo-

dynamic quantity in the selected simulation ensemble when the interaction potentials

are continuous with a continuous first derivative. The value of the integration in-
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terval depends on the interaction potential employed and the mass of the particles.

When the resultant of the forces acting on the particles is greater, it is obvious that

the integration interval ∆𝑡 must be smaller, as particles with a smaller mass will

move faster. The generalized momentum 𝑝𝑘 conjugate with 𝑞𝑘 is defined as

𝑝𝑘 =
𝜕ℒ
𝜕𝑞𝑘

(2.61)

The momenta feature in the Hamiltonian form of the equations of motion

𝑞𝑘 =
𝜕ℋ
𝜕𝑝𝑘

(2.62)

𝑝̇𝑘 = −𝜕ℋ
𝜕𝑞𝑘

(2.63)

The Hamiltonian is strictly defined by the equation:

ℋ(p,q) =
∑︁
𝑘

𝑞𝑘𝑝𝑘 − ℒ(𝑞, 𝑞) (2.64)

where the velocities 𝑞𝑘 are written as a function of the momenta p. Being the

potential 𝑉 independent from the velocities, ℋ is equal to the energy, for Cartesian

coordinates, the Hamilton’s equations become:

ṙ𝑖 =
p𝑖

𝑚𝑖

(2.65)

ṗ𝑖 = −∇r𝑖𝑉 = f𝑖 (2.66)

For any set of particles, it is possible to choose six generalized coordinates, changes

that correspond to translation and rotation of the center of mass, and, for the system

as a whole, changes in the remaining 3𝑁−6 coordinates involving the motion of the

particles relative to one another. If the potential 𝑉 depends only on the magnitude

of particle separations and there aren’t applied external fields, then 𝑉 , ℒ, and ℋ

are manifestly independent of these six generalized coordinates. The corresponding

conjugate momenta, in Cartesian coordinates, are the total linear P and angular L
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momentum:

P =
∑︁
𝑖

p𝑖 (2.67)

L =
∑︁
𝑖

r𝑖 × p𝑖 =
∑︁
𝑖

𝑚𝑖r𝑖 × ṙ𝑖 (2.68)

where the origin of the Cartesian axes corresponds with the center of mass of the

systems. For completely isolated molecules, these quantities are conserved, but this

situation is difficult to find in a real simulation. A more general criterion for the

conservation of these laws is provided by symmetry considerations: if the system

is invariant for translation, the corresponding momentum component is conserved,

if the system is invariant for rotation about an axis, the corresponding angular

momentum is conserved. The translation invariance is preserved in the case of

periodic boundary conditions (PBC), and thus the total linear momentum P is

conserved. Assuming that the Hamiltonian is stationary the total derivative ℋ̇

results:
𝑑

𝑑𝑡
ℋ =

∑︁
𝑘

(︂
𝜕ℋ
𝜕𝑞𝑘

𝑞𝑘 +
𝜕ℋ
𝜕𝑝𝑘

𝑝̇𝑘

)︂
(2.69)

Hence the Hamiltonian constitutes a constant of the motion. This energy conserva-

tion law applies whether or not an external potential exists; the essential condition is

that no explicit time-dependent or velocity-dependent forces act on the system. The

second point concerning the equation of motion is that time-reversible; changing the

signs of all momenta makes it possible to retrace the molecular trajectory.

The system of differential equations(2.60) can be numerically solved at time

intervals ∆𝑡 if the interaction potentials are of class C1. The value of ∆𝑡, as mention

before, is determined by the interaction potential and the mass of the particles. For

the numerical resolution of equations of motion, there are two major categories

of algorithms: predictor-corrector and Verlet-type methods. Predictor-corrector

algorithms are expensive because they need to calculate up to the fourth derivative

with respect to time. However, they integrate the equations of motion with great

precision but some times they show instability. Algorithms of the Verlet type utilize

only the second derivative, resulting in less precision but greater stability. To be
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clear, accuracy refers to the conservation of energy between two successive steps

of integration, whereas stability refers to the capacity of an algorithm to integrate

without drifts in the propagation of motion invariants. Verlet algorithms, except for

the velocity Verlet formulation, are not self-starting hence it is necessary to initialize

the velocities using a Taylor series expansion. According to the ergodic theorem,

for sufficiently long intervals of time, the averages calculated on time sequences and

those calculated in phase space coincide.

< 𝑥 >𝑁𝑉 𝐸=< 𝑥 >𝑡= lim
𝑡→∞

1

𝑇𝑠

∫︁ 𝑇𝑠

0

𝑑𝑡𝑥(𝑡) (2.70)

where 𝑇𝑠 is the time of simulation. For the ergodic hypothesis to be satisfied, the

system must explore the whole phase space; hence, it is desirable to employ the

largest time step compatible with the forces acting on the particles.

The Born-Oppenheimer Molecular Dynamics In order to introduce the

electronic structure into simulations of classical molecular dynamics, the electronic

Hamiltonian must be solved for each nuclear configuration whose temporal evolution

is defined by the equations of motion. This method, known as Born-Oppenheimer

molecular dynamics, is only one of several ways to incorporate electronic structure

into MD simulations.

The trajectory is obtained by solving the electronic problem for a given nuclear

configuration, the forces acting on the nuclei are determined, and the nuclei move

according to the equation F = 𝑀R̈, resulting in a new nuclear configuration for

which the electronic problem must be solved in a self-consistent way. This implies

that the time dependency is a consequence of the nuclear motion and not an intrinsic

property.

The Born-Oppenheimer MD is fully described by the following system of equa-

tions

𝑀𝐽R̈𝐽(𝑡) = −∇𝐽 min
Ψ0

⟨Ψ0|ℋ𝑒 |Ψ0⟩ , (2.71)

𝐸0Ψ0 = ℋ𝑒Ψ0 (2.72)
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minimum ⟨𝐻⟩𝑒 must be achieved in each step of a Born-Oppenheimer molecular

dynamics propagation, resulting in an increase in computational cost.

Car-Parinello molecular dynamics The "Best of all Worlds Methods" [8]

should: (i)integrate the equation of motion on the long time scale set by nuclear

motion, (ii) intrinsically take advantage of the smooth time evolution of the dynam-

ically evolving electronic subsystem as much as possible. The second point permits

avoiding explicit diagonalization or minimization in order to tackle the electronic

structure problem iteratively before the next stage in molecular dynamics.

Car-Parinello molecular dynamics is an effective solution that automatically sat-

isfies condition (ii) and provides an acceptable time step length compromise (i). The

Car-Parinello approach takes direct advantage of the quantum-mechanical adiabatic

time scale separation between fast electronic (quantum) and slow nuclear (classical)

motion. In order to transfer the two-component quantum/classical problem onto a

two-component classical problem with two distinct energy scales, the physical time

information of the quantum subsystem dynamics must be sacrificed. The energy

of the electronic system ⟨Ψ0|ℋ𝑒 |Ψ0⟩ is clearly a function of the nuclear position

R, but it "may" also be considered a function of the wave function Ψ0 and, by

extension, of the orbitals 𝑢𝑖 employed to construct this wave function (i.e. a Slater

determinant). In classical mechanics, the force on the nuclei is derived from the

Lagrangian derivative relative to the nuclear locations. This suggests that, given

an appropriately determined Lagrangian, a functional derivative with respect to the

orbitals, which are regarded as classical fields, might deliver the correct force on the

orbitals. Under these fundamental observations Car and Parrinello introduce the

following class of extended Lagrangians

ℒ𝐶𝑃 =
∑︁
𝐼

1

2
𝑀𝐼Ṙ

2
𝐼 +

∑︁
𝑖

𝜇 ⟨𝑢̇𝑖|𝑢̇𝑖⟩⏟  ⏞  
Kinetic energy

−⟨Ψ0|ℋ𝑒 |Ψ0⟩⏟  ⏞  
potential energy

+ constraints⏟  ⏞  
orthonormality

(2.73)

The corresponding Newtonian equations of motion are obtained from the associated
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Euler-Lagrange equations

𝑑

𝑑𝑡

𝜕ℒ
𝜕Ṙ𝐼

=
𝜕ℒ
𝜕R𝐼

(2.74)

𝑑

𝑑𝑡

𝛿ℒ
𝛿𝑢̇𝑖

=
𝛿ℒ
𝛿𝑢𝑖

(2.75)

similar to classical mechanics, but applied to nuclear position and orbitals. The

general Car-Parinello equations of motion have been discovered to be

𝑀𝐼R̈𝐼(𝑡) = − 𝜕

𝜕R𝐼

⟨Ψ0|ℋ𝑒 |Ψ0⟩+
𝜕

𝜕R𝐼

constraints (𝑢𝑖,R𝐼) (2.76)

𝜇𝑢̈𝑖(𝑡) = − 𝛿

𝛿𝑢𝑖
⟨Ψ0|ℋ𝑒 |Ψ0⟩+

𝛿

𝛿𝑢𝑖
constraints (𝑢𝑖,R𝐼) (2.77)

where 𝜇 represents the fictitious mass. In general, these constraints are a function

of the set of orbitals 𝑢𝑖 and of the nuclear positions R𝐼 .Both of these dependencies

must be correctly considered while obtaining the Car-Parinello equations in order

to produce an energy-conserving dynamical evolution. For the specific case of one-

particle Hamiltonians, such as those coming from Kohn-Sham theory in conjunction

with position-independent constraints, the Lagrangian ℒ𝐶𝑃 is simplified, and the

corresponding equations of motion result

𝑀𝐼R̈𝐼(𝑡) = −∇𝐼 ⟨Ψ0|𝐻𝐾𝑆
𝑒 |Ψ0⟩ (2.78)

𝜇𝑢̈𝑖(𝑡) = −𝐻𝐾𝑆
𝑒 𝑢𝑖 +

∑︁
𝑗

Λ𝑖𝑗𝑢𝑗 (2.79)

where the proper orbital orthonormality (𝛿𝑖𝑗 = ⟨𝜑𝑖|𝜑𝑗⟩) must be imposed by La-

grange multipliers Λ𝑖𝑗 All constraints inherent in a generic Lagrangian (Eq.2.73)

lead to associated constraint forces in the equation of motion due to their deriva-

tives, such as the term
∑︀

𝑗 Λ𝑖𝑗𝑢𝑗.

The CP method is essentially an extended Lagrangian MD scheme in which the

electronic degrees of freedom are treated as fictitious dynamical variables and prop-

agated along the nuclear degrees of freedom; CP calculations are often performed

in a plane wave basis set. The ADMP method [25–27] is an alternative to the original
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Car-Parinello method in which atom-center Gaussian orbitals are propagated along

nuclear degrees of freedom. Compared to the plane wave basis, fewer Gaussians are

required to achieve the desired precision since they are localized in regions of higher

electron density and move with the nuclei. On an orthonormal basis, the extended

Lagrangian for the system is

ℒ =
1

2
𝑇𝑟
(︀
V𝑇MV

)︀
+

1

2
𝑇𝑟(WW)− 𝐸(R,P)− 𝑇𝑟[Λ(PP−P)] (2.80)

where M, R and V are the nuclear masses, positions and velocities respectively.

The density matrix and density matrix of velocities are P and W respectively.

Constraints on the total number of electrons (𝑁𝑒) and on the idempotent of the

density matrix are imposed using the Lagrangian multiplier matrix Λ. The ADMP

method is implemented in the Gaussian suite of programs [28].

Metadynamics The findings of an MD simulation are only useful if the simulation

run is long enough for the system to visit all energetically relevant configurations,

or if the system is ergodic in the simulation period. This is not always the case in

practical circumstances. High free-energy barriers may separate relevant configura-

tions, which is a common source of difficulty. In such a circumstance, the transition

from one metastable state to another is only possible if triggered by those infrequent

fluctuations that take the system beyond its free energy barriers. Another possi-

bility is that the system diffuses in configuration space incredibly slowly. Under

these circumstances, obtaining appropriate statistics demands an excessive amount

of computer time. Metadynamics [29] refers to a set of techniques in which sampling

is facilitated by the introduction of an additional bias potential (or force) that acts

on a chosen number of degrees of freedom, sometimes known as collective variables

(CVs).

In metadynamics, an external, CV-dependent, history-dependent bias potential

is added to the Hamiltonian of the system. This potential can be expressed as

the sum of Gaussians deposited along the route of the system in the CVs space

to dissuade the system from returning previously sampled configurations. During

an MD simulation, the bias was continually applied using an extended Lagrangian
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formalism or by operating directly on the microscopic coordinates of the system.

Let S be a collection of d functions of the system’s microscopic coordinates R:

𝑆(𝑅) = 𝑆1(𝑅) . . . 𝑆𝑑(𝑅) (2.81)

At time t, the metadynamics bias potential can be written as:

𝑉𝐺(𝑆, 𝑡) =

∫︁
𝑑𝑡′𝜔 exp

(︃
−
∑︀𝑑

𝑖=1(𝑆𝑖(𝑅)− 𝑆𝑖(𝑅(𝑡
′)))2

2𝜎2
𝑖

)︃
(2.82)

where 𝜔 is an energy rate and 𝜎𝑖 is the width of the Gaussian for the i-th CV. The

energy rate 𝜔 = 𝑊
𝜏𝐺

is constant and usually expressed in terms of a Gaussian height

W and a deposition stride 𝜏𝐺. Frequently, interesting free-energy landscapes have

multiple local minima. If the free-energy differences between these minima are of

the order of a few k𝐵T, they may all be relevant. However, if they are separated

by a high saddle point in the free-energy landscape (i.e. a low probability region),

then the transition between them will take a long period, and these minima will

correspond to metastable states. In simulations at finite temperature, it is typically

of interest to analyze both the absolute minimum and the local minima that are

separated by barriers of varying amplitudes. Instead, as time passes, Gaussians

are deposited in the metadynamics simulation, forcing the underlying bias potential

to develop until the system is driven out of the initial basin and into a new local

minimum. Passing the lowest barrier and falling into the left basin is the simplest

and most natural escape path. Here, the Gaussian accumulation begins once more.

The system diffuses in the region between the first two minima at this time. When

all of the basins are compensated by the bias potential, the system evolves according

to a random walk on the flattened FES. The bias potential V𝐺 offers an unbiased

estimate of the underlying free energy

𝑉𝐺(𝑆, 𝑡∞) = −𝐹 (𝑆) + 𝐶 (2.83)

𝐹 (𝑆) = − 1

𝛽
ln

(︂∫︁
𝑑𝑅𝛿(𝑆 − 𝑆(𝑅)) exp(−𝛽𝑈(𝑅))

)︂
(2.84)
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where C is an additive constant and F(S) is the free energy. In contrast to umbrella

sampling, metadynamics naturally investigates low free-energy regions first.

Ubrella Sampling The umbrella sampling is another approach for transitioning

from one minimum to another that may require an unrealistic timescale for MD. If

the shape of the potential energy surface 𝑃 (𝑠) is a function of one or more collective

variables (CV) that were known beforehand, it would be possible to explore all

possible metastable states using MD simulation by simply applying an external

potential. The biased surface will be flat and barrier-free, this potential functions

act as an "umbrella" that allows overcoming the barriers.

However, it is almost impossible to predict the potential energy surface before-

hand. Due to this, umbrella sampling is frequently employed in a slightly different

manner. Considering a generic reaction as an example, it is impossible to know the

position of the barriers in advance. However, through chemical intuition, one can

estimate the reaction coordinate and the energy involved (in terms of 𝑘𝐵𝑇 ). To

promote the sampling of the surface nearby to the transition state, it would suffice

to add a harmonic constraint to the CV of the type

𝑉 (𝑠) =
1

2
𝑘(𝑠− 𝑠0)

2 (2.85)

where 𝑠0 is the reference value of the collective variable and the value of the constant

is generally set as 𝑘 ≈ 𝑘𝐵𝑇
𝜎2
𝐶𝑉

. The sampled distribution will be

𝑃 ′(𝑞) ∝ 𝑃 (𝑄) exp

(︂
−𝑘(𝑠− 𝑠0)

2

2𝑘𝐵𝑇

)︂
(2.86)

For large values of 𝑘, only sites near 𝑠0 will be investigated. Adding such a restriction

makes it obvious how one might limit the system to explore only a predefined region

of space. By combining simulations performed with different values of 𝑠0, one could

generate a continuous series of simulations covering the transition state from one

minimum to the next.
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Chapter 3

The Brandi Guarna reaction

The Brandi-Guarna rearrangement [30,31] of 5-spirocyclopropane isoxazolidines (A)

has been widely applied in the synthesis of polycyclic heterocycles and natural prod-

ucts (Scheme 3.20). [32–35] It consists of a thermal induced ring opening of isoxazo-

lidines (A) leading to the formation of tetrahydropyridones (B) (Scheme 3.1). This

type of skeleton, i.e. a piperidine ring-containing framework, is widely diffuse in al-

kaloids and bioactive molecules, [36–41] for recent applications of the Brandi-Guarna

rearrangement see ref. [42–47]. Despite the Brandi-Guarna rearrangement is quite se-

lective, in a few cases the main product (B) is accompanied by a side product, i.e.

an open chain isomer (C) featuring an enaminone moiety. The process is believed

to occur through a homolytic cleavage of the N-O bond of isoxazolidines (A) fol-

lowed by the cleavage of one of the cyclopropane vicinal bonds and intramolecular

coupling of diradical intermediate. Furthermore, the formation of the side product

(C) is generally explained by a [1,5]-H shift, from the CHR′ carbon leading to imine

that in turn tautomerizes to enamine (C). [48]

Recent experimental results showed that the thermal rearrangement of two epimeric

5-spirocyclopropane isoxazolidine derivatives affords the piperidinone and enam-

inone products in different ratio. [47] How the diastereomeric environment influences

the competitive formation of the cyclic and the open chain product is not easy to

be rationalized. A computational investigation of both competitive avenues of the

rearrangement process has been conducted in order to gain important information

and provide a correct interpretation of the apparent remote influence of the stereo-
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Scheme 3.1: Thermal rearrangement of 5-spirocyclopropane isoxazolidines (a) lead-
ing to tetrahydropyridones (B) and enaminones (C)

chemical environment on favoring the distinct pathways.

The second aspect that must be examined is the reaction that leads to the for-

mation of of the isoxazolidines (A). Indeed, the BG rearrangement is made possible

by the presence in the isoxazolidines (A) of a strained oxyspirocyclopropane moiety

where the oxygen is linked to a nitrogen with a bond that is easily cleaved under

thermal activation [49,50]. Isoxazolidines (A) find their origin in a 1,3-dipolar cycload-

dition (1,3-DC) of nitrones with methylenecyclopropane (MCP, Scheme 3.2). [51–53]

MCP is a rather volatile alkene, commercially available, that, despite its strained

MCP

+ N+

R

R

O−

Nitrone

toluene
60°C, days

R
N

R

O

5

A

+

R
N

R

O
4

A’

Scheme 3.2: 1,3 DC between MethilenCycloPropane and nitrone, leading to the
formation of 5-spirocyclopropane isoxazolidines (a) and 4-pirocyclopropane isoxazo-
lidines(A’)

nature, results rather sluggish in its reactivity with nitrones. The cycloaddition

process requires heating above 60 °C, the length of the reaction takes several days

according to the substituent groups of the nitrone, . The same occurs in the cy-

cloaddition of nitrones with 1-alkyl- or 1,1-dialkyl substituted alkenes that results

even more slow. [54] This fact should not surprise knowing the nature of nitrones as

electron neutral dipoles (Sustmann’s classification) [55] and of dipolarophiles missing

any activating electron-withdrawing group. However, the similarities of MCP with
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these alkenes ends at this point, because as regards as regioselectivity the behavior

of MCP is rather different from a normal 1-alkyl- or 1,1-dialkyl substituted alkene.

Indeed, whereas a dipolarophile like isobutene (Scheme 3.3), which is the alkene with

the highest similarity to MCP, reacts with nitrone to give exclusively one adduct,

i.e. the 5,5-disubstituted isoxazolidine (F) [56] MCP generally affords a mixture of

regioisomers where the 5-spirocyclopropane isoxazolidine (A) is the major (the ratio

is approximately 2:1), but not the exclusive cycloadduct, as shown in the examples

of Scheme 3.2. [57,58]

isobutene

+ N+

R

R

O−

Nitrone

toluene
60°C, days

R
N

R

O

5

F

Scheme 3.3: 1,3 DC between isobutene and nitrone, leading to the formation of
5,5-dimethylisoxazolidine(F)

It is rather evident the awkwardness of this result as regard to the application

of this process in function of the successive thermal rearrangement or 𝛽-lactam syn-

thesis. In fact, regioisomeric 4-spirocyclopropane isoxazolidines(A’, Scheme 3.2),

lacking the oxyspirocyclopropane moiety, are not able to undergo any useful rear-

rangement. However, the unexpected lack of regioselectivity in 1,3-DC of MCP rises

several questions about the nature of its double bond and its resemblance with a

simple alkene. More concerns are added if we consider the cycloaddition to another

similar alkene, methylenecyclobutane (MCB, Scheme 3.4), where a cyclobutane re-

places the cyclopropane ring [59]. If we assume that the strain energy of the ring

has a role in the regioselectivity of the cycloaddition a similar result for MCP and

MCB should be expected. Indeed, the cycloaddition with MCB affords exclusively

regioisomer substitued with the cyclobutane on 5 (G), analogously to the regios-

electivity obtained with isobutene . This data makes clear that there must be a

“cyclopropylidene effect” in the 1,3-DC with nitrones to justify the observed lack

of high regioselectivity. The 1,3-DC reaction mechanism has been computationally
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Scheme 3.4: 1,3 DC between MethilenCycloButane and nitrone, leading to the for-
mation of 5-spirocyclobutane isoxazolidines (G)

investigated with DFT and post-HF methods; it consists of a concerted, frequently

asynchronous, pericyclic cycloaddition mechanism. [60]

The Brandi-Gaurna reaction is therefore investigated computationally on two

levels. The first purpose is to explore the lack of regioselectivity in the synthesis of

5-spirocyclopropane isoxazolidines (Scheme 3.2) and the possibility of a cyclopropy-

lidene effect. The second objective is to characterize the reaction mechanism of the

thermally induced ring opening of isoxazolidines (A, Scheme 3.1) and to explain the

differing yields in the synthesis of piridone and enamminone.

The results that led to the full characterization of the molecular mechanisms

underlying the Brandi-Guarna reaction are discussed in great detail in the following

paragraphs. In anticipation of the conclusions, this study has shown, with regard

to the first point, that the "cyclopropylidene effect" is produced by the electronic

influence of the alkene substituents, which determines a polarization of the alkene

double bond that favors the relative orientation of the reactants, thereby producing

the observed regioselectivity of the cycloadditions.

The main result of the computational investigation of the Brandi-Guarna reac-

tion is that two distinct routes involving the homolitic cleavage of each of the two

CC bonds of the spiroclycopropyl moiety branch off from the first intermediate.

These two CC bonds are not equivalent: one path involves the cleavage of the 𝛼

cyclopropane bond and leads to the synthesis of enaminone (B), while the other

involves the cleavage of the 𝛽 bond and results in the formation of indolizidinone

(A).This study indicates that the outcome of the rearrangement does not depend

on a late step, such as the propensity to close the six-membered ring, but rather on
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the second step, i.e. the competitive cleavage of the diastereotopic 𝛼 and 𝛽 bonds

of the cyclopropane ring.

3.1 Computational Details

The reaction mechanisms of the 1,3DC have been characterized by performing DFT

calculations at PBE0/6-311++G(d,p) [61–64] level of theory including the Grimme’s

empirical dispersion1 (GD3) with the Gaussian suite of programs. [65,66] Due to the

di-radical nature of the Brandi Guarna reaction, all the calculations have been per-

formed using the unrestricted B3LYP exchange-correlation functional [67,68] along

with the 6-31G(d,p) or the 6-311++G(d,p) basis sets. The choice of this level of

theory is justified by the fact that we started with Ochoa’s work, which utilized the

functional UB3LYP in conjunction with a 6-31G* basis set. [69] In addition, the corre-

spondence between stationary points obtained at the UPBE0 and UB3LYP levels of

theory was verified. In both reactions, Transition States (TS), pre-reactive minima,

and products have been located through geometry optimization calculations with

very tight convergence criteria. The QST2 [70] or QST3 [71] algorithms have been

adopted to determine the transition states. All the Hessian eigenvalues are positive

for the pre-reactive minima and products, while only one negative eigenvalue has

been obtained for the TS. The eigenvector, corresponding to the negative eigenvalue,

describes the displacements along the formed C-C and C-O bonds, providing insights

on the concerted reaction mechanism. The transition states have been adopted as

starting points for a series of IRC (intrinsic reaction coordinates) calculations [72] us-

ing either the Hessian based predictor-corrector integrator (HPC) [73,74] or the local

quadratic approximation (LQA). [75,76] Different analyses have been carried out to

describe the behavior of alkenes with nitrone and to understand the “cyclopropyli-

dene effect”. The characterization of the stationary points allows determining the

energy gaps between the TS and reagents or products, to assess any possible kinetic

control of the reaction and the balance between the products. The electronic effects

of the alkyl substituent on the alkenes have been investigated by the value and the

orientation of the dipole moment on the reagents and through the determination of
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the ESP atomic charges. [77] To further support the electronic structure analysis, a

comparison between the ESP atomic charges and those obtained through the CM5 [78]

and NPA [79,80] methods has been reported in the Appendix A (Table A.1-Table A.7).

The kinetic constants of the reactions have been calculated using the Eyring transi-

tion state theory. [81–83] The results allowed a comparison of the kinetic parameters

for the two different orientations of the alkenes and to explain the different experi-

mental yields. In the characterization of the BG reaction the solvent effect has been

taken into account computing its contribution to the energy of the stationary points

by Polarizable Continuum Model calculations [84] adopting as solvent toluene. To

characterize the electronic structure rearrangement during the reaction mechanism,

the electronic localization has been computed using the electron localization scheme

proposed by Boys [85] at the B3LYP/sdall level of theory.

For the studied systems, the expression of the kinetic constant 𝑘(𝑇 ) in the Eyring

approximation is simplified, treating the reagents in the pre-reactive minimum as

single molecular complex, and the results

𝑘(𝑡) =
𝑘𝐵𝑇

ℎ

𝑄 ̸=
𝑇𝑆

𝑄𝐺𝑆

𝑒
− Δ𝐸

𝑘𝐵𝑇 (3.1)

where 𝑘𝐵 is the Boltzmann constant, T the temperature, h the Planck constant

and ∆E is the energy gap (zero-point energy included). The two functions are the

product of vibrational and rotational partition functions for the transition state

𝑄 ̸=
𝑇𝑆 and ground state 𝑄𝐺𝑆. The kinetic constants have been calculated for the

experimental reaction temperature range between 300 K and 400 K. All calculations

were performed using the Gaussian suite of programs (G16, G09). [60,86]

3.2 The cyclopropylidene effect

The 1,3-DC between nitrones and alkenes is a well-known transformation leading to

isoxazolidines (Scheme 3.5). The reaction mechanism is affected by the electrostatic

interaction between the nitrone and the alkenes. Alkyl substituents are electron-

donating groups (EDG) and increase the electron density of the double bond trough
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Scheme 3.5: 1,3-DC of nitrones 6 and 11 with MCP (2)

an inductive donating effect. To gain a further insight, we have also considered an

electron-attractor group (EWG) as a substituent: an ester group. His effect is to

increase the negative charge on carbon C𝛼 depleting the electron density over the

double bond. Another possible effect is the polarization of the alkene double bond

given by the high dipole moment on the nitrone. The regioselectivity of the 1,3-DCs,

Scheme 3.6: Transition states originated from different paths a and b leading to
regioisomeric cycloadducts.

i.e. the relative orientation of the substituted alkene to the nitrone in the TS, is

influenced by the effect of the substituents on the dipolarophile. For this reason,

we have considered two alkene orientations to explain the different selectivities for

the studied reactions: the orientation labelled a leads to the product with the cy-

clopropane (or the cycloalkane) in position 5; label b refers to the orientation of the

alkenes leading to the regioisomer spirofused in 4 (Scheme 3.6).

The choice of a five-membered cyclic nitrone (16) for the study is justified by the

copious literature available for the cycloadditions of cyclopropylidene dipolarophiles

with this class of nitrones. [58,87] In addition, nitrone featuring a defined configuration
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Scheme 3.7: Reactions studied trought DFT calculations of PBE0/6-311G(d,p)-GD3
level of theory.

eliminates the E,Z-configuration variable that should be considered in the case of

acyclic nitrones. Seven substituted dipolarophiles have been analysed to investigate

the electronic effect of the substituents (Scheme 3.7): isobutene (7), methylenecyclo-

propane (MCP, 2), methylenecyclobutane (MCB, 14), isopropylidenecyclopropane

(ICP, 17), isopropylidenecyclobutane (ICB, 18), ciclobutylideneciclopropane (CPCB,

19).

3.2.1 Isobutene

Scheme 3.8: 1,3-DC of nitrone 6 with isobutene (7)

The 1,3-DC of a nitrone with isobutene (7) experimentally gives one single

regioisomer, 9 i.e. the 5,5-dimethyl substituted isoxazolidine (see, structure 8 in
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Scheme 3.8).

Scheme 3.9: 1,3-DC between isobutene 7 and nitrone 16, the orientation a
leads to the 5,5-dimethylisoxazolidine 20, and orientation b leads to the 4,4-
dimethylisoxazolidine 21. The dipole moment on 7 is oriented toward the dimethyl
group.

The reaction paths obtained by the computational analysis on regioisomers 20

and 21 (Scheme 3.9) suggest an explanation for such regioselectivity. The path

a of the 1,3-DC with the isobutene 7 leads to the formation of isoxazolidine 20

substituted with two methyl groups on position 5. This arrangement of the reagents

has a lower activation energy (∆𝐸𝑇𝑆(a− b) = −18.0kJ/mol) and the product 20

results more stable than isoxazolidine 21 (path b) (Table A.8).

The analysis of the ESP charges has evidenced that the two methyl groups

determine a positive charge on the CA carbon (0.469) and a charge transfer toward

the CB (-0.737) of the isobutene (Scheme 3.9, Table A.9). This charge distribution

on the isobutene corresponds to the dipole moment of 0.59 D, which lies on the C𝐴−

−C𝐵 bond and is oriented toward the EDG groups. In the pre-reactive minimum,

the nitrone dipole further increases the polarization of isobutene, as evidenced by the

charges of the carbons C𝐴 and C𝐵 reported in Table A.16. The reaction mechanism is

favoured by the a-arrangement of the reactants because the carbon C𝐴 involved into

the attack of the nitrone oxygen is positive (0.506). The polarization effect given by

the nitrone in the b-orientation determines instead a negative charge on C𝐵 (-0.748)

that makes the attack of nitrone oxygen less favoured (Scheme 3.9). Therefore, the

charge distribution and orientation of the alkene’s dipole moment justify the kinetic

ratio calculated at the experimental temperature with the Eyring’s equation (ka/b =

114.4 at 350 K) and indicate the 5,5-disubstituted isoxazolidine 20 as the favourite
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product of the 1,3-DC.

3.2.2 Methylenecyclopropane and Methylenecyclobutane

Scheme 3.10: 1,3-DC of nitrone 11 with MCB (14)

The comparison of cycloaddition of nitrone 11 with methylenecyclopropane (2,

MCP) and methylenecyclobutane (14, MCB) is rather interesting as the first leads

experimentally to the formation of a mixture of regioisomers roughly 65:35, where

the major is the 5-spiro fused isoxazolidine 12, whereas MCB affords exclusively the

5-spiro fused isoxazolidine 15 ( Scheme 3.5 and Scheme 3.10).

At a first glance, this difference is surprising since it contrasts with the apparent

similarity of the two dipolarophiles. The computational analysis, indeed, infers an

explanation for this different reactivity.

Scheme 3.11: 1,3 DC between MCP (2) and nitrone 16. Orientation a leads to
isoxazolidine 22, and orientation b leads to isoxazolidine 23. The dipole moment on
2 is oriented toward the cyclopropane.

The difference in activation energy between the TS of the two chosen orienta-

tions (a, b) of the MCP is moderate (∆𝐸𝑇𝑆(a− b) = −7.7 kJ/mol, Table A.10).

The orientation a (Scheme 3.11) is favoured and leads to 5-spirocyclopropane isox-

azolidine 22, which is also more stable than the isomeric 4-spirocyclopropane 23

obtained with the b-oriented MCP (∆𝐸(a− b) = −10.4kJ/mol).
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Scheme 3.12: 1,3-DC between MCB 14 and nitrone 16. Orientation a leads to
isoxazolidine 24, and orientation b leads to isoxazolidine 25. The dipole moment on
the alkene is oriented toward the cyclobutane.

The difference in activation energy for the two chosen orientations of MCB is

higher than in the previous case (∆𝐸𝑇𝑆(a− b) = −15.7 kJ/mol, Table A.10). In-

deed, the orientation a results favoured, and leads to the more stable product with

the spirocyclobutane in position 5 (24) (∆𝐸(a− b) = −23.6kJ/mol) (Scheme 3.12).

The inductive effect on the cyclopropane determines a carbon with a positive charge

(CA) and one with a negative charge (CB, Table A.11). As a proof of this charge dis-

tribution on the double bond, the dipole moment on the MCP (0.455 D) is oriented

toward the cyclopropane.

In the pre-reactive minima, the polarization of the MCP is increased by the

nitrone dipole according to the orientation (Table A.11). The two sp2 carbons (C𝐴,

C𝛽), as acceptors of electron density, are involved in the bonding at the Transition

State (Scheme 3.11). Therefore, the positive charge on C𝐴 (0.147) and the less

negative charge on C𝛽 (-0.101) in the a-arrangement favour the reaction outcome

(Table A.11).

The inductive effect of the cyclobutane on the double bond of the MCB is

greater if compared to the cyclopropane one. Indeed, the dipole moment of the

double bond in MCB (0.612 D) lies on the double bond axis and is oriented to-

ward the cyclobutane substituent. The dipole moment of the nitrone increases the

polarization of the dipolarophile. The arrangement of the reagents in orientation

a determines a positive charge on alkene carbon CA (0.237) and a less negative

charge on the nitrone carbon C𝛽 (-0.143), favouring the cycloaddition mechanism

(Table A.11, see also Scheme 3.12). Therefore, the computational results for the
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1,3-DC of MCP explain the experimental regioselectivity i.e. the obtainment of two

regioisomers with a prevalence of the product deriving from orientation a. Indeed,

the two orientations do not differ greatly in term of activation energy, neither on

product stability. The ratio between rate constants obtained for the two orienta-

tions (ka/b = 5) (Table A.12) suggests a reduction of the kinetic control of the

regioselectivity in this cycloaddition. However, the orientation a provides a rela-

tively minor activation energy (∆𝐸𝑇𝑆(a− b) = −7.7 kJ/mol) and the most stable

isoxazolidine (∆𝐸(a− b) = −10.4 kJ/mol). Also, the charge distribution on the

alkene 2 in the a-arrangement suggests that the isoxazolidine 22 with the spirocy-

clopropane substituent in 5 is the favoured product (Table A.11). In the reaction

with MCB instead the ratio between rate constants obtained for the two orientations

(ka/b = 117) and the different stability of the two isoxazolidines indicate a kinetic

control of the reaction. The analysis of the charge distribution on the double bond

of the MCB confirms that the 5-spirocyclobutane isoxazolidine 24, obtained with

the a-arrangement, is the highly favoured product (Table A.12). The different reac-

tivity of MCP and MCB can be therefore explained by the kinetic and electrostatic

behaviours in the two reactions. In the 1,3-DC with MCP the lack of regioselectiv-

ity is due to a lower EDG effect of the substituent, that leads to the formation of

both 22 and 23 products according to the experimental ratio (a > b). [57,58] Instead,

the electronic effect of the cyclobutane determinates a charge distribution over the

alkene that is conducive to the formation of the isoxazolidine 24 substituted with

the spirocyclobutane on position 5.

3.2.3 Isopropylidenecyclopropane and Isopropylidenecyclobu-

tane

The 1,3-DC between ICP and nitrones experimentally gives one single regioisomer

featuring the methyl groups on C-5 of the isoxazolidine ring (Scheme 3.13). This

complete regioselectivity can be explained by the different reactivity of the ICP (17)

in the two studied orientations. Indeed, the computed cycloaddition between the

ICP and nitrone 16 shows two reaction paths rather different, according to the ori-
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Scheme 3.13: 1,3-DC between ICP and nitrone 16. Orientation a leads to isomer 26,
and orientation b leads to isomer 27. The dipole moment on the alkene is oriented
toward the dimethyl group.

entation chosen: the proposed orientation a (Scheme 3.13) leads to the isoxazolidine

26 spirofused at C-5 and orientation b leads to the isomer 27.

The arrangement of ICP proposed in orientation a has the highest activation en-

ergy of the studied reactions (99 kJ/mol v.s. 40-50 kJ/mol). The arrangement of the

b-oriented ICP determines a sensibly lower activation energy (∆𝐸𝑇𝑆(a− b) = 61.5

kJ/mol) and leads to the more stable isoxazolidine 27, 12.540 kJ/mol) (Table A.13).

This difference in activation energy and the kinetic ratio (ka/b = 4.610−11) indicates

a kinetic control of the reaction leading to the formation of one product i.e isomer

27 (Table A.15). All substituents of ICP are EDG groups, the dipole moment of

the molecule is quite small (0.167 D) compared to the values of the other alkenes.

The dipole lies on the double bond axis and is oriented toward the dimethyl group,

which means that the dimethyl provides the bigger EDG contribution to the alkene

favouring the formation of 27. Indeed, in orientation b the ICP carbon involved in

the intermolecular O-C bond formation, has a small positive charge (0.009) whereas,

in the other orientation a, the carbon belonging to the cyclopropane ring (CA) ex-

periences a negative charge (-0.020) (Table A.14).

From these data, it can be concluded that the cycloaddition between nitrone 16

and ICP 17 proceeds through the b-oriented TS, which is favoured from a kinetic

point of view, and leads to the formation of the more stable product 27. The ratio

of kinetic constants between the orientation a and b (ka/b = 10−10) (Table A.15) is

much lower than 1, confirming that orientation b is kinetically much more favoured.

These results therefore explain the formation of isoxazolidine 27 as the exclusive
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product. Experimental data for the reaction of nitrones with the ICB (18) are not

available, but this dipolarophile has been studied to evaluate the electronic effect of

the two different cycloalkanes in the presence of the dimethyl group.

Scheme 3.14: 1,3-DC between ICB and nitrone 16. Orientation a leads to isoxazo-
lidine 28, and orientation b leads to isomer 29. The dipole moment of 18 is close to
zero.

The reaction shows lower differences according to the chosen orientation of the

alkene. The difference in activation energy for the two orientations of ICB with ni-

trone 16 is much lower (∆𝐸𝑇𝑆(a− b) = 3.8 kJ/mol) than the previous case: the ori-

entation a (Scheme 3.14) leads to the 5-spirocyclobutane-4,4-dimethyl isoxazolidine

28, while the orientation b leads to the more stable 5,5-dimethyl-4-spirocyclobutane

isoxazolidine 29 (∆𝐸(a− b) = 15.8 kJ/mol) (Table A.13). As seen in the previous

case all substituents of the alkene are EDG groups: the value of the dipole moment

(0.011 D) is near to the accuracy of the method, so no consideration can be made

about the dipole orientation. However, the polarization induced by nitrone dipole

and the EDG effect of the substituents promotes a positive charge on carbon CB

promoting the formation of isomer 29 (Table A.14). Indeed, the kinetic ratio of the

reaction (ka/b = 610−2) suggests that the path b is slightly kinetically favoured due

to a better charge distribution over the reagents. All together these data indicate

that isoxazolidine 29 is only slightly favoured (Table A.15). The compared assess-

ment of reactions of ICP and ICB with nitrone 16 and their full computational

analysis has brought about a sharp difference of behaviour of a cyclopropylidene

compared to a cyclobutylidene group. Indeed, for the ICB the electronic effect of

the dimethyl and cyclobutane are similar, as shown by the dipole moment value.

Instead, the charges on the sp2 carbons (CA, CB) on the alkene 17 are de-
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Scheme 3.15: 1,3-DC of nitrone 11 with 32.

termined by the stronger EDG effect of the two methyl groups compared to the

cyclopropane, therefore the path b results in a more favourable charge distribution

leading to isoxazolidine 27 (ka/b = 610−10). Indeed, cycloaddition of nitrone 11

with 32, a dipolarophile analogous to ICB, experimentally gives only regioisomer

33, originating from the b-orientation like 27, in excellent yield (Scheme 3.15). [88]

3.2.4 Cyclobutylidenecyclopropane

The computational study of the reaction of nitrone 16 with CBCP gives a fur-

ther confirmation of the existence of this “cyclopropylidene effect” experimentally

observed.

Scheme 3.16: 1,3-DC of nitrone 34 with CBCP (19).

Experimentally, 1,3-DC of nitrone 34 with CBCP gave exclusively isoxazoli-

dine 35 featuring the cyclopropane ring on position 4 of the isoxazolidine ring

(Scheme 3.16). [89]

The difference in activation energy (∆𝐸𝑇𝑆(a− b) = −6.9 kJ/mol) is in favour

of the b-oriented alkene, which leads to the isoxazolidine substituted with the cy-

clobutane on position 5 (isomer 31) that is also thermodynamically more stable

(-9.0 kJ/mol) than the other possible product (isomer 30) deriving from orientation

a (Table A.16).

The alkene dipole moment is quite small (0.168 D), since all substituents are EDG

groups, and is oriented toward the cyclobutane, due to its greater inductive effect

on the molecule. In the a-arrangement the carbon CA is involved into the formation
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Scheme 3.17: 1,3-DC of 19 with nitrone 16. Orientation a leads to isoxazolidine 30,
and orientation b leads to isomer 31. The dipole moment on the alkene is oriented
toward the cyclobutane.

of C-O bond, while in the orientation b the carbon involved is CB. As the previous

cases, the nitrone dipole polarizes the alkene double bond, increasing the partial

charges on the sp2 carbon atoms. The reaction mechanism is therefore favoured in

orientation b by the positive charge on carbon CB (0.125, Table A.17). These results

and the kinetic ratio of the reaction (ka/b = 0.1) indicate that isoxazolidine 31 is the

favoured product in complete agreement with the experimental data (Scheme 3.16).

3.2.5 Cyclopropylideneacetate

We have also investigated the effect of an electron attractor group (EWG), i.e. an

ester group, combined with the cyclopropane.

Scheme 3.18: 1,3-DC of cyclopropylideneacetate 36 with nitrone 11.

1,3-DC of nitrones with 36 gives experimentally only isoxazolidines substituted

with the spirocyclopropane on position 5, as shown in the example of Scheme 3.18.

The outcome of the cycloaddition is therefore inverted respect to the results shown

previously. This depends on the electron withdrawing character of the CO2Me

substituent.
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Scheme 3.19: 1,3-DC between cyclopropylideneacetate 36 and nitrone 16. Orienta-
tion a leads to isoxazolidine 38, and orientation b leads to isoxazolidine 39. The
dipole moment on the alkene is oriented toward the cyclopropane.

The alkene is substituted on CA with the cyclopropane, and on CB with the

carboxymethyl group, therefore the carbon CA is the 𝛽 carbon compared to the car-

bonyl acetate (Scheme 3.19). Both the ester and alkyl group contribute to polarize

the double bond increasing the negative charge on CB (-0.807) and consequently

the positive charge on CA (0.447, Table A.19). Indeed, the resulting dipole mo-

ment (3.064 D) is oriented toward the cyclopropane group and his value is higher

compared to the previous cases due to the methyl carboxylate effect. In orientation

a, the positive charge on carbon CA enhances the attack on the nitrone oxygen

(Scheme 3.19). Indeed, this arrangement of the reagents determines the lowest acti-

vation energy (∆𝐸(a− b) = −14.1 kJ/mol, Table A.18) and leads to the formation

of 5-spirocyclopropane isoxazolidine 38. The polarization of the double bond and

the resultant negative charge on carbon CB make the b orientation less favourited.

Also, the nitrone dipole moment increases the polarization of the alkene double

bond, favouring the charge distribution adopted in orientation a. Indeed, the ki-

netic constant rates (ka/b = 123) obtained with the Eyring equation shows that

the isoxazolidine 38 is the kinetic product of the 1,3-DC, in agreement with the

experimental data.

3.3 The Brandi-Guarna reaction

The Brandi-Guarna rearrangement (Scheme 3.20) involves the thermally induced

ring opening of isoxazolidines, which leads to the synthesis of tetrahydropyridones.
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Even though the reaction is quite selective, in a few instances the main product (2)

is accompanied by a side product, a chain-opening isomer (3) containing an enam-

inone moiety. As mentioned before, it is hypothesized that the process involves the

homolytic cleavage of the N-O bond of isoxazolidines (1), followed by the cleavage

of one of the cyclopropane vicinal bonds and intramolecular coupling of the dirad-

ical intermediate (5). Moreover, the synthesis of the enaminone (3) is commonly

explained by a [1,5]-H shift from the CHR′ carbon to the terminal C radical in in-

termediate (5), resulting in imine (6), which then tautomerizes to enamine(3). [48]

In the previous section , the cyclopropilidene effect that leads to the synthesis of

Scheme 3.20: Thermal rearrangement of spirocyclopropane isoxazolidines 1 leading
to tetrahydropyridones 2 and enaminones 3.

4- and 5-spirocyclopropane isoxazolidine was examined in detail. However, it is es-

sential to recall that only the 5-substituted isoxazolidine (1) is responsible for the

BG reaction. Recent research discovered that thermal activation of the two 5-spi-

ro-cyclo-pro-pane isoxazolidine derivatives results in different yields of piperidinone

and enaminone. [47] It is difficult to quantify how the diastereomeric environment in-

fluences the competitive growth of cyclic and open-chain products. In fact, the open

chain diradical intermediate 5 has lost the majority of its stereochemical constraint;

hence, the stereochemical memory at this level is predicted to be lowered. A compu-

tational study of both competitive pathways of the rearrangement mechanism was

carried out to collect significant information and to provide an accurate evaluation

of the apparent remote influence of the stereochemical environment in favoring the

distinct pathways.

The rate determining step of the Brandi-Guarna reaction was thorougly an-

alyzed, a few years ago by Ochoa et al. [69], using Unrestricted Density Functional
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Theory (UDFT) on a series of model spiro-fused isoxazolidines. They analyzed three

alternative reaction paths for the cleavage of the N-O e C-C bonds, one concerted

and two step-wise. The most energetically favourable was the step-wise mechanism

consisting in the homolitic cleavage of two bonds: first the isoxazolidine N-O followed

by the cyclopropane C-CH2. Both intermediates and transition states are radicals,

therefore the computational approach which has to be applied in studying these

systems is a critical aspect. [90] Performing a comparison with correlated wavefunc-

tions based methods such as QCISD and CCSD(T) on the stationary points, Ochoa

et al. [69] showed that UDFT is an adequate computational method to analyze the

Brandi-Guarna rearrangment. This computational method has been applied with

success in computational studies of organic systems containing radicals and in par-

ticular of ring opening reactions. [91,92] Several authors [93–98] have shown that UDFT

allows to qualitatively describe chemical reaction mechanisms involving intermedi-

ate radical systems, in agreement with both experimental data and calculations at

higher level of theory. This allows us to confidently use the same approach of Ochoa

et al. [69] in the present study, aimed to the identification of the different reaction

paths leading to tetrahydropyridone and enaminone.

3.3.1 Results and Discussion

In the course of studies on the synthesis of bioactive 1,2-dihydroxiindolizidines, the

thermal rearrangement of diastereomeric 5-spirocyclopropane isoxazolidines 7a and

7b was carried out as an entry to the corresponding indolizidinones 8a and 8b

(Scheme 3.21). [47] The thermal rearrangement of the two optically pure epimeric isox-

azolidines 7a and 7b was carried out under the same reaction conditions (toluene,

170∘ C, sealed vial, in a microwave apparatus, therefore the reaction occurs at con-

stant volume) and led to the expected indolizidinones 8a and 8b, in 71% and 25%

yields, respectively, along with minor amounts of enaminone 9 in 4% and 18% yields,

respectively. [99] A similar trend is observed for analogous isoxazolidines featuring a

3’-ethoxycarbonyl- in place of the 3’-hydroxymethyl group. However in these cases

the thermal isomerization of several stereocentres does not allow a clear-cut analy-

sis. [100] It is worth noting that enaminones are compounds much more fragile than the
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Scheme 3.21: Rearrangement of isoxazolidines 7a and 7b to indolizidinones 8a and
8b and enaminone 9.

corresponding indolizidinones, and hence their yields could be affected by major loss

either during the thermal process or during the chromatographic purification. The

results show that the substituent at C-3’ on the concave face in 7b hampers the for-

mation of indolizidinone 8b compared with 7a, which features the 3’-hydroxymethyl

group on the convex face of the molecule and is converted into indolizidinone 8a

in better yield (71% vs 25%). The other way around happens for the formation

of enaminone 9. In fact the enaminone is more abundant when formation of the

indolizidinone is disadvantaged. Interestingly, when a substituent is lacking on the

isoxazolidine C-3’ carbon as in 10, the formation of an almost 1:1 mixture of the two

isomeric rearrangement products, indolizidinone 11 and enaminone 12 is observed

(Scheme 3.22). [101]

Scheme 3.22: Thermal rearrangement of isoxazolidine 10 to indolizidinone 11 and
enaminone 12.

On the other hand, when C-3’ is a quaternary carbon, like in 13 (Scheme 3.23),

the exclusive formation of indolizidinone 16 is observed. [102] It cannot be excluded,

however, that this result is due to the buttressing effect of the two C-3’ substituents

that coerces the intramolecular radical coupling in intermediate 15 (Scheme 3.23).

The different behavior of the two diastereomers 7a and 7b suggests to perform

a computational study to verify the origin of this different reactivity, to answer
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Scheme 3.23: Thermal rearrangement of isoxazolidine 13 to indolizidinone 16.

the question: is the stereochemical arrangement of the substituent on the isoxazo-

lidine ring of 7a and 7b able to drive the rearrangement outcome? The thermal

rearrangement of 5-spirocyclopropane isoxazolidines has been then computationally

investigated through the study of model compounds, to elucidate the different paths

leading to cycled products and enaminones. Starting from the results of Ref. 69, it

was chosen to extend the calculations to other model molecules, trying to charac-

terize the reaction path from the reactant to the first transition state and, in many

cases, till the final products that can be formed. A series of model compounds that

differ for the substituent on the isoxazolidine ring have been analyzed in the previous

paragraph (Par.3.2).

Scheme 3.24: Molecular structures of the studied models.

Our results, reported in the Appendix A confirmed those obtained by Ochoa

et al.. [69] Indeed, the Brandi-Guarna reaction is thermally activated and proceeds,

in the first step, via a homolytic cleavage of the N-O bond that is followed by the

homolytic cleavage of a C-CH2 bond of the spiro-fused cyclopropane ring. These

two C-CH2 bonds seem to be equivalent because, on one side, their cleavage ener-
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gies result of the same order of magnitude [103], and on the other side they have a

similar spatial environment. However, their cleavage can give rise, at least, to two

different minimum energy reaction paths. That is, by labeling as 𝛼 and 𝛽 the two

cyclopropane C-CH2 bonds oriented, respectively, below and above the plane of the

molecule as shown in Scheme 3.24, [104] the cleavage of the 𝛼 and 𝛽 bonds triggers

two different reaction paths. It is interesting to note that the cleavage of the 𝛽 bond

triggers more easily to the formation of a cyclic compound independently from the

kind of substituents on the adjacent C atom (C-4 in monocyclic derivatives 17-21,

C-3’ in bicyclic isoxazolidines 22-25, see Scheme 3.24, R= H, Me, CO2H, CO2Et,

CO2Me) and this made us confident on the choice of the model systems reported in

Scheme 3.25.

Scheme 3.25: Rearrangement products of model isoxazolidines 24a and 24b.

In more details, diastereomers 24a and 24b were used as model systems of

compounds 7a and 7b and the two minimum energy reaction paths arising from the

cleavage of the two diastereotopic cyclopropane bonds 𝛼 and 𝛽, were examined. The

stationary points have been initially determined at the UB3LYP/6-31G(d,p) level

of theory and their energies are reported Appendix A (Table A.20) of the SI. These

stationary points have been re-optimized also with the basis set 6-311++G(d,p) as

reported in Table A.21). As observed by Ochoa et al. [69] all the intermediates and

transition states are characterized by a spin contamination and the eigenvalues of

⟨𝑆2⟩ are as large as 1 (see Table A.24 ) suggesting a strong mixture with the triplet

state, after the purification the value is reduced by an order of magnitude. The

calculations here reported are therefore of a broken symmetry type [105–107] and this

allows to take partially into account static correlation other than the dynamical one.

Moreover, the adeguacy of this approach for a qualitative, if not semiquantitave,

description has been shown for this kind of reaction by Ochoa et al. [69] that have

compared the DFT results with post HF methods.
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The energy of the optimized structures of both 24a and 24b at the UB3LYP/6-

311++G(d,p) level of theory are reported in Apeendix A (Table A.20, Table A.21).

The difference in energy between the two diastereomers is only 7.3 kJ/mol with 24a

being slightly more stable than 24b. The results of an electronic structure analysis

have been collected in Figure 3-1, where HOMO, LUMO and centroids of the Boys

orbitals are reported. While the HOMO is essentially localized on the nitrogen atom,

the LUMO is characterized by a high density on the oxygen and nitrogen atoms and

practically no probability at the center of the N-O bond is observed suggesting a

dissociative state. This information, along with the Boys centroids, provides a first

insight into the chemical reactivity of the two molecules.

Figure 3-1: a and b display the HOMO, and c and d the LUMO of 24a and 24b
respectively; e and f show, with small spheres, the centroids of the Boys orbitals.

Reaction mechanism: formation of indolizidinones 26

The reaction mechanism of the rearrangement is characterized by a first step, com-

mon to all reagents, which involves the homolytic cleavage of the N-O bond and the

formation of TS1 and TS2. The electronic structure of TS1 is characterized by the

non-coincidence of the centroids related to 𝛼 e 𝛽 electrons along the N-O bond and
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on the cyclopropane moiety, as shown in Figure 3-2. This result is consistent with

an initial homolytic cleavage of the N-O bond. [69] This is particularly evident in

Figure 3-2, where the electronic rearrangement for the intermediate Int1 is depicted.

Moreover, while the other electrons on the molecule form pairs on the 𝛽 bond of

the cyclopropane, the two centroids are separated by ∼0.4 Å along the bond, one

inside the cycle and the other outside. A strong separation is also observed on the

𝛼 bond, where only one electron lies on the line connecting the two carbon atoms

and the other is moved very close to C-2’. The electronic structure characterization

of Int1 is important, because the reaction path can now proceed along two different

paths with the opening of the cyclopropane ring. Two different minimum reaction

paths can be obtained, depending on the cleavage of the 𝛽 or 𝛼 bond for both 24a

and 24b. The mechanism of formation of the tetrahydropyridones 2 is the same for

both spirofused bicyclic isoxazolidines 24. This result is confirmed by the electronic

structure and vibrational properties of the equilibrium geometries and transition

states obtained from the calculations and summarized in Figure 3-3. Starting from

the molecular structure of the transition state, it has been verified that the nearest

minima on the reaction path are reached by an IRC calculation. Although both

the energy and the imaginary frequencies of the first transition state are slightly

different in the reactions involving compounds 24a and 24b, as shown in Table 3.1,

the electronic distribution is almost the same as confirmed by the Boys-centroids

analysis.

The stationary point TS2 is reached from Int1. It can be noted from Figure 3-2

that the CO bond is oriented on the opposite side respect to the nitrogen, while the

three centroids on nitrogen are very similar to those of Int1. More interesting is the

electronic rearrangement occurring in the cyclopropane and CO moieties. Only one

centroid, closer to C-2 (∼ 0.7 Å), is present along the 𝛽 bond. The other centroid

is moved on the CO bond that now has 3 centroids, a pair and an isolated one that

is slightly closer to C-2’. A pair and three centroids on the opposite side equispaced

are located on the oxygen. The system evolves along the minimum reaction path

towards the final product, which is characterized by all paired electrons, as shown

in Figure 3-2. The reaction of 24b follows the same mechanism as confirmed by
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Figure 3-2: Minima and transition states of the 24a and 24b reactions leading to
the formation of indolizidinones 26a and 26b. Green and orange centroids refer to
𝛽 and 𝛼 spins.
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Table 3.1: Difference in Energy in kJ mol−1 with and without the solvent effect
(∆𝐸𝑃𝐶𝑀) of the statiorary points along the reaction path from 24 to 26. The
imaginary frequencies of the transition states are reported in cm−1.

Stationary points ∆𝐸𝑃𝐶𝑀 ∆𝐸 ∆𝐸𝑑𝑖𝑠𝑝 Freq

24a

24a 0.0 0.0 0.0
𝑇𝑆1 117.4 119.5 117.1 -209.2
𝐼𝑛𝑡1 102.8 105.2 100.0
𝑇𝑆2 104.2 106.7 101.3 -338.2
26a -236.0 -224.1 -239.4

24b

24b 0.0 0.0 0.0
𝑇𝑆1 113.2 115.4 113.5 -266.4
𝐼𝑛𝑡1 85.7 88.4 85.4
𝑇𝑆2 87.6 90.4 87.2 -343.0
26b -247.0 -244.3 -250.1

the electronic structure rearrangement in Figure 3-2. As reported in Table 3.1

the effect of the solvent, computed by PCM, [108] on the stationary points is less

than 3 kJ mol−1 except for the final product 26a that show a difference of 12

kJ mol−1, therefore the qualitative description of the formation mechanism of the

indolizidones is not affected by the presence of toluene as solvent. A few calculations

have been performed to evaluate the contribution of the dispersion interactions and

are reported in the Appendix A (Table A.25) and their effect is similar, as order of

magnitude, to the solvent contribution computed with the PCM method.

Reaction mechanism: formation of enaminone 27

The reaction path involving the 𝛼 bond cleavage in Int1 and leading to the formation

of the enaminone requires a different description for the 24a and 24b reactants as

reported in Figure 3-4 and Table 3.2.

In fact, while the first two steps of the reactions are similar, the TS3 energy is

different due to a different reaction path. The shift of a proton occurs in the third

step (TS3) of the rearrangement of isomer 24a and in the fourth step (TS4) in the

case of 24b as shown in Figure 3-5 and Figure 3-6.

Regarding the reaction of 24a leading to the enaminone 27, the second step is

characterized by the homolytic cleavage of the 𝛼 bond in the cyclopropane moiety.
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Figure 3-3: Reaction energy profiles related to the indolizidinone formation, from:
a) 24a and b) 24b.
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Table 3.2: Difference in Energy in kJ mol−1 with and without the solvent effect
(∆𝐸𝑃𝐶𝑀) of the statiorary points along the reaction path from 24 to 27. The
imaginary frequencies of the transition states are reported in cm−1.

Stationary points ∆𝐸𝑃𝐶𝑀 ∆𝐸 ∆𝐸𝑑𝑖𝑠𝑝 Freq

24a

24a 0.0 0.0 0.0
𝑇𝑆1 117.4 119.5 117.1 -209.2
𝐼𝑛𝑡1 102.8 105.2 100.0
𝑇𝑆2 103.6 106.8 101.8 -344.1
𝐼𝑛𝑡2 48.9 51.1 46.5
𝑇𝑆3 59.1 62.7 61.4 -54.0
𝐼𝑛𝑡3 48.4 53.2 48.0
𝑇𝑆4 51.1 54.9 54.5 -167.7
𝐼𝑛𝑡4 -241.7 -238.9 -240.2
𝑇𝑆5 -22.2 -13.3 -10.4 -1781.5
27 -265.7 -259.7 -256.3

24b

24b 0.0 0.0 0.0
𝑇𝑆1 113.2 115.4 113.5 -266.4
𝐼𝑛𝑡1 85.7 88.4 85.4
𝑇𝑆2 86.0 89.3 86.4 -316.7
𝐼𝑛𝑡2 35.6 37.7 35.6
𝑇𝑆3 118.7 121.0 121.0 -1739.8
𝐼𝑛𝑡3 -24.2 -19.1 -19.1
𝑇𝑆4 38.4 44.8 47.7 -1642.0
27 -266.3 -259.3 -257.0
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Figure 3-4: Reaction energy profiles related to the enaminone formation, from
a)24a and b)24b, respectively.

The reaction evolves toward Int2 through a structural rearrangement with the ni-

trogen and oxygen atoms at longer distance and subsequently through a rotation

in TS3, as shown in Figure 3-5. The terminal CH2 group obtained by the cleavage

of 𝛼 bond interacts with the hydrogen atom initially bonded to C-3a’ to obtain a

terminal methyl group. Finally, the enaminone is obtained through isomerization of

the imine to enamine. As in the case of the 24a, the epimeric 24b is converted into

enamine 27 through the homolysis of cyclopropane 𝛼 bond. However, the reaction

occurs through a different sequence with respect to those discussed in the previous

section as shown in Figure 5. As observed in the case of the reaction of 24a, the

second transition state and third stationary point (TS2 and Int2) are, in sequence,

the 𝛼 bond breaking and a structural rearrangement of the CH2-CH∙
2 moiety, as

shown in Figure 3-5. The main difference with the rearrangement of 24a stems in

the transition state TS3, which is characterized by a hydrogen atom shift, leading to

the formation of the CH2-CH3 group. The nitrogen atom interacts with the hydro-

gen atom of C-3a’ giving rise to the formation of an imine intermediate (Int3) that
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isomerizes to enaminone 27. It is to be noted that for 24a TS1 is not the highest

barrier along the reaction path. At this level of theory the highest barrier is TS3

as reported in Table 3.2. Considering toluene as implicit solvent, also in the case

of enaminone formation, the overall energy profile is not modified appreciably, as

shown in Table 3.2. However, the role of the solvent can be relevant on the dynamics

of the reaction in the experimental conditions. In fact, the trasformation is char-

acterized by many statiorary points and involves a much more complex structural

rearrangent to reach the elongated enaminone structure than to obtain the pyridone.

3.4 Conclusion

Extensive analysis of the Brandi-Guarna reaction has helped us to understand the

critical points that the experiments brought up: the lack of regioselectivity in the

cycloaddition reaction that makes the 5-soxazolidine compound and the fact that

enaminone is made when isoxazolidine rearranges itself when heated. The conclu-

sions that follow examine the 1,3-DC reaction and heat rearrangement in depth.

3.4.1 The Cyclopropilidene Effect

The lack of regioselectivity in 1,3-DC of methylenecyclopropane (MCP, 2), com-

pared to the high regioselectivity of other 1,1-disubstituted alkenes, has been com-

putationally investigated through DFT calculations, to rationalize the experimental

finding. The computational analysis has been extended to tetrasubstituted alkenes

and to cyclopropylideneacetate to substantiate the results. It has been observed

that the electrostatic interactions play a fundamental role into the regioselectiv-

ity of these 1,3-DC reactions. In fact, the electronic structure of the substituents

(EDG and EWG) causes a polarization of the alkene double bond, which in turn

favours a proper structural arrangement between the reactants and consequently

controls the regioselectivity. The comparison of the reactions between nitrone 16

and 1,1-disubstituted alkenes isobutene (7) and MCB (14) shows that for similar

substituents (dimethyl, cyclobutyl) the reaction outcome is essentially due to the

electrostatic interaction (atomic charges and dipole moment), with a preferential
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formation of the 5,5-disubstituted isoxazolidine. In the case of MCP, where the

electrostatic interaction is less marked, the differences in 5- and 4-spirofused isoxa-

zolidine formation is lower and consequently the kinetic constants of the two paths

are similar (the kinetic constant ratio is only ka/b = 5). The electronic structure

analysis of 1,3-DC with the tetrasubstituted alkenes ICP (17), ICB (18), and CPCB

(19) reveals a smaller value of the dipole moment, because all the substituents are

alkyl groups, and the partial charges on the double bond are given by the subtrac-

tion of the substituent EDG effects. The alkenes ICP and CPCB feature both a

cyclopropyl group on one end of the double bond, and on the other end: a geminal

dimethyl group and a cyclobutyl ring, respectively. The comparison of these two

dipolarophiles allow to understand how the cycloaddition reaction is influenced by

the alkene substituents with the largest EDG effect. In ICP the EDG effect of the

geminal dimethyl is stronger than the one of cyclopropyl: the ka/b ratio shows that

the reaction is completely shifted toward the formation of isomer 27 with methyl

groups on C-5 (ka/b = 610−10). A similar behaviour, although with a lower weight,

occurs in CPCB. In the case of 1,3-DC with ICB, the electrostatic contributes of

the substituents are similar, thus the polarization of the double bond is small but

still enough to favour the formation of the isoxazolidine with methyl groups on C-5

(ka/b = 610−2). The cyclopropylideneacetate 36 is the only example studied featur-

ing a cyclopropyl ring and an EWG. In this case the two electronic effects sum, as

shown by the value and orientation of the alkene dipole moment. The contribute

given by the EWG is dominant and leads exclusively to the formation of product 39

(ka/b = 123). Summing up, the electronic effect of the alkene substituents measured

in this study determines a polarization of the alkene double bond favouring the

relative orientation between the reactants leading to the observed regioselectivity

of the cycloadditions. The study has allowed to explain the role of a cyclopropyli-

dene group (the “cyclopropylidene effect”) in inducing the regioselectivity in nitrone

1,3-dipolar cycloadditions.
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3.4.2 The Brandi-Guarna reaction

The stationary points for the Brandi-Guarna rearrangement of the spiro-fused bi-

cyclic isoxazolidines 24 into indolizidinones 26 and enaminone 27 have been charac-

terized at the UB3LYP/6-311++G(d,p) level of theory. The rearrangement occurs

throught an initial homolysis of the isoxazolidine N-O bond followed by the cleav-

age of a cyclopropane C-CH2 bond. The main result of the present study is that

two different pathways branch off from the first intermediate Int1 in both 24a and

24b. One path involves the cleavage of the 𝛼 cyclopropane bond and leads to enam-

inone 27, while the other, which features the cleavage of the 𝛽 bond, ends up with

indolizidinone 26 formation. This finding proves that the outcome of the rearrange-

ment does not depend on a late step, such as a higher or lower propensity to close

the six membered ring, but on the second step, i.e. on the competitive cleavage

of the diastereotopic 𝛼 and 𝛽 bonds of the cyclopropane ring. It is interesting to

note that the pathways leading to enaminones requires a larger number of steps

with an increase of the spanned space. This can be important in condensed phase

under the experimental conditions. We can therefore hypothesize that, at constant

volume conditions and in the presence of the solvent, the yield of enaminones is

lower than that of indolizidinones, due to more complex reaction paths involving

large rearrangements that can be made less probable by the presence of the solvent

molecules. It is to be noted that the calculations predict a strong decrease in energy

from the last transition state to the product for all the reaction paths reported. This

energy can be dissipated by interaction with the solvent but it can be also accumu-

lated initially in vibrational degree of freedom and this can reduce the percentage of

enaminone that can be obtained experimentally since it is a more fragile compound.

We can also notice that the curvature of the energy profile at the transition state

involving the H-shift is very high and nuclear quantum effects can be important

in this reaction step. [109] Despite the differences among the energy barriers of the

four calculated pathways are negligible, the study gives a clear description of the

reaction mechanism. The sterical effect exerted by the substituent is involved in the

selective cleavage of one of the two cyclopropane bonds with the cleavage of the 𝛽

bond leading to the formation of the pyridone product.
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Figure 3-5: Minima and transition states of the reaction of 24a leading to the
formation of the enaminone.

65



3.4. Conclusion Chapter 3. The Brandi Guarna reaction

Figure 3-6: Minima and transition states of the reaction of 24b leading to the
formation of enaminone 27.
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Chapter 4

Analysis of a tautomerization

reaction path: why does it depend

on the adopted exchange correlation

functional?

In theoretical and computational chemistry, Koh-Sham density functional theory

has become one of the most extensively utilized tools for describing the electronic

structure. KS-DFT assumes that the ground state density of the original interacting

system is equal to that of a set of non-interacting systems. This leads to indepen-

dent particle equations for non-interacting systems that are considered as exactly

soluble with all of the problematic many-body terms included into an exchange-

correlation functional of the density. Exchange arises from anti-symmetry due to

the Pauli exclusion principle and correlation accounts for the remaining many-body

effects, however the exchange correlation in terms of density is unknown and it is

necessary to use approximations, such as the use of semi-empirical parameters. The

purpose of this study is to contribute to the topic of the arbitrariness of xc-functional

choice within a given theoretical framework. To highlight any potential differences

between the adopted xc-functionals, a model reaction involving proton transfer be-

tween highly conjugated systems in which electron density plays a substantial role

was required. All these requirement are satisfied by the tautomerization of [2,2’-
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bipyridyl]-3,3’-diol which involves a double proton transfer between a nitrogen and

carbonyl moiety on conjugated bipyridyl rings. The determination of the detailed

reaction mechanism is currently a subject of discussion, [110–112] and the tautomer-

ization has been investigated both in terms of excited state intramolecular proton

transfer (ESIPT) [113,114] and ground state analyses. [115,116] The reaction has been in-

vestigated in the ground state using both static and dynamic approaches, detailing

the reaction process and estimating the free energy surface to highlight any poten-

tial differences between functionals that, according to the methodology, ought to

be equivalent. Contrary to expectations, both static and dynamic simulations show

that the characterization of the reaction mechanism is dependent on the delocal-

ization error of the xc-functional adopted: functionals with a high delocalization

error define a step-wise reaction mechanism, whereas xc-functionals with a lower

delocalization error define a concerted reaction mechanism with different degrees of

synchronicity.

4.1 Computational details

Geometry optimization methods with very tight convergence criteria have been used

to locate transition states (TS), pre-reactive minima, and products for each of the

functionals reported in Table 4.1. The Hessian matrix for the TS is characterized

by only one negative eigenvalue, and the associated eigenvector reflects the displace-

ments along the two newly created O–H bonds, providing insight into the concerted

or step wise reaction process.

The 6-311+G(d,p) basis set was utilized for all geometry optimizations. The ref-

erence structures were computed at the B2PLYP//M06/6-311+G(d,p) [134,135] level

of theory, single point energy calculations at the CCSD(T)-F12/ cc-pVTZ-F12-

CABS [136,137] level of theory have been performed for a more accurate energy ref-

erence. This method requires a near-complete auxiliary basis (CABS) in addition

to the orbital basis set. The F12 correction strongly improves the basis set conver-

gence of correlation and reaction energies. Errors of the Hartree-Fock contributions

are effectively removed by including MP2 single excitations into the auxiliary basis
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Table 4.1: List of exchange-correlation functionals and methods considered in this
work, ordered by the proportion of HF-exact exchange EXX (min/max for range
separated hybrids).

Type Functional Ref E𝑋𝐶 %EXX
HF HF 117 E𝐻𝐹

𝑋 100

𝜌
X𝛼 118

𝜌 0SVWN5 118,119

GGA
BLYP 120,121

𝜌,∇𝜌 0PBE 122
M06L 123

Global Hybrids

B3LYP 124,125

𝜌,∇𝜌,∇2𝜌,
E𝐻𝐹
𝑋

20
PBE0 61 25

BH&HLYP 126 50
M06 127 27

M062X 123 54
M06HF 128 100

Range Separated Hybrids
Cam-B3LYP 129 𝜌,∇𝜌,∇2𝜌,

𝐸𝐻𝐹
𝑋 , 𝜔

19/65
𝜔B97XD 62 22/100

M11 130 42.8/100

Double Hybrids B2-PLYP 131 𝜌,∇𝜌,∇2𝜌,
𝐸𝐻𝐹

𝑋 , 𝐸𝑀𝑃2𝑐𝑜𝑟𝑟
𝐶

53
DSDPBEP86 132 69

PT MP2 133 𝐸𝑀𝑃2
𝐶

set. Using aug-cc-pVTZ basis sets the CCSD(T)-F12 calculations are more accurate

and two orders of magnitude faster than standard CCSD(T)/aug-cc-pV5Z calcula-

tions [138]. Through the determination of the electrostatic potential (ESP), the elec-

tronic effects have been investigated. [139,140] In Appendix B comparisons between the

ESP atomic charges and those derived by the CM5 method [78] are provided to further

enhance the electronic structure analysis. To characterize the electronic structure

rearrangement during the reaction mechanism, the electron localization has been

computed for specific stationary points using the electron localization scheme pro-

posed by Boys [141] with the sddall basis set.

Due to the fact that both tautomers belong to the C2ℎ point group symmetry, we

have also investigated the entirely synchronous double proton transfer, which implies

symmetry conservation along the reaction path. In this specific instance, the saddle

point along the transformation path is characterized by two imaginary frequencies

corresponding to the symmetric and anti-symmetric stretching of the double proton
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transfer. In this case the number of functionals examined has been reduced to the

B2PLYP, 𝜔B97XD, B3LYP, and BLYP all adopting the 6-31+G(d,p) [134,142] basis

set.

Biased dynamics were performed using the ADMP method, which is an ex-

tended Lagrangian method where the density matrix is propagated rather than the

wavefunction. [25–27] All static and dynamic calculations were performed using the

Gaussian suite of programs (G16). [86] The only exception are the coupled cluster

calculations and MP2 that were performed with the ORCA program. [143]

The characterization of the reaction mechanism at the MP2/6-311+G(d, p) level

has once again showed the limitations of this approach for characterizing aromatic

systems. [144–146] Although the structures of the tautomer forms adhered to thigh

convergence criteria and characterized by the absence of imaginary frequencies, C2ℎ

symmetry and planarity were lost. Performing optimizations with the same level of

theory and criteria using the ORCA software does not resolve the issue. The MP2

analysis was therefore omitted; the results are presented in the Appendix B.

The umbrella sampling along the potential energy surface of the tautomerization

was carried out using the PLUMED library [147] (version 1.3. [148]) interfaced with a

locally customized version of the Gaussian suite of programs (G16).

The exploration of the potential energy surface is the outcome of a harmonic

potential acting as a bias (4.1a) expressed as a function of the collective variables

(CV), where 𝑘 (4.1b) is the harmonic force constant and 𝑠0 is the reference value.

Since intramolecular proton transfer could be synchronous or step wise, the tau-

tomerization must be modeled using two collective variables, one for each proton

(4.1c),(4.1d). (refer to Figure Figure 4-1 for atom labeling)

𝑉 (𝐶𝑉 ) =
𝑘

2
(𝐶𝑉 − 𝑠0)

2 (4.1a)

𝑘 ≈ 𝑘𝐵𝑇

𝜎2
𝐶𝑉

(4.1b)

𝐶𝑉1 = |𝑅(𝑁3)−𝑅(𝐻1)| − |𝑅(𝑂5)−𝑅(𝐻1)| (4.1c)

𝐶𝑉2 = |𝑅(𝑁4)−𝑅(𝐻2)| − |𝑅(𝑂6)−𝑅(𝐻2)| (4.1d)
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N+
3

H1

Cb

Cc
Cd

O−
5

N+
4

H2

Ca

O−
6

Figure 4-1: 𝐶𝑉𝑖 refers to the collective variable 𝑖; 𝑅(𝑋) indicate the position of the
X atom, reported in the figure;

Ten IRC (Intrinsic Reaction Coordinate) configurations were collected along the

proton transfer pathway with a collective variable step value of 0.5 Bhor, based on

the stationary points and intermediate geometries for each proton transfer. Each

of these structures provides the input for the biased NVE dynamics conducted at

room temperature with an integration time step of 0.2 fs for 3 ps. This simulations

are preceded by an equilibration run of 1.5 ps utilizing a nuclear kinetic energy

thermostat [26] implemented in Gaussian with a temperature check every 500 fs for

the first picosecond. Except for the double hybrids functionals, the MP2, for which

the ADPM algorithm is not implemented, and the M11 the dynamics were performed

for each of the functionals listed in Table Table 4.1.

Due to the computational cost, it was not practical to use the same basis set

adopted for static calculations in the ADMP simulations. The modified 6-31+G(d,p)

basis set with the diffuse function on nitrogen and oxygen was found to represent the

optimal balance between accuracy and computational cost savings, as determined

by an estimation of the barriers with alternative basis sets .To verify that the explo-

ration of phase space was compatible with the sampling of the IRC, special care was

taken to confirm that the reaction pathways given with the 6-31+G(d,p) modified

basis produced the same results as those predicted using the 6-311+G(d,p) basis

set.

The sampling of the phase space is determined by the value of the force constant

(𝑘): for large values of 𝑘 only points near to 𝑠0 are investigated (4.1a). Therefore a

small 𝑘 (4.1b)value would be ideal for investigating as much surface area as possible,

but since the dynamic is NVE, energy conservation must be guaranteed. In addition,

the two collective variables must be separated during the analysis of the potential
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surface close to the transition states in order to evaluate the reaction mechanism

(4.1c)(4.1d). For these reasons we chose different values of 𝑘 (4.1b) along the reaction

path: 0.005 for minimum configurations, 0.10 for intermediate structures and 0.20

for TS geometries.

The weighted histogram analysis method (WHAM) [149] is applied to each ac-

quired trajectory to reconstruct the potential energy surface at room temperature

with a convergence criteria of 1 · 10−5 (a.u.).

The minimum energy path (mep) was computed by considering the minimum

energy value relative to a linear combination of the two collective variables (CV1,

CV2). The resulting two-dimensional energy profile was calculated using a fifth-

order polynomial (the values and the polynomial expression are reported in the B).

4.2 Results and discussion

Chemical intuition and previous works [114,116] suggests that the tautomerism can

proceed in two different ways (Figure 4-2): through a concerted mechanism with

variable synchronicity involving a double proton transfer, or by a step-wise approach

that involves the formation of the keto-eno intermediate (2).

The diketo (1, Figure 4-2) tautomer is characterized by a loss of aromaticity along

the two cycles, a negative partial charge on the oxygen atoms and a positive one on

the nitrogen atoms, and partial conjugation between the two beta carbons and the

two carbonyl moieties.The dienol form (3) is expected to reconstruct the aromaticity

on the cycles, resulting in a more stable structure. As a result, we selected the diketo

(1) as the starting form and the dieno tautomer (3) as the product.

4.2.1 Static Calculations

The diketo (1) and dieno (3) tautomers are characterized by the C2ℎ symmetry.

Under the assumption that C2ℎ symmetry is conserved throughout the reaction, the

synchronous double proton transfer mechanism has been investigated.

The saddle point geometry of the double proton transfer (Figure 4-3) is char-

acterized by two negative eigenvalues with eigenvectors corresponding to antisym-
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Figure 4-2: The two proposed reaction mechanism for the tautomerization of [2,2’-
bipyridyl]-3,3’-diol.

metric (Fig.4-3a) and symmetric (Fig.4-3b) stretching. The symmetric describe the

syncronous formation of the dieno while the second brakes the symmetry.

The stationary points have been optimized using very tight convergence criteria

with the 6-311+G(d,p) basis set. Due o the computational cost less functionals

have been used. The estimated activation energies are approximately 35 kcal/mol

for the DSDPBEP86, wB97XD, and B3LYP and significantly lower at 21 kcal/mol

for the BLYP (exact values reported in Appendix B). The magnitude of the activa-

tion energies for the tautomerism and the occurrence of two negative eigenvalues in

the stationary point suggest that a distinct reaction path, which describes an asyn-

cronous or stepwise reaction mechanism, involving a reduction of the 𝐶2ℎ symmetry

is more plausible.

The reference energies for the two proposed mechanisms involving a loss of sym-

metry, concerted and stepwise, were calculated at the CCSD(T)-F12/cc-pVTZ-F12-

CABS level of theory using the geometries obtained at the B2PLYP/6-311G(d,p)

73



4.2. Results and discussion Chapter 4. Approximated xc-functionals problems

(a) -1611.3 cm−1 (b) -1532.9 cm−1

Figure 4-3: Imaginary frequencies at B2PLYP/6-311+G(d,p) level of theory

and M06/6-311+G(d,p) levels, respectively.

The B2PLYP functional describes a tautomerization characterized by a concerted

asyncronous reaction mechanism [150] in which the first proton transfer is the rate-

determining step (1.6 kcal/mol) and the system evolves into the dieno tautomer with

C2ℎ symmetry (3, -16.6 kcal/mol) without encountering any other energy barriers (

Table 4.2). The CCSD(T)-F12/cc-pVTZ-F12-CABS single point calculations on the

optimized structures decrease the activation energy for the initial proton transfer

(0.6 kcal/mol) and increase the dieno tautomer energy (3, -14.6 kcal/mol).

The M06 identifies a step wise mechanism; the activation energy is comparable

to the ∆𝐸 obtained with the B2PLYP functional (1.6 kcal/mol). The chemical

process is characterized by a keto-eno intermediate (2, -3.5 kcal/mol) connected to

the dieno tautomer (3, -12.0 kcal/mol) by a second proton transfer (0.3 kcal/mol).

Single point coupled cluster calculations on the optimized M06 geometries reveal

that the barrier for the first TS and the stabilization of the dienol form are identical

to B2PLYP (0.6 and -12.0 kcal/mol, respectively), while the TS2 (-5.4 kcal/mol)

energy is lower than the keto-eno intermediate (-4.3 kcal/mol).

At this level of theory, the reaction process is asynchronous, with the dienol form

(3) being more stable than the diketonic form (1), with tautomerization proceeding
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Table 4.2: Functional/6-311+G(d.p), ∆ E (kcal/mol), 𝜈 (cm−1).

LoT ts1 int1 ts2 di-eno 𝜈1(𝑡𝑠1) 𝜈2(𝑡𝑠2)

B2PLYP//
CCSD(T)-F12/

cc-pVTZ-F12-CABS
0.597 -14.622

M06//
CCSD(T)-F12/

cc-pVTZ-F12-CABS
0.568 -4.536 -5.347 -14.622

B2-PLYP 1.649 -16.610 -1021.3
DSDPBEP86 1.467 -19.683 -968.6

wB97XD 0.970 -12.740 -995.4
Cam-B3LYP 0.587 -13.072 -905.3

M11 0.341 -12.541 -753.8
B3LYP 1.264 -9.690 -1037.8
PBE0 0.396 -10.50 -787.5

BHandHLYP 1.322 -15.917 -1139.4
M06 1.654 -3.519 -3.244 -11.992 -1495.6 -1017.9

M062X 0.039 -16.388 -389.1
PBE 0.455 -5.616 -744.1
BLYP 1.438 -0.943 -0.927 -5.648 -978.0 -330.2
M06L 2.626 -1.465 -0.631 -7.778 -1400.8 -1407.9
HF 2.230 -11.051 -10.253 -26.535 -1355.7 -1013.72

by a single TS corresponding to the first proton transfer and resulting in a loss of

symmetry in the C2ℎ molecule. The second proton transfer is barrierless. According

to the energy profile along the IRC reaction coordinate, the surface of energy between

the first and second proton transfers is flat. This work shows that a local minimum

relating to the keto-eno intermediate (2) and a second maximum (ts2) corresponding

to the second proton transfer are detectable in this region of phase space, depending

on the chosen xc-functional.

Proceeding from the lowest to the highest level of theory employed. The HF

analysis of the reaction processes establishes a step wise mechanism that involves

the formation of the keto-eno intermediate. The barrier for the first transition

state at HF is 2.2 kcal/mol. The intermediate (2) is 10 kcal/mol more stable than

the ground state (1, C2ℎ), whereas the activation energy required for the second

proton transfer is 1 kcal/mol. This behavior suggests that the characterization of

the response mechanism may be reliant on the xc-functional. Following the Jacob’s

ladder, the investigation is expanded to two completely local functionals (X𝛼 and

SVWN5). In this case, neither functional recognizes the diketo form (1, C2ℎ) as a

75



4.2. Results and discussion Chapter 4. Approximated xc-functionals problems

local minimum: starting with an optimized HF geometry of the diketo (1, C2ℎ), the

geometry optimization directly leads to the dieno product (3, C2ℎ).

As we move to the GGA functionals, the situation becomes more complicated.

The reaction mechanism is step wise for M06L and BLYP while concerted for PBE.

The investigation of the structures, the charge distribution (ESP) and the dipole’s

value are useful tools for explaining such behavior. In particular the analysis of

the partial charges on the atoms in the diketo tautomer (1), which describe the

conjugation of the two cycles, and the initial transition state which represents the

dividing point between two reaction mechanisms. The comparison of the evolution

of partial charge (Table B.22) on the atoms between the transition state and the

diketo form (1) reveals that the functionals M06L and BLYP are subject to a smaller

variation of the charge distribution between the transition state and the pre-reactive

minimum (1) compared to PBE, which defines a concerted process and has a lower

activation energy (activation energies for M06L, BLYP and PBE are 2.6, 1.4 and 0.4

kcal/mol respectively Table 4.2). The low magnitude of the dipole moment for the

PBE transition state (0.7 Debye, Table B.17) offers a measure of the mechanism’s

synchronization.

The analysis of the keto-eno intermediate (2) obtainated with the M06L and

BLYP indicates a balanced distribution of charges (Table B.20), which explains the

stability of the keto form. There are no significant differences in the description of

the charge distribution, and the energy gain is comparable (1.4 kcal/mol for M06

and 0.9 kcal/mol for BLYP). However, the keto-eno intermediate (2) is characterized

by a loss of symmetry, and the activation energy for the second proton transfer is

low for both functionals ( 0.8 kcal/mol for M06L and 0.4 kcal/mol for BLYP). The

system evolves to dieno tautomers (3) with C2ℎ symmetry, with the BLYP and PBE

providing the same stabilization (-5.6 kcal/mol), while the M06L provides a more

stable form for the dieno (-7.8 kcal/mol).

In the case of global hybrid functionals, the characterization of the reaction

mechanism is also dependent on the xc-functional. Both tauotomers (1, 3) show C2ℎ

symmetry for the functionals under examination. A concerted reaction mechanism

is found by the BH&HLYP, B3LYP, and PBE0. The activation energy for the first
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two functionals is the same (1.3 kcal/mol, Table 4.2), and the immaginary mode

frequency of the two TS is similar (-1139 and -1038 cm−1, respectively). The PBE0

is characterized by a lower activation energy (0.4 kcal/mol). The evolution of the

ESP charge from the diketo tautomer to the first transition state is comparable to

that of the other two functional groups, whereas the dipole momentum in the TS is

smaller (0.8 Debye for PBE and 1.1 Debye for B3LYP and BH&HLYP Table B.17),

showing a greater degree of synchronicity in the double proton transfer.

The analysed Minnesota functionals (M06, M062X and M06HF) display a dif-

ferent behavior. The M06 detects a step-wise mechanism and, as mention before,

the activation energy is the highest for this family of functionals (1.6 kcal/mol).The

investigation of the charge distribution and, more specifically, the evolution of the

charges between the first transition state and the diketo form (1, Table B.19) re-

veals a charge distribution closer to the diketo minimum configuration distribution,

consistent with the trend observed in the GGA functionals. Due to the step wise na-

ture of the reaction mechanism, symmetry considerations cannot be made through

the analysis of the dipole momentum (0.9 Debye Table B.17) in this instance. In

order to exclude any potential basis set effects on the characterisation of the reac-

tion mechanism, the keto-eno intermediate (2) has once again been optimized at the

M06/pvqz [151] level, providing the same structure.

The M062X, that involves a double HF exchange contribution (54%), defines a

syncronus reaction mechanism with a low activation barrier (0.04 kcal/mol). In the

functionals examined so far, despite being concerted, the mechanism appears to be

highly asynchronous, as evidenced by the imaginary frequencies in the first transition

state that describe the transfer of a single proton (the value varies between -900 and

-1000 cm−1 depending on the functional, Table 4.2). For the M062x, however, the

TS has an imaginary frequency of 300 cm−1, which is the lowest observed value. This

behavior is due to the fact that the normal mode partially involves the transfer of

the second hydrogen. The resulting reaction mechanism is more synchronized than

in previous examples. The TS structure analysis reveals that the NH distance for

both hydrogens is comparable (1.13 and 1.09 Å ) and that the value of the dipole is

low (0.3 Debye, compared to the average value of 1 Debye for the other functionals
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Table B.17), indicating that the geometry of the transition state is close to the C2ℎ

symmetry of the two minima (1, 3).

The M06HF, which has the 100% of HF exchange, does not optimize the diketo

tautomer (1). Examining the acquired data, it appears that for Minnesota func-

tionals, the increase in the non-local exchange contribution of HF results in the

identification of a step wise (M06L 0% HF, M06 27% HF), to concerted (M062X

54% HF), to absent reaction mechanism (M06HF % 100HF).

The range separated functionals (Cam-B3LYP, 𝜔B97XD, M11) identify a con-

certed reaction mechanism with the diketo(3) and dieno(2) tautomers characterized

by a C2ℎ symmetry. The M11 functional stabilizes the initial TS more than Cam-

B3LYP and 𝜔B97XD, resulting in a slightly lower activation energy for the first pro-

ton transfer (0.4, 0.6 and 1 kcal/mol, respectively Table 4.2); this trend is reflected

by the value of the dipole moment (0.8, 0.9 and 1.1 Debye). The relative energy val-

ues obtained with the Cam-B3LYP are the closest to the B2PLYP//CCSD(T)-F12

reference values.

The reaction mechanism for the investigated double hybrid functionals (DSDP-

BEP86 and B2PLYP) is concerted, both the diketo (3) and dieno (3) form have

C2ℎ symmetry and they are connected by a single TS (the activation energy is 1.5

and 1.6 kcal/mol respectively). Double hybrids provide the best stabilization for the

dienol form (3, -16.6 and -19.7 kcal/mol respectively) among the functionals tested.

The reference energies at CCSD(T)/cc-pVTZ-F12-CABS level of theory were de-

termined using the B2PLYP stationary point structures as input (see Appendix B

Table B.2).

It is not possible to differentiate the two reaction mechanisms according only

to the optimized structures with the studied functionals . Indeed, regardless of the

reaction mechanism the stationary points are characterized by a zero average value of

the dihedral angle (NCCO) computed along the IRC path (Fig Figure 4-2, 𝜃= −1.83·

10−3 ± 1.39·10−5) and by the absence of a z component in the TS dipole (Table B.18).

The symmetry of the diketo and dieno tautomers is C2ℎ while the simmetry of the

transition states and keto-eno intermediate is C𝑆 ( Table B.4). These results confirm

that the two cycles maintain their planarity along the reaction pathway. Hydrogen

78



Chapter 4. Approximated xc-functionals problems 4.2. Results and discussion

is coordinated by both nitrogen and oxygen during the proton transfer, resulting in

two six-point cycles intermediate that locks pinolo to be planar. The diketo form

(1) imposes the loss of aromaticity in the two cycles, the average value of the C-

C bond between them during the mechanism is 1.39Å(± 0.09). Suggesting that

the steric hindrance created by the interaction between the nitrogen and oxygen

moieties is sufficiently strong that an alpha-beta delocalization along the CC moiety

is partially inhibited. In the diketo form (1), the oxygen-carbon interatomic distance

specifies a carbonilic moiety with a full double bond (1.2 Å). Whereas in the product

(3), the interatomic distance is shorter (1.3 Å) than it would be for a single carbon-

oxygen bond (1.4 Å), suggesting a partially conjugated double bond. All information

regarding dihedral angles and bond distances is provided in appendix B . These

observations apply to each of the investigated functionals.

(a) Keto-eno intermediate (2) Cs (b) Ts2, Cs

Figure 4-4: Boys localized molecular orbitals at M06/sdall level of theory

The peculiar behavior of certain functionals (BLYP, M06L, M06) in the charac-

terization of the reaction mechanism is to be searched in their long-term exchange

and correlation balance. The characterization of the Boys type centroids in the

keto-eno intermediate (2) allows to graphically describe the position of the localized

molecular orbitals (LMO, Figure 4-4). The three functionals under examination

(M06, BLYP and M06L) define C𝑠 symmetry for the keto-eno intermediate (2) and

for the second TS.

The aromaticity of the two rings is reconstructed during the tautomerization of

keto-enol to dienol. This process is observable via the characterization of Localized

Molecule Orbitals in the TS and, in the case of a step wise mechanism, in the keto-

79



4.2. Results and discussion Chapter 4. Approximated xc-functionals problems

enol intermediate. The LMOs for M06 functional are reported in Figure 4-4. In the

ket-enol intermediate (Fig. 4-4a) the ring with the protonated oxygen is aromatic

while the ketone substituted ring has two double bonds and two doublets (green)

localized one on the beta carbon (0.23 Å) and the other one on the inter-nuclear

axes (0.76 Å). Going from the minimum to the second ts (∆𝐸=0.28 kcal/mol), the

aromaticity is rebuilded: the position of the two centroids changes, both placing

themselves at the same distance to the beta carbon (0.56 Å, Fig. 4-4b) but outside

the inter-nuclear axis, just above and below of the molecular plane.

The functionals M06, BLYP and M06L describe a saddle point for structures

that the other functionals recognise as decreasing in energy. Indeed, the single point

energies calculated for all the other studied functionals shows how the energy of the

structure relative to the ts2 is lower than the energy of the keto-eno intermediate

(2, Table B.3).

Figure 4-5: Activation energy (kcal/mol) as a function of the delocalization error
(eV.) for the investigated functionals: concerted reaction mechanism (·); step wise
reaction mechanism (∇)
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The evolution of energy and the determination of the reaction mechanism cannot

be directly attributed only to the percentage of exact HF exchange in the functional.

Therefore, it was chosen to characterize the activation energies of each functional

(expressed in kcal/mol) as a function of their own delocalization error (eV) (Fig.

Figure 4-5). The delocalization energy is determined by comparing the ionization

energies of a cluster of non-interacting He atoms to those of a single He atom. This

difference is related to a delocalization error [19,152,153].

The comparison between the activation energy relative to the initial transition

state and the delocalization error ( Figure 4-5) reveals that functionals that identify a

stepwise reaction mechanism have a high activation energy (above 1.3 kcal/mol) and

a large delocalization error (around 6 eV). Significant delocalization error in func-

tionals results in an erroneous description of the electronic density, leading to the

definition of a minimum (2, 4-4a). The keto-eno intermediate has an asymmetrical

electronic structure between an aromatic ring and a cycle with an electron doublet

located on the beta carbon of the ketone. This behavior can also be observed in the

variation of partial charges between the diketo tautomer (1) and the first transition

state, as mentioned previously. Compared to their corresponding functionals that

describe a concerted reaction mechanism, the ESP charges of functionals that de-

scribe a step-by-step process exhibit a small degree of variation. This tendency not

to delocalize the charges on the entire ring, as with the keto-enol intermediate (2),

results in the stabilization of localized electronic densities on the atoms.

4.2.2 ADMP

Static calculations prove how the xc-functional’s long-term balance of exchange and

correlation determines the reaction mechanism. The free energy surface (FES) in-

vestigation aims to confirm that these variations in determining the reaction mech-

anism persist even in simulations at finite temperature. Particularly since the tau-

tomerization reaction has low activation energies that are easily overcome at room

temperature, especially the second TS. Admp simulations [26] are performed with xc-

functionals of type GGA (BLYP, M06L), Global Hybrids (M06, BH&HLYP, PBE0,

B3LYP, M062X), and Range Separted Hybrids (Cam-B3LYP, 𝜔B97XD) using a 6-
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Figure 4-6: M06L fes ∆𝐸(kcal/mol) Figure 4-7: PBE fes ∆𝐸(kcal/mol)

31+G(d,p) basis with the diffused component only on oxygen and nitrogen. The

reaction mechanisms for the xc-functionals under investigation were validated using

the 6-31+G(d,p) basis set, with the exception of the functional BLYP, which pro-

duced results that were inconsistent with those obtained using the 6-311+G(d,p)

basis set. As a result, the characterization of the FES with this xc-functional has

not been computed.

The surface generated with the xc-functional M06L (Fig.Figure 4-6) is charac-

terised by the presence of three minima, one for the diketonic form, one for the

keto-enol intermediate, and one for the dienol tautomer. The minima are connected

by two transition states representing the transfer of the two protons associated with

each of the two collective variables. The energy color gradient shows that the ki-

netic determining step is the first, as predicted by the static calculations (TS1=2.6

kcal/mol; TS2=0.8 kcal/mol Table 4.2).

The static calculations done with the PBE functional identify a concerted reac-

tion mechanism. The free energy surface (Fig.Figure 4-7) is defined by the presence

of only one TS. The comparison of the surfaces shows how, due to the step wise

character of the process, the collective coordinates that describe the two proton

transfers are completely decoupled for the M06.

The study of the free energy surfaces computed for the Global Hybrid functionals

reveals that the minimum associated with the keto-enol intermediate can be iden-

tified exclusively for the M06 functional (Figure 4-8), consistent with the results of

the static calculations. The remaining functionals describe a synchronized reaction
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Figure 4-8: M06

Figure 4-9: M062X

Figure 4-10: BH&HLYP

Figure 4-11: B3LYP

Figure 4-12: PBE0

mechanism with different degrees of coordination. The M062X reaction mechanism

is characterized by a low activation energy and small TS dipole value (0.04 kcal/mol

and 0.35 Debye respectively). Involving a coupling between the two proton transfers,

the computed FES (Figure 4-9) reveals a wider surface for the values between the

zeros of the two collective variables. The two proton transfers appear graphically

uncoupled for the B3LYP and BH&HLYP functionals (Figure 4-10, Figure 4-11).

Consistent with the results of the static calculations, the comparison of the two free

energy surfaces reveals that BH&HLYP is characterized by a minimum of the dienol

form that is more stable than B3LYP (-15.9 and -9.7 kcal/mol respectively). The

PBE0 (Figure 4-12) describes a concerted reaction mechanism with a lower activa-

tion energy and partial coupling between the two proton transfers, as described by

the shape of the surface shared by the two collective variables.

Analyzed range-separated functionals (Cam-B3LYP and 𝜔B97XD) show com-

parable behavior. Both the free energy surfaces (Figure 4-14 and Figure 4-13) are

characterized by the presence of two minima connected by a single transition state;

the coupling between the two proton transfers is comparable such as the dieno tau-

tomer’s stability.
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Figure 4-13: Cam-B3LYP fes-
∆𝐸(kcal/mol) Figure 4-14: 𝜔B97XD fes ∆𝐸(kcal/mol)

The computed free energy surfaces show a correspondence in the determination

of the reaction mechanism between the static calculations and the finite tempera-

ture simulations. The minimum energy paths (mep) of the computed Free Energy

Surfaces provide a more accurate comparison of the various trends (Figure 4-15).

The Global Hybrid and Range Separated functionals, with the exception of the M06,

depict a concerted reaction mechanism with varying degrees of synchrony. The slope

of the surface in the region between the first TS and the second barrier-free proton

transfer is what distinguishes the various functionals. The M062X and BH&HLYP

functionals provided less stability of the diketo tautomers, resulting in a greater en-

ergy difference between their two tautomeric forms, which defines a steeper surface

slope between the two proton transfers. Functionals that stabilize the diketonic form

and lower the energy difference between the two tautomeric forms define a gradually

sloping line with a minimum slope of M06, which describes a step wise mechanism

(Fig. 4-15a). Both analyzed GGA functionals stabilize the diketonic form in the

same manner. This provides a better understanding of the contribution made by

the delocalization error, which, in the case of M06L, stabilizes the intermediate keto

enol and results in the identification of two TS, one for each proton (Fig. 4-15b).
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(a) Global Hybrids and Range-Separated (b) GGA

Figure 4-15: The minimum energy path was established by fitting the computed fes
with a fifth order polynomial. (𝐸 =

∑︀𝑘
𝑗=0 |𝑝(𝑥𝑗)− 𝑦𝑗|2) and r is defined as a linear

combination of the two collective variables;

4.3 Conclusions

This study shows that the choice of exchange-correlation functional at a given level

of theory can provides ambiguous results when the nature of the chemical reaction

is able to reveal the deficiencies of the adopted xc-functionals. It is essential to

distinguish between theoretical model defects and a discrepancy in the obtained

results related to approximations. In the first instance, as illustrated by the MP2

method for aromatic systems that lose planarity [144–146] (see also the results re-

ported in Appedix B), a molecule that is incompatible with the chemical nature

of the process is obtained and this contradicts the experimental evidence. In the

second instance (see, for instance, the results with BLYP, M06L, and M06), the

xc-functional describes structures that are compatible with the chemical nature of

the process but incompatible with the results reached at a higher level of theory.

The obvious solution is to use more theoretically accurate xc-functionals where the

adoption of functionals extending from range-separated to double hybrids uniquely

establishes a concerted mechanism for the reaction. However, the computational

cost and the lack of availability might hinder the use of this strategy.

The results obtained in the characterization of the reaction mechanism and the

free energy surface with the xc-functionals BLYP, M06L, and M06 are attributable

to an imprecise description of the electron density, quantified by the delocalization
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error, in correspondence with some reactive centers of the reaction (C𝛽). The com-

puted reaction mechanism is substantially correlated with both the first transition

state energy and the delocalization error of the chosen functional. The mechanism

of the stepwise reaction is predicted by xc-functionals with high levels of both at-

tributes.

Another potential source of error is the use of a too-small basis set, which can

be easily verified by increasing the size of the basis set at the expense of increased

computing costs. In the reaction under investigation, we have shown that the func-

tional M06 optimizes the keto-enol intermediate (suggesting a stepwise mechanism)

despite the presence of a pvqz basis set [151] and very tight convergence criteria as

with the smaller basis set.

This issue cannot be handled with a single solution. Once the framework of the

theory has been established, it is advisable to compare more functionals; discordant

results imply that the system requires a higher level of theory to achieve the required

consistency in the results.
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Chapter 5

The effect of Mg2+ substitution on

Posner’s clusters.

This chapter summarizes the computational study of an extensive research covering

the synthesis and experimental characterization of Mg-substituted Amorphous Cal-

cium Phosphate nanoparticles (ACP). The ACP is particularly important among

the numerous forms of calcium phosphate (CaP) found in nature and in living or-

ganisms. [154] Given its chemical and structural diversity, ACP plays an important

biological role as a transient intermediate in the formation of the apatitic inor-

ganic matrix of bones and teeth, as well as in the formation of functional struc-

tures such as casein micelles, calciprotein particles, and amorphous nanoparticles

in the small intestine. [155] ACP has a short-range order that corresponds to the so-

called "Posner’s Cluster" Ca9(PO4)6 [156], which is thermodynamically unstable and

spontaneously evolves into crystalline forms of CaP, such as hydroxyapatite (HA,

Ca10(PO4)6(OH)2) and brushite (CaHPO4·2H2O). The ion Mg2+ can be integrated

into the amorphous cluster to generate Amorphous Magnesium Calcium Phosphate

(AMCP) particles, which is significant not only for the crystallization pathway of

ACP but also for the structural properties of the amorphous phase itself. It has

been shown that a variation in the Mg/Ca ratio from 0 to 0.04 increases the life-

time of the amorphous phase during the conversion kinetic of ACP to HA by a

factor of 4 to 9 depending on the temperature. [157] Other works indicate that the

creation of Mg-phosphate complexes is responsible for the improvement of the amor-
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phous’ lifespan. [158] Different interpretations of this behaviour have been proposed

in numerous published works throughout the years, some of which are reported in

the following. Abbona and Baronnet theorized that the first Mg2+ substitution for

Ca2+ in Posner’s clusters generates mechanical stresses and inhibits HA nucleation,

in addition to the effect of Mg2+ adsorption onto the surfaces of ACP and apatite

crystallites. [159] Yang et al. hypothesized that the formation of Mg-phosphate ion

pairs decreases the thermodynamic driving force for ACP nucleation and subsequent

crystallization to HA, [160] while other hypothesized that Mg2+ may also have an in-

fluence on improving HA’s solubility. [161] Ding et al. investigated the effect of Mg2+

ions on the various stages of HA precipitation from ACP precursor particles, which

can be either adsorbed or absorbed. [162]

The regulation of AMCP particles with a fitted Ca/Mg ratio and the knowl-

edge of their structural characteristics are crucial to the manufacture of particles

with a predefined stability. The purpose of this study is to investigate how the

Ca/Mg ratio and total cation concentration influence the characteristics of precipi-

tated amorphous phases.

The experimental study consisted of a systematic analysis of 15 different synthe-

ses in which the reagent solution concentrations were adjusted to test five different

Ca/Mg ratios (0.4, 0.7, 1, 2, and 3) at three different Mg2+ concentrations for

each ratio (10, 50 and 100 mM). The resulting particles were investigated for crys-

tallinity, shape, elemental content, and thermal stability in order to produce AMCP

nanoparticles with a customized elemental composition. The Appendix C contains

all information regarding the preparation of samples and the list of measurements

performed. Regarding the discussion of the experimental results, reference is made

to the published article. [163]

Computational methods were utilized to provide atomic-level insight into the ef-

fect of Mg2+ concentration on the structure and stability of ACP clusters, revealing

new knowledge regarding the function of Mg2+ substitution in ACP. A comprehen-

sive analysis was undertaken by optimizing a series of model clusters with varying

Mg2+/Ca2+ ratios, beginning with Posner’s cluster and ending with the fully Mg-

substituted cluster.
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The results prove that AMCP particles with configurable crystallinity and com-

position can be produced. The computational analysis and the investigation of the

heat-induced crystallization of AMCP reveal that the stability of the particles de-

pends on the degree of Mg2+ substitution in the cluster. The reported results shed

light on the effect of Mg2+ on ACP characteristics at various structural levels and

may provide useful suggestions for the creation and design of AMCP particles with

a particular Ca/Mg ratio.

5.1 Computational Details

The cluster structures have been obtained starting from the experimental struc-

ture of the Brushite crystal (box 5.8x15.1x6.9 Å, 𝛼 = 𝛾=90°, 𝛽 =116.4°, Ia) [164].

The atomic positions have been optimized with the Quick Step module of CP2K

employing the LDA exchange and correlation functional within the Padé approxima-

tion. [165,166] The wave functions for each atomic species have been described through

a DZVP-MOLOPT basis set [167], whereas the electron density has been represented

with a plane wave expansion with a 340 Ry cutoff. The super-cell is made up by

3x1x3 unit cells. The calculations show a complete agreement between the computed

and experimental structure. [164]

The optimized brushite crystal formed the basis for sampling a Posner cluster

with nine metal-occupied sites and six phosphate groups, two of which have been hy-

drogenated according to the experimental results. [163] This Posner-like cluster consti-

tutes the starting structure for the optimization of structures with different Ca/Mg

ratios, whose values are reported in the Table 5.1 . For each ratio, 4 structures

were generated and optimized which differ only in the position of the Mg atoms. In

the Table 5.1 the simulated clusters are identified as An’, where the presence of the

apex indicates a chemical composition of the cluster close to that obtained in the

synthesized samples An (Table C.1 in the Appendix C). The “N𝐶𝑎” or “N𝑀𝑔” label

indicates the number of Ca or Mg ions present in the simulated cluster, respectively.

To investigate the structural properties of selected magnesium and calcium phos-

phate clusters, DFT calculations at the B3LYP/6-31G(d) level of theory with tight
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Table 5.1: are reported the different ratio Ca/Mg, Ca/P and Mg/P for the analysed
Posner’s clusters. Four different arrangement have been chosen for each sample.

Ca/Mg Ca/P Mg/P n𝐶𝑎 n𝑀𝑔

𝐴′
0 0.12 0.16 1.33 1 8

𝐴′
3 0.5 0.5 1 3 6

𝐴′
6 0.8 0.66 .83 4 5

𝐴′
1 2 1 0.5 6 3

𝐴′
7 3.5 1.16 0.33 7 2

convergence criteria were performed using the Gaussian suite of programs (G16, [28]).

The distances between oxygen atoms and metal ions were later determined by ana-

lyzing the optimized structures. The interaction energy between a particular Mg2+

ion and the remaining cluster has been estimated using the counterpoise correction

method. [168,169]

5.2 Results and discussion

This study shows that the different crystallization temperatures observed in AMCP

samples do not correspond to a phase transition. The plot of the crystallization

temperature (maximum of the first peak) versus the Ca/Mg ratio of the particles

shown in Figure 5-1 (left y axis) indicates that the crystallization temperature in-

creases as the Ca/Mg ratio of the particles decreases. This assumption is valid until

a Ca/Mg ratio of about 2. Incorporating Mg2+ into the lattice of the particles

stabilizes the amorphous phase against heating, in addition to its known stabilizing

effect in the conversion of amorphous to crystalline calcium/magnesium phosphates

in solution. [170]

The computational analyses further support these results. The computed inter-

action energies between the inner site of the Mg2+ ion and the remaining Posner’s

cluster for various Ca/Mg ratios are shown in Fig.Figure 5-1 (right y axis). For the

homogeneous system Ca0 (consisting of exclusively magnesium cations), the inner

site’s interaction energy with the cluster is roughly -357 kcal/mol. In contrast, the

counterpoise correction energy for the cluster with two Mg2+ and seven Ca2+ (A7’,

Table 5.1) is -552 kcal/mol. The observed trend validates the stabilizing effect of
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Figure 5-1: Plot of the crystallization T (1st peak maximum) vs the Ca/Mg ratio
(left y axis). The blue diamond markers represent the average values ± standard
deviations (see the materials and methods section). The plot also shows the coun-
terpoise correction energy (red dots) as a function of Ca/Mg ratio. The error bars
in calculations progressively enlarge due to the limit in configuration sampling.

the Mg2+ cation as calcium concentration increases. In fact, the binding energy of

Posner’s cluster increases (absolute value) with increasing calcium content. This

trend can be explained qualitatively by the larger coordination effect due to the in-

creased hardness of magnesium compared to calcium. This determines a decrease in

intermolecular distances, including those involving Mg2+ ions. In this sense, clusters

with a higher magnesium concentration have a greater electrostatic repulsion, and

hence, lower binding energy.

The analysis of the Mg-O distances of the clusters in which Ca2+ ions are re-

placed by Mg2+ ions supports these findings (Table 5.1). As shown in Figure 5-2a,

an increase in the magnesium concentration of the cluster causes a progressive stabi-

lization of the contacts at Mg-O distances higher than 4.0 𝐴𝐴. In contrast, starting

with a completely magnesium-substituted Posner cluster and increasing the quantity

of Ca2+ leads to the loss of structure for Ca-O distances higher than 4.0 Å. (Figure

5-2b). As expected, this behavior can be explained by the increased hardness of

Mg2+ ion compared to Ca2+ ion.
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(a) Mg-O (b) Ca-O

Figure 5-2: Distribution of the M2+-O interactions

Keeping the cell parameters constant, the comparison of atomic locations in the

two optimized crystals validates these results, as shown in Table 5.2 and Figure 5-

3. All inter-molecular lengths between the Mg2+ ion and its initial neighbors are

less than their counterparts in the calcium crystal. The reduction in distances is

consistent with the optimization calculations performed on Posner’s clusters.

The structural properties of the precipitated AMCP nanoparticles were also in-

vestigated using a multi-technique approach. To prevent the formation of crystalline

brushite, the synthetic conditions necessary to produce totally amorphous particles

were identified. Despite the fact that XRD, FT-IR, and SEM analyses did not

disclose any significant differences between the prepared particles, the elemental

composition research indicated a variable Ca/Mg ratio in the particles, which was

associated with the synthesis conditions. The presence of Mg2+ in the particles re-

tards the crystallization heat of AMCP, demonstrating that this ion has a stabilizing

function when incorporated into the ACP structure. These findings are supported

by simulations of Posner-like clusters with increasing quantities of magnesium. Sim-

ulations of the Mg-O and Ca-O distances in the clusters, as well as the interaction

energies, reveal that the addition of Mg atoms stabilizes the cluster. The submitted

results contribute to the clarification of the effect of Mg2+ substitution in ACP-

based systems and the establishment of guidelines for easy synthetic techniques to

manufacture AMCP nanoparticles with a tailored elemental composition.
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Mg2+ Brushite-Mg Brushite

O1(O) 2.03 2.37

O2(OH) 2.08 2.38

O3(O) 2.04 2.51

O4(OH) 2.14 2.51

O’(O) 2.36 2.45

O"(OH) 2.57 2.67

Mg2+" 3.91 4.04

Table 5.2: Distances (Å) between
metal cation and first neighbors
in optimized Brushite-Mg and
Brushite crystal structures.

Figure 5-3: Identification of atoms in
Brushite-Mg structure
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Chapter 6

What is the structure of adenine

adsorbed on a gold (111) surface? A

computational investigation

The adsorption of biological molecules on the nanostructured surfaces of noble met-

als is crucial for diagnostic applications in the medical, biological, and technological

areas. [171,172] A proper knowledge of the interactions between adsorbate and metal

surfaces is required for the correct development of systems based on molecular in-

teractions with surfaces. Adenine, a crucial component of nucleic acids, is one of

the most extensively studied biomolecules, and it can be utilized to validate a com-

putational methodology. [173–177] The orientation of adenine on the metal surface is a

controversial topic, as the interaction can take place with multiple nitrogen atoms.

Indeed, contradictory articles continue to be produced on this apparently simple

subject. [173,178–180]

The adsorption of adenine on gold surfaces has been investigated by means of the

density functional theory (DFT). Absorption of adenine can occur via physisorption

and chemisorption. Through the characterization of the electronic structure, it is

possible to characterize the two processes and then calculate observables for com-

parison with the experimental data, such as the vibrational spectrum. [181] In the

present work, to characterize the adsorption mechanism, we consider the explicit

surface, and this represents a significant improvement compared to the previous
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works reported in the literature, which consider the metal surface made of a single

atom or small clusters. [182,183]

6.1 Computational Details

The gold surface was modelled starting from the fcc crystal’s coordinates reported

in the American Mineralogist Crystal Structure Database [184](Fm3m, 4.078 Å). The

primitive cut (111) of the cell was therefore obtained and converted into orthorhom-

bic to reduce the computational cost of the simulation. On the resulting Au(111)

surface (108 atoms for 17.35x15.03x7.02 Å, 3 layers), an adenine molecule was po-

sitioned at 4 Å with its center of mass aligned with the geometric center of the

surface.

The potential energy surface is characterized by several minima characterized by

different orientations and distances of the adenine with respect to the gold surface, to

explore this complex phase space it is necessary an accelerated simulation technique,

in this work, we opted for the metadynamics method. [29,185] To characterize the

various local minima, two collective variables (CV) have been defined.

The first CV describes the interaction between the nitrogen atoms, that may

interact with the gold surface when adsorption might occur, and the atoms of the

gold surface. The CV1 is chosen to be approximately zero when the molecules are

far from the layer and to become larger than zero, but always smaller than one,

when one or more nitrogen atoms get closer to the layer. With the given parameter

the coordination number of the CV1 start being larger than zero for distances below

4 Å.

𝐶𝑉1 =
1

𝑁𝑁

∑︁
𝑖𝑁

∑︁
𝑗𝐴𝑢

1−
(︁

𝑟𝑖𝑗
𝑅0

)︁𝑛𝑛
1−

(︁
𝑟𝑖𝑗
𝑅0

)︁𝑛𝑑 (6.1)

The parameters of 𝐶𝑉1 are: 𝑛𝑛 =8, 𝑛𝑑 =14 , and 1.6 Å for the interaction radius

(𝑅0) (the index 𝑖𝑁 runs on the nitrogen atoms and the index 𝑗𝐴𝑢 on the gold

atoms). The second collective variable (CV2) is defined as the distance between the

adenine center of mass and the geometric center of the plane defined by the external

gold layer.
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The metadynamics simulation was carried out at the BLYP/DZVP-MOLOPT

level of theory, including the D3 dispersion contribution proposed by Grimme [131]

with a cutoff of 350 Ry for the plane wave expansion [186]. The simulation is per-

formed at constant temperature (300 K, ∆𝑇 = ±20K), during the simulation a

Nosé-Hoover chain thermostat implemented in CP2K (version 8.2) was adopted.

The Nosé-Hoover chain thermostat parameters are: chain lenght (3), number of

multiple timesteps to be used for the Nosé-Hoover chain (2), the Yoshida parameter

(3) and the time constant (1 ps). The initial configuration for each dynamic was

generated by optimizing, at the same level of theory, a configuration extracted from

an NVE dynamics performed to verify the integration time step. The dynamics

of the biased NVT have been performed using an integration time step of 1 fs for

10 ps. These simulations are preceded by an equilibration run of 5 ps. The cell

size is 17.34x15.03x25 Å in which, the atoms of three layers of gold are fixed and

Periodic Boundary Conditions have been adopted. The long range electrostatic in-

teraction has been computed with the smooth particle mesh Ewald using beta-Euler

splines. [187] The convergence criteria for the SCF is tight (10−7) and the value for

the grid is set to 5.

6.2 Results and discussion

Surface adsorption of adenine is regulated by the interaction of nitrogen functional

groups with gold atoms. In addition to physisorption, we wanted to test if adenine

could bound to the surface of metal (111). For this purpose, two tautomeric forms of

adenine (Figure 6-2) have been chosen: the protonated N9 form (Fig. 6-1a), which

is the most common and of most biological relevance, and, the protonated N7 form

(Fig. 6-1a), which eliminates the hydrogen steric hindrance in order to invstigate

a possible chemisorption. The sum of the covalent and vdW radii of nitrogen (0.75

Å, 1.55 Å) and gold (1.44 Å, 1.66 Å) is respectively 2.19 Å and 3.21 Å. This results

suggest that for a N-Au distance less than their van der Waals radius we can consider

the absorption with a covalent contribution that increase decreasing the distance and

therefore refer to the adsorption as chemical.
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N9
H

N3
N1

N10H2

N7

(a) N9 -467.451400335 Hartree

N9

N3

N1

N10H2
N7

H

(b) N7 -467.438173105 Hartree

Figure 6-1: Tautomerism in adenine

The two tautomeric forms of adenine show different behaviors. The adenine

protonated in N9 (Fig. 6-1a) is the stable form ( the difference in energy between

the two isolated molecule is ∆𝐸 =∼ 8 kcal/mol). This result is in agreement with

the experimental evidence which indicates the protonated adenine in N9 as the most

widespread tautomeric form. In the scientific literature, the tautomerization N9-N7

has been investigated in the context of DFT [188] showing that the tautomerization

process is mediated by three water molecules, and the barrier is approximately 20

kcal/mol.

The optimized structure of the protonated adenine in N9 (Fig.6-2a) displays

the out-of-plane interaction between the molecule and the surface. This structure

constitutes the input of the thermalization run. The coordination of nitrogen in

the NH2 group is interesting to examine. The distance between the nitrogen atom

and the nearest gold atom on the surface is ∼ 2.7 Å, meanwhile the ∠ HNH angle

measures 112°degrees and the ∠ AuNH angle is 104.5°. This geometry suggests that

nitrogen is coordinated tetrahedrally.

The optimization of the protonated adenine in N7 (Fig.6-2b) clearly shows how

the molecule is arranged perpendicular to the surface (the distance is ∼ 2.5 Å).

The adenine substrate system in this case is overall more stable than the analogous

system with the adenine protonated in N9 (the energy difference between two opti-

mized structures is about ∼ 12 kcal/mol). The outcomes of the ab initio molecular

dynamic simulations, for both tautomeric forms of adenine, are consistent with the

geometry optimizations. The interaction between N9 adenine and the gold surface

happens largely through the out-of-plane electron density of the adenine molecule.

The minima identified during the exploration of the phase space (Fig. Figure 6-3)
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(a) Ade 1 N9 (b) Ade 2 N7

Figure 6-2: Potential Energy Path

differ in the type of out-of-plane contact that occurs between the molecule and the

metal surface.

Three main minima have been identified (A, B, and C, Figure 6-3) on the poten-

tial energy surface, each of which corresponds to different out-of-plane interactions

between adenine and the metal surface. The characterization of the structures as-

sociated with these three minima is done by comparing the graph of the potential

energy with the values of the two collective variables (Figure 6-4).

Each of the main minima (A, B, C, Figure 6-3) corresponds to a maximum for

the variable CV1 (Fig. 6-4a) and a minimum for the variable CV2 (Fig. 6-4b).

In the first minimum, marked by the letter A (around 2 ps, Figure 6-3), the

adenine N9 is arranged parallel to the surface. At this minimum corresponds a

local maximum for the CV1 (∼ 0.7, Fig. 6-4a) and a deep minimum for the CV2

(∼ 3Å, Fig. 6-4b). Following the trajectory of the dynamics, the adenine goes away

from the surface, rotates on its N3-N10 axis (Figure 6-2), and then returns to it, as

indicated by the minimum point B on the graph (Figure 6-3). The orientation of

the molecule is always parallel to the surface. The interaction between the nitrogen

atoms and the surface is not uniform, resulting in a distribution of peaks around

the maximum value (at ∼ 4 ps) of the CV1 (Fig. 6-4a), which corresponds to the
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Figure 6-3: Potential Energy of the NVT simulation of adenine N9

minimum of the potential energy and the minimum of the CV2 (∼ 3Å, Fig. 6-4b). In

the interval between 4 and 6 ps, the adenine moves away without rotating on its own

axis; the molecule is tilted, and the interaction with the surface is mediated mostly

by atoms N1 and N10 (Fig. 6-1a). The minimum of potential energy C constitutes

the longest time interval in which the adenine molecule is physisorbed on the gold

surface. The molecule is arranged parallel to the surface and all nitrogen atoms

contribute uniformly to the physisorption as can be deduced by the distribution of

the CV1 values (Fig. 6-4a). The analysis of the adenine N9 trajectory and the values

of the two collective variables show that the molecule is physisorbited and is aligned

parallel to the gold surface 111.

The N9 adenine could not undergo chemisorption because the interaction be-

tween the N9 and N3 atoms does not form a stable minimum due to the steric

hindrance of hydrogen.

The optimization of adenine N7 (Fig.6-2b) shows instead that the molecule is

chemisorbed at the surface via nitrogen atoms N3 and N9. By analyzing the trends

of the two collective variables (CV1 Au-N coordination and CV2 distance between

the adenine center of mass and the geometric center of the surface), it is possible to
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(a) CV1 (b) CV2

Figure 6-4: Collective variables of adenine N9

determine the trend of potential energy in the simulation of the second tautomeric

form of adenine N7 (Fig. 6-1b). Between 0 and 4 ps, the molecule is oriented per-

pendicular to the surface. The interaction occurs because the nitrogen atoms n3

and n9 are not hindered by the presence of a proton and the fluctuations in po-

tential energy are caused by the movement of the molecule over the metal surface.

Chemisorption of adenine occurs about 4 ps, which corresponds to the deepest min-

imum of the potential. This arrangement of adenine corresponds to the maximum

value of the variable CV1 (∼ 0.01) and the minimum value of the coordinate CV2

(∼ 2.4 Å). Between 4.5 and 6 ps, the molecule moves away from the surface and

subsequently returns to it, as indicated by the CV2 trend. It is fascinating to see

that the local minimum at 7 ps in CV2 corresponds with the local maximum of CV1.

In this instance, only the nitrogen atoms N1 and N10 are the closest to the surface;

hence, the molecule is edgewise to the gold surface. Following the trajectory of the

dynamics, the adenine returns perpendicular to the surface before desorption.

These results represent a preliminary research and suggest that the two selected

tautomeric forms of adenine show a significantly distinct behaviors. Adenine N9

(Fig. 6-2a), the most biologically significant tautomeric form and the most stable

(∆E = 8kcal/mol), is physisorbited on gold surface (111). On the other hand, ade-

nine N7 (Fig. 6-2b) induces chemisorption via nitrogen N3 and N9 (Fig. 6-1b).

These results indicate that steric hindrance is a determining element in the adsorp-

tion process and suggest the existence of a tautomerization mechanism between the
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Figure 6-5: Potential Energy of the NVT simulation of adenine N7

(a) CV1 (b) CV2

Figure 6-6: Collective Variables of adenine N7
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two forms of adenine. In fact, the coexistence of the two tauotomeric forms would ex-

plain the occasionally contradictory conclusions reported in the literature. [173,178–180]

The definition of a model that adequately characterizes the electron density would

make it possible to examine the stability of the various tautomeric forms adsorbed

on the surface and their relative orientations in order to assign intensities to the

experimental spectra and to evaluate if the adsorption on the surface, in presence

of water, will decrease the free energy barrier between tautomer N9 and N7.
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Chapter 7

Conclusion

This dissertation represents a significant part of my three-year PhD research. The

primary objective was to achieve, through the study of electronic structure, a com-

prehension of reaction mechanisms and to provide useful information for the proper

setup of the experiments. Taking inspiration from experimental research, we also

attempted to diversify the nature of the investigated complex systems.

The extensive ab initio analysis of the Brandi-Guarna reaction enabled us to

interpret the reaction profiles and explain the critical points highlighted by the

experiments: the lack of regioselectivity in the cycloaddition reaction that produces

the 5-isoxazolidine compound and the syntesis of the piridone and enaminone side

product by the thermal rearrangement of the isoxazolidine.

The theoretical investigation of the tautomerization of [2,2’-bipyridyl]-3,3’-diol

allowed to evaluate the accuracy of the exchange-correlation functional at a chosen

level of theory. The tautomerization involves a double proton transfer between the

nitrogen and carbonyl moieties. The computed reaction mechanism is substantially

correlated with both the first transition state energy and the delocalization error of

the adopted functional. The computational results show that only xc-functionals

with high levels of both terms identify the stepwise mechanism of tautomerism.

The computational work, done in collaboration with an experimental research

group, has produced a useful tool for the interpretation of the experimental results.

The simplified computational model of amorphous nanoparticles proves that the ad-

dition of Mg2+ to Amorphous Calcium Phosphate samples stabilizes the amorphous
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phase against heating. This effect is added to the known stabilizing effect on the

conversion of amorphous to crystalline calcium/magnesium phosphates in solution.

The ab initio optimization of Posner-like clusters with increasing concentrations of

magnesium contributes to the elucidation of the effect of Mg2+ replacement in ACP-

based systems and the formulation of guidelines for simple synthetic approaches to

make ACP nanoparticles with a customized elemental composition.

The characterization of biologically relevant molecule adsorption processes on

metal surfaces has been made possible thanks to ab initio modeling. Simulations

show that the two selected tautomeric forms of adenine (N9 and N7) have substan-

tially distinct behaviors. The steric hindrance given by the different protonated

nitrogens (7, 9) is a decisive factor in the adsorption process and suggests the pres-

ence of a mechanism for tautomerization between the two forms of adenine. In

fact, the coexistence of the two tauotomeric forms would explain the sometimes

contradicting conclusions found in the scientific literature. The tautomerization re-

action mediated by water has already been investigated in the gaseous phase. These

results therefore suggest to investigate the water-mediated tautomerization mech-

anism for the adenine adsorbed on the metal surface. To develop a model that

properly reproduces the experimental conditions: an adenine-containing solution on

a gold electrode (111). In order to assign intensities to experimental spectra, the

construction of a model that appropriately defines the electron density would allow

to analyze the stability of the various tautomeric forms adsorbed on the surface and

their relative orientations.
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Appendix A

Supporting data for Chapter 1

Table A.1: The ESP, CM5, NPA charges have been reported for the sp2 carbons of
the isobutene 7 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O).
The charge have been calculated for the isolated reactants (nitrone and isobutene).

ESP CM5 NPA
C𝐴(7) 0.469217 -0.021094 -0.00836
C𝐵(7) -0.736784 -0.214182 -0.41187
O𝐴(16) -0.566773 -0.302139 -0.53059
N𝐴(16) 0.441358 -0.115015 0.08629
C𝛽(16) -0.230350 0.020439 -0.00385

Table A.2: The ESP, CM5, NPA charges have been reported for the sp2 carbons of
the isobutene 2 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O).
The charge have been calculated for the isolated reactants (nitrone and isobutene).

ESP CM5 NPA
C𝐴(2) 0.281712 -0.037240 -0.02053
C𝐵(2) -0.620743 -0.197492 -0.39213
O𝐴(16) -0.566773 -0.302139 -0.53059
N𝐴(16) 0.441358 -0.115015 0.08629
C𝛽(16) -0.230350 0.020439 -0.00385

Table A.3: The ESP, CM5, NPA charges have been reported for the sp2 carbons of
the isobutene 14 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O).
The charge have been calculated for the isolated reactants (nitrone and isobutene).

ESP CM5 NPA
C𝐴(14) 0.271190 -0.022674 0.00339
C𝐵(14) -0.698235 -0.214625 -0.41875
O𝐴(16) -0.566773 -0.302139 -0.53059
N𝐴(16) 0.441358 -0.115015 0.08629
C𝛽(16) -0.230350 0.020439 -0.00385
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Table A.4: The ESP, CM5, NPA charges have been reported for the sp2 carbons of
the isobutene 17 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O).
The charge have been calculated for the isolated reactants (nitrone and isobutene).

ESP CM5 NPA
C𝐴(17) 0.100976 -0.04619 -0.04619
C𝐵(17) 0.159697 -0.02542 -0.02542
O𝐴(16) -0.566773 -0.302139 -0.53059
N𝐴(16) 0.441358 -0.115015 0.08629
C𝛽(16) -0.230350 0.020439 -0.00385

Table A.5: The ESP, CM5, NPA charges have been reported for the sp2 carbons of
the isobutene 18 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O).
The charge have been calculated for the isolated reactants (nitrone and isobutene).

ESP CM5 NPA
C𝐴(18) -0.039164 -0.044737 -0.04368
C𝐵(18) -0.037420 0.103927 -0.02125
O𝐴(16) -0.566773 -0.302139 -0.53059
N𝐴(16) 0.441358 -0.115015 0.08629
C𝛽(16) -0.230350 0.020439 -0.00385

Table A.6: The ESP, CM5, NPA charges have been reported for the sp2 carbons of
the isobutene 19 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O).
The charge have been calculated for the isolated reactants (nitrone and isobutene).

ESP CM5 NPA
C𝐴(19) 0.086844 -0.026871 -0.01267
C𝐵(19) -0.003760 -0.054891 -0.05332
O𝐴(16) -0.566773 -0.302139 -0.53059
N𝐴(16) 0.441358 -0.115015 0.08629
C𝛽(16) -0.230350 0.020439 -0.00385

Table A.7: The ESP, CM5, NPA charges have been reported for the sp2 carbons of
the isobutene 36 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O).
The charge have been calculated for the isolated reactants (nitrone and isobutene).

ESP CM5 NPA
C𝐴(36) 0.447448 -0.005028 0.06265
C𝐵(36) -0.807355 -0.108089 -0.31767
O𝐴(16) -0.566773 -0.302139 -0.53059
N𝐴(16) 0.441358 -0.115015 0.08629
C𝛽(16) -0.230350 0.020439 -0.00385

Table A.8: The 𝛿𝑠.𝑝. represents the difference in energy of interacting reactants
and the energy of the isolated isobutene 7 and 16 for each stationary point of the
reaction (𝛿𝑠.𝑝. = 𝐸𝑠.𝑝. − 𝐸7 − 𝐸16). The ∆𝐸 represents the difference in energy
between the chosen orientation (Path a and b) of the isobutene. The differences in
energy are expressed in kJ/mol.

𝛿𝑠.𝑝. 𝐸𝑃𝑎𝑡ℎa 𝐸𝑃𝑎𝑡ℎb ∆𝐸a−b
𝛿𝑟 -32.8 -30.5 -2.3
𝛿𝑡𝑠 35.4 53.4 -18.0
𝛿𝑝 -143.6 -118.0 -25.6

126



Appendix A. Supporting data for Chapter 1

Table A.9: The ESP charges have been reported for the sp2 carbons of the isobutene
7 (C𝐴, C𝐵) and for the interacting atoms of the nitrone 16 (C𝛽, N, O). The ESP
charge have been calculated for the isolated reactants (nitrone and isobutene) and
for the interacting species in the pre-reactive minimum for the chosen orientations
a and b.

Atoms Isolated Path a Path b
C𝐴(7) 0.469 0.506 0.542
C𝐵(7) -0.737 -0.940 -0.748
O𝐴(16) -0.567 -0.570 -0.560
N𝐴(16) 0.441 0.399 0.382
C𝛽(16) -0.230 -0.138 -0.185

Table A.10: The 𝛿𝑠.𝑝. represents the difference in energy of interacting reactants
and the energy of the isolated alkene 2, 14 and 16 for each stationary point of the
reaction (𝛿𝑠.𝑝. = 𝐸𝑠.𝑝. − 𝐸nitr. − 𝐸alk.); while the ∆𝐸 represents the difference in
energy between the two dipolarophile possible orientations. Difference in energy
expressed in kJ/mol.

𝛿𝑠.𝑝. 𝐸2Patha 𝐸2Pathb ∆𝐸a−b 𝐸14Patha 𝐸14Pathb ∆𝐸a−b
𝛿𝑟 -27.2 -23.7 -3.5 -33.8 -37.9 4.1
𝛿𝑡𝑠 28.7 36.5 -7.8 26.5 42.3 -15.8
𝛿𝑝 -172.7 -162.3 -10.4 -158.6 -135.0 -23.6

Table A.11: ESP charges in the pre-reactive minima for dipolarophiles MCP and
MCB (C𝐴, C𝐵) and nitrone atoms (O, N, C𝛽) for the isolated molecules and the
chosen orientations a and b.

Atoms MCP (2) MCB (14)
Isolated Path a Path b Isolated Path a Path b

C𝐴 0.282 0.147 0.266 0.271 0.237 0.236
C𝐵 -0.621 -0.512 -0.591 -0.698 -0.675 -0.695
O16 -0.567 -0.533 -0.556 -0.567 -0.553 -0.589
N16 0.441 0.401 0.367 0.441 0.389 0.447
C𝛽(16) -0.230 -0.101 -0.151 -0.230 -0.143 -0.265

Table A.12: The transmission coefficient (k) has been calculated using the Eyring
transition state theory and describes the changing in the rate of a chemical reaction
against the experimental temperature.

Dipolarophile Texp. (K) k𝐸𝑦𝑟𝑖𝑛𝑔 Path a k𝐸𝑦𝑟𝑖𝑛𝑔 Path b ka/b

2 330 1 𝑒11 2 𝑒10 4.8
14 370 1 𝑒12 1 𝑒10 1 𝑒2
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Table A.13: The 𝛿𝑠.𝑝. represents the difference in energy of interacting reactants
and the energy of the isolated alkene 17, 18 and 16 for each stationary point of
the reaction (𝛿𝑠.𝑝. = 𝐸𝑠.𝑝. − 𝐸nitr. − 𝐸alk.); while the ∆𝐸 represents the difference
in energy between the two dipolarophile possible orientations. Difference in energy
expressed in kJ/mol.

𝛿𝑠.𝑝. 𝐸17Patha 𝐸17Pathb ∆𝐸a−b 𝐸18Patha 𝐸18Pathb ∆𝐸a−b
𝛿𝑟 -42.3 -43.6 1.3 -49.9 -52.8 2.9
𝛿𝑡𝑠 85.8 24.3 61.5 33.1 29.3 3.8
𝛿𝑝 -164.5 -177.1 12.1 -130.9 -146.7 15.8

Table A.14: ESP charges in the pre-reactive minima for ICP and ICB (CA, CB)
and nitrone (O, N, C𝛽) atoms for the isolated molecules and the chosen orientations
a and b

Atoms ICP (17) ICB (18)
Isolated Path a Path b Isolated Path a Path b

C𝐴 0.101 -0.020 0.218 -0.045 -0.045 -0.006
C𝐵 0.160 0.263 0.009 0.104 0.195 0.125
O16 -0.567 -0.533 -0.548 -0.567 -0.552 -0.539
N16 0.441 0.380 0.364 0.441 0.397 0.343
C𝛽(16) -0.230 -0.112 -0.221 -0.230 -0.188 -0.222

Table A.15: The transmission coefficient (k𝐸𝑦𝑟𝑖𝑛𝑔(1/M s)) has been calculated using
the Eyring transition state theory and describes the changing in the rate of a chem-
ical reaction against the experimental temperature.

Dipolarophile Texp. (K) k𝐸𝑦𝑟𝑖𝑛𝑔 Path a k𝐸𝑦𝑟𝑖𝑛𝑔 Path b ka/b

17 380 5 𝑒2 6 𝑒11 6 𝑒−9

18 330 4 𝑒7 7 𝑒8 5 𝑒−2

Table A.16: The 𝛿𝑠.𝑝. represents the difference in energy of interacting reactants
and the energy of the isolated alkene 19 and 16 for each stationary point of the
reaction (𝛿𝑠.𝑝. = 𝐸𝑠.𝑝. − 𝐸nitr. − 𝐸alk.); while the ∆𝐸 represents the difference in
energy between the two dipolarophile possible orientations. Difference in energy
expressed in kJ/mol.

𝛿𝑠.𝑝. 𝐸𝑃𝑎𝑡ℎa 𝐸𝑃𝑎𝑡ℎb ∆𝐸a−b
𝛿𝑟 -40.4 -45.2 4.8
𝛿𝑡𝑠 19.5 26.4 -6.9
𝛿𝑝 -190.9 -181.9 -9.0

Table A.17: ESP charges in the pre-reactive minima for CBCP(19) (C𝐴, C𝐵) and
nitrone 16 (C𝛽, N, O) atoms for the isolated molecules at the chosen orientations a
and b.

Atoms Isolated Path a Path b
C𝐴(19) -0.004 -0.097 -0.006
C𝐵(19) 0.087 0.172 0.125
O(16) -0.567 -0.512 -0.539
N(16) 0.441 0.323 0.343
C𝛽(16) -0.230 -0.248 -0.222
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Table A.18: The 𝛿𝑠.𝑝. represents the difference in energy of interacting reactants
and the energy of the isolated alkene 36 and 16 for each stationary point of the
reaction (𝛿𝑠.𝑝. = 𝐸𝑠.𝑝. − 𝐸nitr. − 𝐸alk.); while the ∆𝐸 represents the difference in
energy between the two dipolarophile possible orientations. Difference in energy
expressed in kJ/mol.

𝛿𝑠.𝑝. 𝐸𝑃𝑎𝑡ℎa 𝐸𝑃𝑎𝑡ℎb ∆𝐸a−b
𝛿𝑟 -40.8 -34.3 -6.5
𝛿𝑡𝑠 0.6 14.7 -14.1
𝛿𝑝 -149.6 -146.9 -2.7

Table A.19: The ESP charges in the pre-reactive minima for dipolarophile 36 (C𝐴,
C𝐵) and nitrone 16 (C𝛽, N, O) atoms for the isolated molecules at the chosen
orientations a and b.

Atoms Isolated Path a Path b
C𝐴(36) 0.447 0.443 0.472
C𝐵(36) -0.807 -0.818 -0.848
O𝐴(16) -0.567 -0.541 -0.571
N𝐴(16) 0.441 0.348 0.418
C𝛽(16) -0.230 -0.236 0.225

Table A.20: Stationary points of system 24a at UB3LYP/6-31G(d,p) level of theory.

P. Stat. E (Hartree) ∆𝐸 (Hartree) ∆𝐸 (kcal/mol) ∆𝐸 (kJ/mol)
24a

24a -481.889571138 0.0 0.0 0.0
𝑇𝑆1 -481.839612302 0.049959 31.349273 131.167305
𝐼𝑁𝑇1 -481.840745934 0.048825 30.6376 128.189989

24a-𝛽
𝑇𝑆2 -481.838165716 0.051405 32.256637 134.963776
𝐼𝑁𝑇2 -481.861027560 0.028544 17.911360 74.942243
𝑇𝑆3 -481.858613730 0.030957 19.425517 81.277573
26a -481.977207845 -0.087637 -54.992218 -230.090856

24a-𝛼
𝑇𝑆2 -481.839520908 0.050050 31.406375 131.406225
𝐼𝑁𝑇2 -481.863854926 0.025716 16.136790 67.517332
𝑇𝑆3 -481.862947635 0.026624 16.706560 69.901285
𝐼𝑁𝑇3 -481.975259054 -0.085688 -53.769220 -224.973758
𝑇𝑆4 -481.887799328 0.001772 1.111930 4.652384
27 -481.983376797 -0.093806 -58.863265 -246.287559
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Table A.21: Stationary points of system 24a at UB3LYP/6-311++G(d,p) with PCM
level of theory.

P. Stat. E (Hartree) ∆𝐸 (Hartree) ∆𝐸 (kcal/mol) ∆𝐸 (kJ/mol)
24a

24a -482.001882305 0.0 0.0 0.0
𝑇𝑆1 -481.957169458 0.044713 28.057408 117.371625
𝐼𝑁𝑇1 -481.962709302 0.039173 24.581058 102.829125

24a-𝛽
𝑇𝑆2 -481.962205038 0.039677 24.897317 104.152125
26a -482.091769723 -0.089887 -56.404092 -235.953375

24a-𝛼
𝑇𝑆2 -481.962405388 0.039477 24.771817 103.627125
𝐼𝑁𝑇2 -481.983239555 0.018643 11.698483 48.937875
𝑇𝑆3 -481.979353946 0.022528 14.136320 59.136000
𝐼𝑁𝑇3 -481.983444694 0.018438 11.569845 48.399750
𝑇𝑆4 -481.982429267 0.019453 12.206758 51.064125
𝐼𝑁𝑇4 -482.093947829 -0.092066 -57.771415 -241.673250
𝑇𝑆5 -482.010357903 -0.008476 -5.318690 -22.249500
27 -482.103098921 -0.101217 -63.513668 -265.694625

Table A.22: Stationary points of system 24a at UB3LYP/6-311++G(d,p) with the
contribute of dispersion.

P. Stat. E (Hartree) ∆𝐸 (Hartree) ∆𝐸 (kcal/mol) ∆𝐸 (kJ/mol)
24a

24a -482.022285999 0.0 0.0 0.0
𝑇𝑆1 -481.977675724 0.044610 27.992775 117.101250
𝐼𝑁𝑇1 -481.984130818 0.038155 23.942263 100.156875

Table A.23: Stationary points of system 24b at UB3LYP/6-311++G(d,p) with level
of theory.

P. Stat. E (Hartree) ∆𝐸 (Hartree) ∆𝐸 (kcal/mol) ∆𝐸 (kJ/mol)
24b

24b -481.999008766 0.0 0.0 0.0
𝑇𝑆1 -481.955874901 0.043134 27.066585 113.226750
𝐼𝑁𝑇1 -481.966346392 0.032662 20.495405 85.737750

24b-𝛽
𝑇𝑆2 -481.965633428 0.033375 20.942813 87.609375
26b -482.093097908 -0.094089 -59.040848 -246.983625

24b-𝛼
𝑇𝑆2 -481.966252200 0.032757 20.555018 85.987125
𝐼𝑁𝑇2 -481.985442678 0.013566 8.512665 35.610750
𝑇𝑆3 -481.953792121 0.045217 28.373667 118.694625
𝐼𝑁𝑇3 -482.008243717 -0.009235 -5.794963 -24.241875
𝑇𝑆4 -481.984359852 0.014649 9.192248 38.453625
27 -482.100437857 -0.101429 -63.646698 -266.251125
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Table A.24: Spin contamination of system 24a at UB3LYP/6-311++G(d,p) level of
theory.

Stationary points < 𝑆2 >𝑏𝑒𝑓𝑜𝑟𝑒 < 𝑆2 >𝑎𝑓𝑡𝑒𝑟
24a 0.0 0.0
𝑇𝑆1 0.7807 0.0392
𝐼𝑛𝑡1 1.0103 0.0853
𝑇𝑆2𝛽 1.0094 0.1105
26a 0.0 0.0
𝑇𝑆2𝛼 1.0142 0.1139
𝐼𝑛𝑡2 1.0089 0.0742
𝑇𝑆3 1.0092 0.0739
𝐼𝑛𝑡3 1.0086 0.0715
𝑇𝑆4 0.8498 0.0455
27 0.0 0.0

Table A.25: Stationary points of system 24a at UB3LYP/6-311++G(d,p) with PCM
level of theory.

P. Stat. E (Hartree) ∆𝐸 (Hartree) ∆𝐸 (kcal/mol) ∆𝐸 (kJ/mol)
24a

24a -482.001882305 0.0 0.0 0.0
𝑇𝑆1 -481.957169458 0.044713 28.057408 117.371625
𝐼𝑁𝑇1 -481.962709302 0.039173 24.581058 102.829125

24a-𝛽
𝑇𝑆2 -481.962205038 0.039677 24.897317 104.152125
26a -482.091769723 -0.089887 -56.404092 -235.953375

24a-𝛼
𝑇𝑆2 -481.962405388 0.039477 24.771817 103.627125
𝐼𝑁𝑇2 -481.983239555 0.018643 11.698483 48.937875
𝑇𝑆3 -481.979353946 0.022528 14.136320 59.136000
𝐼𝑁𝑇3 -481.983444694 0.018438 11.569845 48.399750
𝑇𝑆4 -481.982429267 0.019453 12.206758 51.064125
𝐼𝑁𝑇4 -482.093947829 -0.092066 -57.771415 -241.673250
𝑇𝑆5 -482.010357903 -0.008476 -5.318690 -22.249500
27 -482.103098921 -0.101217 -63.513668 -265.694625
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Table B.1: MP2 energies Hartree; * energies computed with default convergence
criteria, ** energies computed with very tight convergence criteria. The geometries
related to the minima has are not planar and haven’t imaginary frequencies.

diketo ts1 dieno
*MP2𝑔16/6-311+G(d,p) -642.080387481 -642.075604863 -642.121302768

**MP2𝑔16/6-6311+G(d,p) -644.24875170982
**MP2𝑜𝑟𝑐𝑎/6-6311+G(d,p) -644.24904816441

Table B.2: ccsdt-f12, Hartree

S.P. B2PLYP M06
diketo -644.707305168490 -644.707305168490

ts1 -644.706353094145 -644.706399692284
int1 -644.714533923869
ts2 -644.715825861008

dieno -644.730607891079 -644.730607891078

Table B.3: Int and Ts2 energies at different LoT starting from M06 optimized ge-
ometries

LoT/6-311+G(d,p) ts1 int ts2 dieno
B2PLYP 1.525 -5.739 -5.7713 -16.661

DSDPBEP86 1.352 -7.369 -7.4907 -19.8364
Cam-B3LYP 0.432 -4.471 -5.080 -13.31

B3LYP 1.06 -2.639 -2.848 -9.679
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Table B.4: Symmetry

LoT diketo ts1 int ts2 dieno
B2PLYP C2ℎ C𝑆 C2ℎ

DSDPBEP86 C2ℎ C𝑆 C2ℎ
Cam-B3lYP C2ℎ C𝑆 C2ℎ
𝜔B97XD C2ℎ C𝑆 C2ℎ

M11 C2ℎ C𝑆 C2ℎ
BH&HLYP C2ℎ C𝑆 C2ℎ

B3LYP C2ℎ C𝑆 C2ℎ
PBE0 C2ℎ C𝑆 C2ℎ
M06 C2ℎ C𝑆 C𝑆 C𝑆 C2ℎ

M062X C2ℎ C𝑆 C2ℎ
PBE C2ℎ C𝑆 C2ℎ
BLYP C2ℎ C𝑆 C𝑆 C𝑆 C2
M06L C2ℎ C𝑆 C𝑆 C𝑆 C2ℎ

Figure B-1: Freq immaginaria TS1 M062X coinvolge entrambi gli idrogeni
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Figure B-2: Scansion of the dihedral angle at XC/6-31+G(d,p). Symm: C2ℎ (E, C2,
i, 𝜎ℎ)

Figure B-3: Comparison between the
dipole moment on the TS and the acti-
vation energy

Figure B-4: Comparison between the
dipole moment on the TS and the activa-
tion energy for the LYP E𝑐𝑜𝑟𝑟 functionals
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Table B.5: Diketo stabilization

Lot/6-311+G(d,p) Hartree ∆𝐸 (Hartree)
CCSD(T)-F12 -644.707305168490 0.000000000
DSDBPBEP86 -643.626703076 1.080602092

B2PLYP -644.687994552 0.019310616
wB97XD -645.781779735 -1.074474567

Cam-B3LYP -645.697632739 -0.990327571
BH&HLYP -645.619837984 -0.912532816

M062X -645.747054688 -1.039749520
B3LYP -646.015569142 -1.308263974
PBE0 -645.277393574 -0.570088406
M06 -645.571990751 -0.864685583

BLYP -645.829094373 -1.121789205
M06L -645.930893310 -1.223588142
PBE -645.930893310 -1.223588142

Table B.6: Cam-B3LYP ESP charges

Atom Diketo TS1 Dieno
1 C -0.130383 -0.121961 0.015940
2 C -0.150706 -0.137199 -0.192968
3 C -0.276622 -0.238791 -0.219726
4 C 0.553458 0.544118 0.398920
5 C -0.028601 -0.073446 0.091794
6 H 0.170271 0.148001 0.123434
7 H 0.167506 0.147025 0.160427
8 H 0.183664 0.159258 0.189541

18 N -0.155759 -0.079689 -0.350970
20 O -0.719621 -0.709458 -0.622145
22 H 0.386180 0.336132 0.403057
9 C -0.016825 -0.042040 0.111526

10 C 0.532220 0.515937 0.374433
11 C -0.262173 -0.247375 -0.202591
12 C -0.138775 -0.169687 -0.000292
13 C -0.140150 -0.126178 -0.184202
14 H 0.181293 0.171114 0.186958
15 H 0.173620 0.170424 0.128955
16 H 0.162493 0.151177 0.156816
17 N -0.163863 -0.013868 -0.353808
19 O -0.715648 -0.689510 -0.618214
21 H 0.388420 0.306017 0.403117
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Table B.7: wB97XD ESP charges

Atom Diketo TS1 Dieno
1 C -0.135212 -0.122646 -0.135212
2 C -0.156741 -0.145264 -0.156741
3 C -0.274378 -0.238965 -0.274378
4 C 0.529598 0.532328 0.529598
5 C -0.025690 -0.089176 -0.025690
6 H 0.175136 0.151706 0.175136
7 H 0.171968 0.151917 0.171968
8 H 0.186333 0.162143 0.186333

18 N -0.151613 -0.083077 -0.151613
20 O -0.699183 -0.697340 -0.699183
22 H 0.380960 0.335022 0.380960
9 C -0.021394 -0.019473 -0.021394

10 C 0.514369 0.488973 0.514369
11 C -0.262987 -0.243789 -0.262987
12 C -0.144451 -0.162063 -0.144451
13 C -0.147736 -0.139554 -0.147736
14 H 0.184561 0.175501 0.184561
15 H 0.178402 0.173419 0.178402
16 H 0.167960 0.157735 0.167960
17 N -0.152788 -0.036111 -0.152788
19 O -0.697191 -0.667260 -0.697191
21 H 0.380078 0.315976 0.380078

Table B.8: M06 ESP charges

Atom Diketo TS1 Int TS2 Dieno
1 C -0.146443 -0.112177 0.093147 0.084201 0.099983
2 C -0.122799 -0.124067 -0.221604 -0.222475 -0.238312
3 C -0.241738 -0.246572 -0.150643 -0.152104 -0.117576
4 C 0.557529 0.555960 0.402252 0.382857 0.337081
5 C -0.077517 -0.101998 0.160120 0.178430 0.108519
6 H 0.157733 0.142257 0.079034 0.082958 0.083909
7 H 0.145260 0.140574 0.143527 0.144967 0.149938
8 H 0.153789 0.154227 0.134933 0.139079 0.147317

18 N -0.070629 -0.100198 -0.407747 -0.401179 -0.359536
20 O -0.690358 -0.692179 -0.654082 -0.640172 -0.568542
22 H 0.333227 0.344059 0.406924 0.397634 0.374833
9 C -0.072825 -0.010251 -0.164425 -0.171524 0.069671

10 C 0.558084 0.509081 0.510302 0.507760 0.355769
11 C -0.255389 -0.241507 -0.219759 -0.220229 -0.127459
12 C -0.161274 -0.136834 -0.151069 -0.151414 0.081366
13 C -0.106875 -0.127413 -0.139192 -0.139219 -0.232630
14 H 0.156629 0.162422 0.172274 0.172293 0.150871
15 H 0.160767 0.156383 0.167208 0.165216 0.087313
16 H 0.142406 0.146992 0.150797 0.150565 0.149943
17 N -0.060943 -0.089487 0.019663 0.026375 -0.321428
19 O -0.689459 -0.667857 -0.618239 -0.611808 -0.583574
21 H 0.330826 0.338584 0.286579 0.277790 0.352543
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Table B.9: B3LYP ESP charges

Atom Diketo TS1 Dieno
1 C -0.148600 -0.141029 0.084610
2 C -0.129762 -0.143525 -0.233838
3 C -0.239787 -0.230358 -0.125263
4 C 0.547124 0.490726 0.338606
5 C -0.069710 -0.007689 0.110650
6 H 0.161438 0.162801 0.091854
7 H 0.147737 0.151907 0.150830
8 H 0.156985 0.164515 0.150540

20 O -0.690119 -0.644846 -0.565016
18 N -0.063104 -0.059604 -0.344353
22 H 0.325656 0.315225 0.361211
9 C -0.065141 -0.111950 0.066610

10 C 0.548284 0.552842 0.359171
11 C -0.256000 -0.257246 -0.135904
12 C -0.167430 -0.159175 0.062399
13 C -0.110437 -0.108179 -0.227065
14 H 0.160421 0.157947 0.154414
15 H 0.165267 0.153822 0.095963
16 H 0.144431 0.139273 0.150740
17 N -0.050692 -0.035872 -0.300256
19 O -0.689288 -0.689379 -0.581655
21 H 0.322727 0.299795 0.335753

Table B.10: BH&HLYP ESP charge

Atom Diketo TS1 Dieno
1 C -0.122424 -0.109285 0.094359
2 C -0.166386 -0.144438 -0.256116
3 C -0.274321 -0.258265 -0.126511
4 C 0.549039 0.579658 0.350980
5 C -0.019788 -0.098255 0.119410
6 H 0.175020 0.151368 0.097055
7 H 0.174817 0.153354 0.162235
8 H 0.189705 0.168716 0.159906

18 N -0.173769 -0.112891 -0.366718
20 O -0.728401 -0.740402 -0.597372
22 H 0.397144 0.358951 0.381531
9 C -0.012682 0.013842 0.077819

10 C 0.530476 0.521091 0.371353
11 C -0.261037 -0.245858 -0.136995
12 C -0.132663 -0.136256 0.075059
13 C -0.155414 -0.150721 -0.250329
14 H 0.187553 0.176795 0.163568
15 H 0.178707 0.169530 0.100487
16 H 0.169941 0.160775 0.162231
17 N -0.177579 -0.107581 -0.326578
19 O -0.725476 -0.708520 -0.613470
21 H 0.397540 0.358391 0.358098
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Table B.11: PBE0 ESP charges

Atom Diketo TS1 Dieno
1 C -0.132222 -0.118549 0.059204
2 C -0.160828 -0.151458 -0.234764
3 C -0.275294 -0.238586 -0.142744
4 C 0.519034 0.519561 0.338501
5 C -0.027771 -0.067087 0.094270
6 H 0.173429 0.153625 0.103196
7 H 0.171694 0.152880 0.158378
8 H 0.186065 0.162374 0.159681

18 N -0.152869 -0.100052 -0.318839
20 O -0.678040 -0.674657 -0.552107
22 H 0.377249 0.336496 0.353593
9 C -0.020733 -0.045615 0.055856

10 C 0.502043 0.506889 0.355424
11 C -0.262972 -0.259626 -0.150941
12 C -0.141474 -0.170400 0.039403
13 C -0.151369 -0.129888 -0.229243
14 H 0.184080 0.175204 0.162855
15 H 0.176812 0.174693 0.107130
16 H 0.167448 0.155518 0.158314
17 N -0.156492 -0.040048 -0.279055
19 O -0.675427 -0.656574 -0.567460
21 H 0.377635 0.315298 0.329348

Table B.12: M062X ESP charges

Atom Diketo TS1 Dieno
1 C -0.131777 -0.152372 0.075902
2 C -0.162484 -0.147718 -0.248555
3 C -0.281226 -0.250221 -0.133569
4 C 0.530297 0.516068 0.334156
5 C -0.030393 -0.046361 0.105047
6 H 0.176685 0.171201 0.103160
7 H 0.175480 0.160827 0.163832
8 H 0.191491 0.174376 0.162845

18 N -0.159611 -0.051306 -0.343827
20 O -0.696492 -0.679814 -0.573433
22 H 0.388704 0.325424 0.372487
9 C -0.023889 -0.092141 0.065800

10 C 0.513121 0.540625 0.352624
11 C -0.268749 -0.270603 -0.143212
12 C -0.141230 -0.177437 0.056536
13 C -0.152687 -0.117989 -0.242716
14 H 0.189511 0.174028 0.166364
15 H 0.180120 0.173737 0.106784
16 H 0.171085 0.153576 0.163780
17 N -0.162892 -0.032390 -0.304545
19 O -0.693914 -0.691405 -0.588751
21 H 0.388849 0.319897 0.349292

139



Appendix B. Supporting data for Chapter 2

Table B.13: M06L ESP charges

Atom Diketo TS1 Int TS2 Dieno
1 C -0.125262 -0.105855 0.061296 0.096905 0.024937
2 C -0.130250 -0.121860 -0.192720 -0.224789 -0.176017
3 C -0.265157 -0.230678 -0.165016 -0.147622 -0.202845
5 C -0.027181 -0.074907 0.131331 0.192033 0.087755
6 H 0.156244 0.129792 0.080215 0.075215 0.105808
7 H 0.150173 0.130800 0.131736 0.138980 0.143826
8 H 0.164418 0.141954 0.130396 0.133411 0.170687

18 N -0.150603 -0.087256 -0.353819 -0.399641 -0.342861
4 C 0.517925 0.517141 0.398760 0.357603 0.363823

20 O -0.651241 -0.649361 -0.624350 -0.599520 -0.564467
22 H 0.363151 0.322171 0.366971 0.385979 0.387877
9 C -0.026789 -0.051314 -0.136415 -0.177193 0.103870

11 C -0.255069 -0.242120 -0.226578 -0.229050 -0.187942
12 C -0.137515 -0.160815 -0.145745 -0.142886 0.013835
13 C -0.120205 -0.109635 -0.117542 -0.118739 -0.171911
14 H 0.162859 0.155539 0.162972 0.164827 0.168669
15 H 0.160231 0.155974 0.158360 0.150672 0.109847
16 H 0.146184 0.137116 0.139610 0.137617 0.141706
17 N -0.146446 -0.019220 0.004641 0.025730 -0.345027
10 C 0.504741 0.488159 0.481158 0.492577 0.344017
19 O -0.650085 -0.621275 -0.566636 -0.578708 -0.562282
21 H 0.359875 0.295650 0.281373 0.266600 0.386694

Table B.14: BLYP ESP charges

Atom Diketo TS1 Int TS2 Dieno
1 C -0.121889 -0.129058 0.037109 0.041561 0.012400
2 C -0.139139 -0.102382 -0.185012 -0.190597 -0.173884
3 C -0.259576 -0.239228 -0.161768 -0.157664 -0.210810
5 C -0.020558 -0.068859 0.129510 0.135704 0.083891
6 H 0.159591 0.137762 0.091154 0.090746 0.115865
7 H 0.154749 0.127842 0.132914 0.134320 0.147265
8 H 0.168803 0.147344 0.134142 0.135548 0.176252
4 C 0.515322 0.510010 0.388541 0.378526 0.377694

20 O -0.660448 -0.652805 -0.619464 -0.614334 -0.577204
18 N -0.161801 -0.063750 -0.320495 -0.324482 -0.335965
22 H 0.364491 0.290758 0.340927 0.340019 0.382374
9 C -0.018182 -0.044659 -0.131336 -0.122919 0.101492

11 C -0.245114 -0.239152 -0.230250 -0.225368 -0.195116
12 C -0.134271 -0.141212 -0.140757 -0.127698 -0.005629
13 C -0.125440 -0.118335 -0.114282 -0.118046 -0.162533
14 H 0.165564 0.158312 0.166261 0.165293 0.173799
15 H 0.163808 0.153890 0.155068 0.149936 0.121753
16 H 0.149128 0.139204 0.137476 0.136680 0.142919
17 N -0.167765 -0.039792 0.014318 -0.004261 -0.337533
10 C 0.495854 0.489109 0.475984 0.468774 0.354802
19 O -0.653768 -0.612494 -0.564633 -0.562551 -0.573817
21 H 0.370642 0.297496 0.264592 0.270813 0.381986
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Table B.15: PBE ESP charges

Atom Diketo TS1 Dieno
1 C -0.112281 -0.162899 -0.003189
2 C -0.149140 -0.118718 -0.181349
3 C -0.270630 -0.241861 -0.219266
5 C -0.024613 -0.056962 0.080140
6 H 0.161403 0.162000 0.124823
7 H 0.160214 0.143678 0.154927
8 H 0.178128 0.162205 0.182198
4 C 0.501728 0.469655 0.366280

20 O -0.643349 -0.596703 -0.557219
22 H 0.372540 0.288062 0.379549
18 N -0.173964 -0.017147 -0.323160
9 C -0.029733 -0.068800 0.083125

11 C -0.267624 -0.246132 -0.205714
12 C -0.146339 -0.149405 -0.023808
13 C -0.138292 -0.110530 -0.170942
14 H 0.175802 0.156012 0.180175
15 H 0.169725 0.149006 0.130740
16 H 0.159412 0.136813 0.151397
17 N -0.144302 -0.039684 -0.312488
10 C 0.500377 0.485110 0.349354
19 O -0.643472 -0.627173 -0.557820
21 H 0.364409 0.283472 0.372248

Table B.16: ESP charges TS1 GGA

Moiety M06L BLYP PBE
CO -0.13222 -0.142795 -0.142063

C -0.5333 -0.539527 -0.574867
N -0.087256 -0.063750 -0.039684

H22 0.322171 0.290758 0.283472
CO -0.133116 -0.123385 -0.127048

C -0.563884 -0.543358 -0.58044
N -0.019220 -0.039792 -0.017147

H21 0.295650 0.297496 -0.017147

Table B.17: Dipole moment on the TS, activation energy, imaginary frequency for
the first TS

Functional D𝑇𝑆(Debye) ∆ E (kcal/mol) 𝜈 cm−−1
CCSD(T) 1.161 0.6

MP2 0.789 2.999 -787.6
DSDPBE 1.0487 1.467 -968.6
B2PLYP 1.1446 1.649 -1021.3

Cam-B3LYP 0.9134 0.587 -905.3
wB97XD 1.1186 0.970 -995.4
M062X 0.3591 0.039 -389.1
PBE0 0.7972 0.396 -787.5
M06 0.9599 1.654 -1495.6

BHHLYP 1.1402 1.322 -1139.4
B3LYP 1.1496 1.264 -1037.8
PBE 0.7574 0.455 -744.1
M06L 1.0864 2.626 -1400.8
BLYP 1.1493 1.438 -978.0
HF 1.0245 2.230 -1355.7
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Table B.18: Dipole moment on the TS all components, activation energy

Functional D𝑋 D𝑌 D𝑍 D𝑇𝑆(Debye) ∆ E (kcal/mol)
M062X 0.3566 0.0416 -0.0000 0.3591 0.039
PBE 0.1369 0.7450 0.0000 0.7574 0.455
PBE0 -0.7938 -0.0738 0.0001 0.7972 0.396

Cam-B3LYP -0.9098 -0.0801 0.0001 0.9134 0.587
M06 -0.9550 -0.0965 0.0001 0.9599 1.654

DSDPBE -1.0421 -0.1177 0.0002 1.0487 1.467
M06L -1.0757 -0.1521 0.0002 1.0864 2.626

wB97XD -1.1127 -0.1146 0.0002 1.1186 0.970
BHHLYP -1.1354 -0.1049 0.0002 1.1402 1.322
B2PLYP -1.1373 -0.1291 0.0002 1.1446 1.649
BLYP 1.1370 -0.1678 0.0001 1.1493 1.438
B3LYP 1.1423 0.1286 -0.0021 1.1496 1.264

CCSD(T) 0.0 0.0 0.0 1.161 0.6
MP2 0.0 0.0 0.0 0.789 2.999
HF 0.0 0.0 0.0 1.0245 2.230

Table B.19: Evolution of the ESP charge distribution from the diketo form to the
ts ∆𝐸𝑆𝑃 = 𝐸𝑆𝑃𝑡𝑠 − 𝐸𝑆𝑃3

Atoms m06 B3LYP BH&HLYP PBE0 M062x
22 H 0.010832 0.035958 -0.358951 -0.336496 -0.06328
18 N -0.029569 -0.264384 -0.253827 -0.218787 0.108305
20 O -0.001821 0.107724 0.143030 0.12255 0.016678
4 C -0.001569 -0.193671 -0.228678 -0.18106 -0.014229
1 C -0.008946 0.221574 -0.094359 -0.059204 -0.075902
2 C -0.001268 -0.118886 -0.111678 -0.083306 0.014766
3 C -0.004834 0.121342 0.131754 0.095842 0.031005
5 C -0.024481 0.178560 0.217665 0.161357 -0.015968
6 H -0.015476 -0.057859 -0.054313 -0.050429 -0.005484
7 H -0.004686 0.011467 0.008881 0.005498 -0.014653
8 H 0.000438 -0.003533 -0.00881 -0.002693 -0.017115

21 H 0.007758 -0.315225 -0.000293 0.014050 -0.068952
17 N -0.028544 -0.284749 -0.218997 -0.239007 0.13002
19 O 0.021602 0.079830 0.095050 0.089114 0.002509
10 C -0.049003 -0.152120 -0.149738 -0.151465 0.027504
9 C 0.062574 0.118339 0.063977 0.101471 -0.068252

11 C 0.013882 0.105095 0.108863 0.108685 -0.001854
12 C 0.024440 -0.08461 0.211315 0.209803 -0.036207
13 C -0.020538 -0.090313 -0.099608 -0.099355 0.034698
14 H 0.005793 -0.013975 -0.013227 -0.012349 -0.015483
15 H -0.004384 -0.070947 -0.069043 -0.067563 -0.006383
16 H 0.004586 -0.001077 0.001456 0.002796 -0.017509
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Table B.20: ESP charge distribution in the keto-eno intermediate for GGA func-
tionals

Atom M06L𝑖𝑛𝑡 BLYP𝑖𝑛𝑡 ∆ ESP
22 H 0.366971 0.340927 -0.026044
18 N -0.353819 -0.320495 0.033324
20 O -0.624350 -0.619464 0.004886
4 C 0.398760 0.388541 -0.010219
1 C 0.061296 0.037109 -0.024187
2 C -0.192720 -0.185012 0.007708
3 C -0.165016 -0.161768 0.003248
5 C 0.131331 0.129510 -0.001821
6 H 0.080215 0.091154 0.010939
7 H 0.131736 0.132914 0.001178
8 H 0.130396 0.134142 0.003746
9 C -0.136415 -0.131336 0.005079

10 C 0.481158 0.475984 -0.005174
11 C -0.226578 -0.230250 -0.003672
12 C -0.145745 -0.140757 0.004988
13 C -0.117542 -0.114282 0.003260
14 H 0.162972 0.166261 0.003289
15 H 0.158360 0.155068 -0.003292
16 H 0.139610 0.137476 -0.002134
17 N 0.004641 0.014318 0.009677
19 O -0.566636 -0.564633 0.002003
21 H 0.281373 0.264592 -0.016781

Table B.21: Evolution of the ESP charge distribution from the diketo form to the
ts ∆𝐸𝑆𝑃 = 𝐸𝑆𝑃𝑡𝑠 − 𝐸𝑆𝑃3

Atom M06L BLYP PBE
22 H -0.040980 -0.073733 -0.080937
18 N 0.063347 0.098051 0.104618
20 O 0.001880 0.007643 0.016299
4 C -0.000784 -0.005312 -0.015267
5 C -0.047726 -0.048301 -0.039067
1 C 0.019407 -0.007169 -0.003066
2 C 0.00839 0.036757 0.027762
3 C 0.034479 0.020348 0.021492
6 H -0.026452 -0.021829 -0.01979
7 H -0.019373 -0.026907 -0.022599
8 H -0.022464 -0.021459 -0.020719

21 H -0.064225 -0.073146 -0.084478
17 N 0.127226 0.127973 0.156817
19 O 0.02881 0.041274 0.046646
10 C -0.016582 -0.006745 -0.032073
9 C -0.024525 -0.026477 -0.032349

11 C 0.012949 0.005962 0.028769
12 C -0.0233 -0.006941 -0.050618
13 C 0.01057 0.007105 0.030422
14 H -0.00732 -0.007252 0.000597
15 H -0.004257 -0.009918 -0.015923
16 H -0.009068 -0.009924 -0.016536
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Table B.22: Caption

Atom M06L BLYP PBE
18 N 0.063347 0.098051 0.156817
20 O 0.00188 0.007643 0.046646
5 C -0.047726 -0.048301 -0.032349
4 C -0.000784 -0.005312 -0.032073
1 C 0.019407 -0.007169 -0.050618
2 C 0.00839 0.036757 0.030422
3 C 0.034479 0.020348 0.028769
6 H -0.026452 -0.021829 0.000597
7 H -0.019373 -0.026907 -0.016536
8 H -0.022464 -0.021459 -0.015923

22 H -0.04098 -0.073733 -0.084478
17 N 0.127226 0.127973 0.104618
19 O 0.02881 0.041274 0.016299
9 C -0.024525 -0.026477 -0.039067

10 C -0.016582 -0.006745 -0.015267
11 C 0.012949 0.005962 0.021492
12 C -0.0233 -0.006941 -0.003066
13 C 0.01057 0.007105 0.027762
14 H -0.00732 -0.007252 -0.01979
15 H -0.004257 -0.009918 -0.020719
16 H -0.009068 -0.009924 -0.022599
21 H -0.064225 -0.073146 -0.080937

Table B.23: The double proton transfer were obtained by scanning the dihedral
angle (previous slide). The structures were optimised on C2ℎ symmetry with tight
criteria.The anti-symmetrical and symmetrical vibrational modes are represented by
the first and second values, respectively.

XC/6-31+G(d,p) func ∆𝐸 (kcal/mol) 𝜈 (cm−1)
B2PLYP ts 36.965 -1577.7 -1495.1

di-eno -16.069
𝜔B97XD ts 38.328 -1882.7 -1791.3

di-eno -12.480
B3LYP ts 35.043 -1758.9 -1681.5

di-eno -9.44
BLYP ts 21.274 -1238.9 -1153.9

di-eno -5.600
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B.1 Minimum Energy Path

Table B.24: M062X, x and y are the parameter of fit function.

x y fit
0 -224 15.346140 15.342090
1 -208 15.203698 15.215522
2 -192 14.879907 14.918353
3 -176 14.975915 14.798973
4 -160 14.896223 14.980725

Table B.25: PBE, x and y are the parameter of fit function.

x y fit
0 -255 5.658795 5.623316
1 -248 6.062905 6.081352
2 -240 5.801865 5.937383
3 -232 5.762333 5.646128
4 -231 5.405913 5.613254

Table B.26: wB97XD, x and y are the parameter of fit function.

x y fit
0 -272 13.033175 13.016239
1 -263 11.925638 12.233581
2 -256 12.398772 12.168449
3 -255 12.711267 12.170210
4 -248 11.903675 12.177184
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Table B.27: Cam-B3LYP, x and y are the parameter of fit function.

x y fit
0 -260 12.974190 13.475827
1 -259 13.618005 13.461032
2 -256 13.574708 13.429598
3 -255 14.052862 13.422022
4 -252 13.072080 13.403356

Table B.28: PBE0, x and y are the parameter of fit function.

x y fit
0 -256 9.615810 9.656600
1 -255 9.780215 9.676617
2 -248 9.495957 9.686357
3 -240 9.669147 9.554130
4 -232 9.585062 9.383013

Table B.29: M06L, x and y are the parameter of fit function.

x y fit
0 -280 6.131930 6.135311
1 -260 6.159540 6.350041
2 -259 6.574945 6.331168
3 -240 5.758567 5.885683
4 -220 5.716525 5.615318

Table B.30: M06, x and y are the parameter of fit function.

x y fit
0 -296 8.626243 8.782309
1 -289 9.567493 8.757508
2 -288 8.348260 8.732868
3 -282 8.230918 8.506031
4 -275 7.961093 8.136938

Table B.31: B3LYP, x and y are the parameter of fit function.

x y fit
0 -308 9.487800 9.730186
1 -304 9.999213 9.773374
2 -300 10.004860 9.858036
3 -296 10.083298 9.950754
4 -292 10.027450 10.031188

Table B.32: BH&HLYP, x and y are the parameter of fit function.

x y fit
0 -302 16.884770 16.880784
1 -285 14.792058 14.832917
2 -268 14.995368 14.834017
3 -252 14.292568 14.546530
4 -235 14.398615 14.322393
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B.2 Mulliken
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Figure B-5: Atom label as reported in the following tables

Table B.33: PBE/6-311+G(d,p), TS1=H21

Atom diketo ts1 dieno
1 C -0.089197 -0.134312 -0.184067
2 C -0.220073 -0.162037 -0.114974
3 C 0.129376 -0.171849 -0.321159
4 C -0.431719 0.142971 0.128745
5 C 0.231393 0.060728 0.074715
6 H 0.148508 0.149052 0.137402
7 H 0.148985 0.150205 0.143005
8 H 0.148395 0.150067 0.148530
9 C 0.231393 0.030168 0.074715

10 C -0.431719 -0.056968 0.128745
11 C 0.129376 -0.160135 -0.321159
12 C -0.089197 -0.135199 -0.184067
13 C -0.220073 -0.156265 -0.114974
14 H 0.148395 0.147559 0.148530
15 H 0.148508 0.143001 0.137402
16 H 0.148985 0.145820 0.143005
17 N -0.092627 -0.151684 -0.114752
18 N -0.092627 -0.097056 -0.114752
19 O -0.388904 -0.400016 -0.341287
20 O -0.388904 -0.405625 -0.341287
21 H 0.415863 0.490219 0.443842
22 H 0.415863 0.421357 0.443842
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Table B.34: BLYP/6-311+G(d,p), TS1=H22

Atom diketo ts1 keto-eno ts2 dieno
1 C -0.045818 -0.065761 -0.121243 -0.126959 -0.108670
2 C -0.179904 -0.148768 -0.120022 -0.115874 -0.116657
3 C 0.106882 -0.061672 -0.117175 -0.123374 -0.169143
4 C -0.292078 -0.158525 -0.093431 -0.053593 0.047975
5 C 0.156232 0.003400 -0.011673 -0.018044 0.060803
6 H 0.134672 0.121359 0.118154 0.118379 0.122470
7 H 0.132595 0.124797 0.122919 0.123181 0.126441
8 H 0.133645 0.128383 0.128459 0.128599 0.132733
9 C 0.156232 0.061016 0.128208 0.118866 0.060803

10 C -0.292078 0.167630 0.091989 0.077418 0.047975
11 C 0.106882 -0.058013 -0.085629 -0.091354 -0.169143
12 C -0.045818 -0.058479 -0.025075 -0.025594 -0.108670
13 C -0.179904 -0.165745 -0.165682 -0.160059 -0.116657
14 H 0.133645 0.134369 0.137748 0.137316 0.132733
15 H 0.134672 0.135046 0.136869 0.135505 0.122470
16 H 0.132595 0.134067 0.135895 0.135117 0.126441
17 N -0.114488 -0.109445 -0.158737 -0.179491 -0.163928
18 N -0.114488 -0.225603 -0.173419 -0.170052 -0.163928
19 O -0.403037 -0.395340 -0.337010 -0.334686 -0.337741
20 O -0.403037 -0.412557 -0.414557 -0.417193 -0.337741
21 H 0.371300 0.365982 0.412707 0.435606 0.405717
22 H 0.371300 0.483856 0.410704 0.406285 0.405717

Table B.35: M06L/6-311+G(d,p), TS1=H22

Atom diketo ts1 keto-eno ts2 dieno
1 C 0.013149 -0.004495 -0.082254 -0.102295 -0.084295
2 C -0.385568 -0.317118 -0.267506 -0.251838 -0.276688
3 C 0.114857 -0.084484 -0.130744 -0.135774 -0.155631
4 C -0.281131 -0.070957 -0.064077 0.024952 -0.006005
5 C 0.264033 0.148105 0.177162 0.156818 0.271954
6 H 0.155613 0.144776 0.125108 0.125606 0.130011
7 H 0.154074 0.149661 0.140749 0.142006 0.147101
8 H 0.157478 0.156010 0.150005 0.150768 0.156202
9 C 0.264033 0.133767 0.261131 0.256154 0.271954

10 C -0.281131 0.133107 0.052146 0.001700 -0.006005
11 C 0.114857 -0.072614 -0.087140 -0.099229 -0.155631
12 C 0.013149 -0.044516 -0.014679 -0.000426 -0.084295
13 C -0.385568 -0.322962 -0.350077 -0.333419 -0.276688
14 H 0.157478 0.160998 0.164669 0.163383 0.156202
15 H 0.155613 0.156818 0.158044 0.151783 0.130011
16 H 0.154074 0.157401 0.161143 0.158395 0.147101
17 N -0.126993 -0.124341 -0.152398 -0.237794 -0.239983
18 N -0.126993 -0.256315 -0.255586 -0.249140 -0.239983
19 O -0.448789 -0.473041 -0.368809 -0.363164 -0.373285
20 O -0.448789 -0.459498 -0.461176 -0.476661 -0.373285
21 H 0.383276 0.379717 0.406073 0.492283 0.430619
22 H 0.383276 0.509980 0.438214 0.425891 0.430619

148



Appendix B. Supporting data for Chapter 2 B.2. Mulliken

Table B.36: M06/6-311+G(d,p), TS1=H22

Atom diketo ts1 keto-eno ts2 dieno
1 C -0.057124 -0.034470 -0.132726 -0.146682 -0.119499
2 C -0.248736 -0.236596 -0.185774 -0.173966 -0.177423
3 C -0.129544 -0.128323 -0.195712 -0.211257 -0.241514
4 C 0.030796 -0.034657 -0.027585 0.037988 0.060043
5 C 0.007930 0.000075 -0.016881 -0.035452 0.043943
6 H 0.171201 0.164299 0.145768 0.146218 0.151410
7 H 0.177354 0.174107 0.165390 0.165779 0.170237
8 H 0.180333 0.177787 0.172421 0.172828 0.178823
9 C 0.007930 -0.014875 0.111028 0.103645 0.043943

10 C 0.030796 0.138671 0.081851 0.050828 0.060043
11 C -0.129544 -0.143264 -0.162525 -0.167453 -0.241514
12 C -0.057124 -0.071070 -0.027740 -0.015910 -0.119499
13 C -0.248736 -0.236331 -0.250236 -0.240615 -0.177423
14 H 0.180333 0.181524 0.185856 0.185042 0.178823
15 H 0.171201 0.172468 0.175203 0.172150 0.151410
16 H 0.177354 0.178953 0.181991 0.180703 0.170237
17 N -0.060042 -0.061798 -0.092213 -0.150003 -0.129636
18 N -0.060042 -0.174079 -0.153837 -0.146613 -0.129636
19 O -0.451025 -0.460246 -0.336610 -0.331782 -0.340417
20 O -0.451025 -0.452794 -0.452841 -0.462261 -0.340417
21 H 0.378858 0.374551 0.402447 0.463278 0.404031
22 H 0.378858 0.486067 0.412727 0.403534 0.404031

Table B.37: B3LYP/6-311+G(d,p), TS1=H21

Atom diketo ts1 dieno
1 C -0.038665 -0.061917 -0.110788
2 C -0.217278 -0.184829 -0.146368
3 C 0.087677 -0.097243 -0.220847
4 C -0.265897 0.151125 0.084099
5 C 0.197748 0.092168 0.120782
6 H 0.143336 0.144507 0.128251
7 H 0.141644 0.143562 0.135040
8 H 0.143301 0.145413 0.142485
9 C 0.197748 0.057120 0.120782

10 C -0.265897 -0.072701 0.084099
11 C 0.087677 -0.101283 -0.220847
12 C -0.038665 -0.050935 -0.110788
13 C -0.217278 -0.178884 -0.146368
14 H 0.143301 0.141428 0.142485
15 H 0.143336 0.135515 0.128251
16 H 0.141644 0.137660 0.135040
17 N -0.143940 -0.231416 -0.182144
18 N -0.143940 -0.145172 -0.182144
19 O -0.450043 -0.461344 -0.373884
20 O -0.450043 -0.466683 -0.373884
21 H 0.402116 0.501609 0.423373
22 H 0.402116 0.402302 0.423373
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Table B.38: BH&HLYP/6-311+G(d,p), TS1=H22

Atom diketo ts1 dieno
1 C -0.031336 -0.027130 -0.094121
2 C -0.228689 -0.214003 -0.183577
3 C -0.120639 -0.132565 -0.262436
4 C 0.065427 -0.013605 0.116494
5 C 0.144676 0.101974 0.209381
6 H 0.149146 0.141423 0.130630
7 H 0.147376 0.143541 0.140251
8 H 0.151731 0.148699 0.149633
9 C 0.144676 0.152033 0.209381

10 C 0.065427 0.204435 0.116494
11 C -0.120639 -0.124092 -0.262436
12 C -0.031336 -0.043894 -0.094121
13 C -0.228689 -0.216588 -0.183577
14 H 0.151731 0.152703 0.149633
15 H 0.149146 0.150657 0.130630
16 H 0.147376 0.149263 0.140251
17 N -0.186770 -0.195311 -0.222767
18 N -0.186770 -0.281234 -0.222767
19 O -0.528338 -0.540771 -0.423426
20 O -0.528338 -0.528849 -0.423426
21 H 0.437416 0.430655 0.439939
22 H 0.437416 0.542660 0.439939

Table B.39: PBE0/6-311+G(d,p), TS1=H22

Atom diketo ts1 dieno
1 C -0.118515 -0.123989 -0.179972
2 C -0.212722 -0.197432 -0.153308
3 C -0.173129 -0.185290 -0.363481
4 C 0.068612 0.000240 0.171230
5 C 0.095505 0.068108 0.141300
6 H 0.156963 0.151604 0.142699
7 H 0.157851 0.154955 0.151359
8 H 0.159468 0.157351 0.158386
9 C 0.095505 0.104151 0.141300

10 C 0.068612 0.196274 0.171230
11 C -0.173129 -0.194622 -0.363481
12 C -0.118515 -0.129020 -0.179972
13 C -0.212722 -0.199590 -0.153308
14 H 0.159468 0.159964 0.158386
15 H 0.156963 0.157899 0.142699
16 H 0.157851 0.159208 0.151359
17 N -0.125830 -0.136479 -0.142112
18 N -0.125830 -0.190818 -0.142112
19 O -0.461135 -0.471853 -0.387928
20 O -0.461135 -0.462564 -0.387928
21 H 0.452932 0.453276 0.461827
22 H 0.452932 0.528628 0.461827

150



Appendix B. Supporting data for Chapter 2 B.2. Mulliken

Table B.40: M11/6-311+G(d,p), TS1=H22

Atom diketo ts1 dieno
1 C -0.214492 -0.229164 -0.281110
2 C -0.199367 -0.173295 -0.127269
3 C -0.217707 -0.233144 -0.355842
4 C -0.048868 -0.080303 0.026813
5 C -0.108008 -0.137761 -0.079134
6 H 0.194517 0.188824 0.179116
7 H 0.214055 0.211137 0.207324
8 H 0.214905 0.212709 0.212852
9 C -0.108008 -0.094611 -0.079134

10 C -0.048868 0.036179 0.026813
11 C -0.217707 -0.231878 -0.355842
12 C -0.214492 -0.216461 -0.281110
13 C -0.199367 -0.187045 -0.127269
14 H 0.214905 0.215610 0.212852
15 H 0.194517 0.195751 0.179116
16 H 0.214055 0.215486 0.207324
17 N 0.044879 0.031677 0.067984
18 N 0.044879 -0.009098 0.067984
19 O -0.345344 -0.355410 -0.276033
20 O -0.345344 -0.350696 -0.276033
21 H 0.465429 0.471559 0.425299
22 H 0.465429 0.519935 0.425299

Table B.41: M062X/6-311+G(d,p), TS1=H21

Atom diketo ts1 dieno
1 C -0.135131 -0.138829 -0.195470
2 C -0.163801 -0.157973 -0.106606
3 C -0.175814 -0.182610 -0.319816
4 C 0.045756 0.091490 0.107305
5 C 0.026832 0.030275 0.053549
6 H 0.165013 0.165479 0.150327
7 H 0.173759 0.174250 0.167812
8 H 0.173998 0.174387 0.173991
9 C 0.026832 0.011501 0.053549

10 C 0.045756 0.021574 0.107305
11 C -0.175814 -0.179378 -0.319816
12 C -0.135131 -0.137692 -0.195470
13 C -0.163801 -0.157711 -0.106606
14 H 0.173998 0.173203 0.173991
15 H 0.165013 0.162988 0.150327
16 H 0.173759 0.172616 0.167812
17 N -0.106588 -0.130751 -0.097378
18 N -0.106588 -0.111414 -0.097378
19 O -0.461826 -0.462962 -0.355275
20 O -0.461826 -0.463257 -0.355275
21 H 0.457800 0.485429 0.421562
22 H 0.457800 0.459385 0.421562
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Table B.42: Cam-B3LYP/6-311+G(d,p), TS1=H22

Atom diketo ts1 dieno
1 C -0.052287 -0.053120 -0.113740
2 C -0.190959 -0.176417 -0.145640
3 C -0.100077 -0.111575 -0.216558
4 C 0.020697 -0.029872 0.090354
5 C 0.061166 0.025954 0.082466
6 H 0.150535 0.144566 0.135271
7 H 0.151079 0.147977 0.144521
8 H 0.154537 0.152108 0.152881
9 C 0.061166 0.061117 0.082466

10 C 0.020697 0.124182 0.090354
11 C -0.100077 -0.100992 -0.216558
12 C -0.052287 -0.059415 -0.113740
13 C -0.190959 -0.183992 -0.145640
14 H 0.154537 0.155490 0.152881
15 H 0.150535 0.151958 0.135271
16 H 0.151079 0.152564 0.144521
17 N -0.137038 -0.143097 -0.175367
18 N -0.137038 -0.210755 -0.175367
19 O -0.476780 -0.479720 -0.374707
20 O -0.476780 -0.478525 -0.374707
21 H 0.419126 0.418312 0.420520
22 H 0.419126 0.493251 0.420520

Table B.43: wB97XD/6-311+G(d,p), TS1=H22

Atom diketo ts1 dieno
1 C -0.095055 -0.091528 -0.151481
2 C -0.231999 -0.214422 -0.174253
3 C -0.153084 -0.165082 -0.293201
4 C 0.071233 0.003241 0.127089
5 C 0.080772 0.046994 0.131382
6 H 0.167376 0.159720 0.149972
7 H 0.166525 0.162521 0.159504
8 H 0.169866 0.166798 0.168451
9 C 0.080772 0.090347 0.131382

10 C 0.071233 0.196872 0.127089
11 C -0.153084 -0.165047 -0.293201
12 C -0.095055 -0.106181 -0.151481
13 C -0.231999 -0.219636 -0.174253
14 H 0.169866 0.171051 0.168451
15 H 0.167376 0.168942 0.149972
16 H 0.166525 0.168490 0.159504
17 N -0.128883 -0.137337 -0.175608
18 N -0.128883 -0.222543 -0.175608
19 O -0.473350 -0.479923 -0.373650
20 O -0.473350 -0.475604 -0.373650
21 H 0.426600 0.424083 0.431793
22 H 0.426600 0.518245 0.431793
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Table B.44: DSDPBEP86/6-311+G(d,p), TS1=H22

Atom diketo ts1 dieno
1 C -0.024536 -0.062467 -0.122368
2 C -0.279635 -0.219450 -0.189718
3 C 0.043217 -0.193780 -0.342166
4 C -0.228191 0.044592 0.162446
5 C 0.310235 0.139625 0.261664
6 H 0.161723 0.153753 0.142271
7 H 0.159106 0.155148 0.151961
8 H 0.164253 0.162314 0.163272
9 C 0.310313 0.192784 0.261664

10 C -0.228222 0.245481 0.162447
11 C 0.043220 -0.186079 -0.342166
12 C -0.024517 -0.063874 -0.122369
13 C -0.279655 -0.229040 -0.189717
14 H 0.164253 0.166217 0.163272
15 H 0.161723 0.162817 0.142271
16 H 0.159105 0.160556 0.151961
17 N -0.232817 -0.242468 -0.243646
18 N -0.232819 -0.310063 -0.243646
19 O -0.554601 -0.578467 -0.467827
20 O -0.554602 -0.568200 -0.467827
21 H 0.481225 0.485764 0.484111
22 H 0.481222 0.584837 0.484111
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C.1 Materials

AMCPs were prepared by precipitation from aqueous solution, according to a method

taken from the literature (cite24). 10 mL of solution A (from A1 to A15, Ta-

ble C.1) were mixed with 10 mL of solution B (150 mM Na2HPO4·12H2O + 50 mM

NaH2PO4 · H2O), at 37 °C. Immediately after mixing, the pH was adjusted at 7.40

by means of 1 M NaOH. It was observed that the higher the concentration of the

reactants used, the higher the turbidity of the reacting medium. After 15 min of

reaction, the particles were collected by means of filtration, using a Millipore vac-

uum filtration system equipped with mixed cellulose esters filters (Millipore, pore

size 0.45 𝜇𝑚). Immediately after filtration, the filters were placed in plastic test

tubes and frozen in liquid nitrogen. The powders were then freeze-dried for 24 h,

at -55 °C and ∼ 30 mTorr (VirTis BenchTop freeze-dryer, NY, USA) and stored

in the freezer (-18 °C), tightly closed to prevent any influence from environmental

humidity.

Calcium chloride (CaCl2, ≥ 93%), Magnesium chloride hexahydrate (MgCl2

6H2O, ≥ 99%), Sodium chloride (NaCl, ≥ 99%) and NaOH pellets ( ≥ 99%)

were purchased from Sigma-Aldrich (Milan, Italy). Sodium phosphate monoba-

sic (NaH2PO4 H2O, ≥ 99% ), and sodium phosphate dibasic (Na2HPO4 12H2O,

≥ 99%) were obtained from Carlo Erba Reagents (Milan, Italy). Milli-Q grade water

(Millipore, resistivity 18.2 𝑀Ω𝑐𝑚 at 25 °C) was used during all the experiments.
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Table C.1: Composition of the solutions used for the syntheses. The concentration
of NaCl is 135 mM

Ca/Mg CaCl2 [nM] MgCl2 [mM] Ca/P Mg/P Sample

0.4
4 10 0.02 0.05 A1
20 50 0.1 0.25 A2
40 100 0.2 0.5 A3

0.7
7 10 0.035 0.05 A4
35 50 0.175 0.25 A5
70 100 0.35 0.5 A6

1
10 10 0.05 0.05 A7
50 50 0.25 0.25 A8
100 100 0.5 0.5 A9

2
20 10 0.1 0.05 A10
100 50 0.5 0.25 A11
200 100 1 0.5 A12

3
30 10 0.15 0.05 A13
150 50 0.75 0.25 A14
300 100 1.5 0.5 A15

C.2 Methods

C.2.1 X-ray diffraction (XRD)

XRD patterns were collected using a D8 Advance with DAVINCI design (Bruker,

Milan, Italy), using as X-ray source the Cu K 𝛼 radiation (wavelength 𝜆 = 1.54 Å),

at 40 kV and 40 mA, a 2 Σ range of °10-°50, a step size of °0.03, and a time/step of

0.3 s. Samples were grinded with agate mortar and pestle and flattened onto a Si

zero-background sample holder. Peaks were assigned using the Powder Diffraction

Files (PDF) of the ICDD database (International Centre for Diffraction Data).

𝑘 = 1 (C.1)

Scherrer equation (C.1) was used to calculate the crystalline domain size (D, nm):

where k is the Scherrer constant, typically considered 0.9, 𝜆 is the X-Ray wavelength

(nm), 𝛽 is the FWHM (Full Width at Half Maximum) in radians and 𝜎 is the

diffraction angle in radians. The FWHM were obtained from the Multi-Peak Fitting

routine of the software IgorPro, considering a logcubic function as baseline.
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C.2.2 Attenuated total reflectance – fourier transform in-

frared spectroscopy (ATR-FTIR)

ATR-FTIR spectra on the freeze-dried samples were acquired by means of a Nexus

Thermo-Nicolet 870 FTIR spectrophotometer (Madison, WI, USA) equipped with

a MCT detector and a Golden Gate. The spectra were collected in the 4000-650

𝑐𝑚−1 range, with 128 scans and resolution 2 𝑐𝑚−1.

C.2.3 Field emission-scanning electron microscopy (FE-SEM)

FE-SEM micrographs were collected by means of a Zeiss ZIGMA FE-SEM (Carl

Zeiss Microscopy GmbH, Jena, Germany). The powders were placed over aluminum

stubs by means of conductive tape. The use of a Field Emission source, together

with a low accelerating voltage (2 kV), a reduced sample-detector distance (∼2 mm)

and the In-Lens detector allowed for the imaging of non-conductive samples at high

magnification. The size distribution curves were obtained with the software ImageJ

by measuring about 200 particles per sample.

C.2.4 Inductively coupled plasma-atomic emission spectrom-

etry (ICP-OES)

The amount of phosphorous in the samples was determined in triplicate by means

of an Agilent 720-ES Inductively Coupled Plasma Atomic Emission Spectrometer

(ICP-OES) equipped with a pneumatic nebulizer and a cyclonic spray chamber.

Before the analyses, about 1.0 mg of each sample was dissolved in 10 𝜇L of HCl,

brought to 10 mL with ultrapure water and added with 1.0 ppm of Ge, used as an

internal standard to correct any matrix effect. The calibration lines were obtained

by preparing the standard solutions starting from commercial standards certified at

1000 ppm. Ge line used for the correction was at 209.426 nm. After each measure-

ment, the system was washed with a 2% HNO3 solution.
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C.2.5 Ionic chromatography

The amount of calcium, magnesium and sodium was determined by means of ionic

chromatography using a Thermo Dionex ICS-1000 ion chromatograph with a CG-

12A guard column and a CS-12A analytical column. The same solutions prepared

for ICP-OES measurements were analyzed. An electrochemical suppression of the

background conductivity with a current of 160 mA was used, together with an

injection loop of 25 𝜇L with a conductivity detector. The element used for the

separation was H2SO4 23 mM. The calibration lines of the individual ions were

constructed for subsequent dilutions starting from standard certified solutions at

1000 ppm.

For both ICP-OES and ionic chromatography, to evaluate the reproducibility of

the results, on selected samples the measurements were conducted on 3 specimens

prepared by repeating the same synthesis three times. In all cases, the standard

deviation of the three measurements lead to atomic ratios uncertainties < 0.1.

C.2.6 Simultaneous thermogravimetry/differential scanning

calorimetry (SDT)

Thermal analysis was conducted with a SDT Q600 from TA Instruments (New

Castle, DE, USA), which allows for the simultaneous monitoring of the weight loss

signal (TGA curve) and the heat flow profile (DSC curve). Samples were placed in

an alumina pan and measured in N2 atmosphere (flow rate 100 mL/min) from room

temperature to 1000 °C, at 10 °C/min. The crystallization T is expressed as average

± standard deviation of 3 measurements conducted on 3 replicas of each synthesis.
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ABSTRACT: The regioselectivity in the 1,3-dipolar cycloaddition (1,3-DC) between five-
membered cyclic nitrone and methylenecyclopropane (MCP) has been studied through
density functional theory (DFT) calculations. The computational study of 1,3-DC with
different 1-alkyl- (or 1,1-dialkyl)-substituted alkenes and the comparison with MCP have
evidenced that the electrostatic interaction has a central role in the regioselectivity of the
reactions. It has been observed that the electronic effect of the substituent (donor or
attractor groups) determines the polarization of the alkene double bond and the reaction
mechanism, consequently determining the interaction with nitrones and favoring an
orientation between this moiety and the dipolarophile.

■ INTRODUCTION
The value of thermal rearrangement of 5-spirocyclopropane
isoxazolidines 3 (Brandi-Guarna rearrangement, see Scheme
1)1,2 for the synthesis of monocyclic and polycyclic hetero-

cycles containing a tetrahydropyridinone ring 4 has been
largely proved in recent years.3,4 The rearrangement is made
possible by the presence in the molecule of a strained
oxyspirocyclopropane moiety, where the oxygen is linked to a
nitrogen with a bond that is easily cleaved under thermal
activation.5,6 Another important synthetic application of 5-
spirocyclopropane isoxazolidines 3 is the synthesis of β-lactams
5 by thermal fragmentation under acidic conditions.7−9

Isoxazolidines 3 find their origin in a 1,3-dipolar cycloaddition

(1,3-DC) of nitrones 1 with methylenecyclopropane (MCP,
2).10−12

MCP is a rather volatile alkene, commercially available, that,
despite its strained nature, results rather sluggish in its
reactivity with nitrones. The cycloaddition process requires
heating above 60 °C. The same occurs in the cycloaddition of
nitrones with 1-alkyl- or 1,1-dialkyl-substituted alkenes that is
even more slow.13 This fact is not surprising knowing the
nature of nitrones as electron neutral dipoles (Sustmann’s
classification)14 and of dipolarophiles missing any activating
electron-withdrawing group. However, the similarities of MCP
with these alkenes end at this point, because regarding
regioselectivity, the behavior of MCP is rather different from a
normal 1-alkyl- or 1,1-dialkyl-substituted alkene. Indeed,
although a dipolarophile like isobutene (7), which is the
alkene with the highest similarity to MCP, reacts with nitrone
6 to give exclusively one adduct, i.e., the 5,5-disubstituted
isoxazolidine 8 (Scheme 2),15 MCP generally affords a mixture
of regioisomers, where the 5-spirocyclopropane isoxazolidine is
the major, but not the exclusive cycloadduct, as shown in the
examples of Scheme 3.16,17
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Scheme 1. Synthesis and Transformations of 5-
Spirocyclopropane Isoxazolidines 3
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The awkwardness of this result with regard to the
application of this process as a function of the successive
thermal rearrangement or β-lactam synthesis is rather evident.
In fact, regioisomeric 4-spirocyclopropane isoxazolidines, like
10 and 13 (Scheme 3), lacking the oxyspirocyclopropane
moiety, are not able to undergo any useful rearrangement.
However, the unexpected lack of regioselectivity in 1,3-DC of
MCP raises several questions about the nature of its double
bond and its resemblance with a simple alkene. More concerns
are added if we consider the cycloaddition to another similar
alkene, methylenecyclobutane (MCB, 14) (Scheme 4), where
a cyclobutane replaces the cyclopropane ring.18

If we assume that the strain energy of the ring has a role in
the regioselectivity of the cycloaddition, a similar result for
MCP and MCB should be expected. Indeed, the cycloaddition
of 11 with MCB affords exclusively regioisomer 15,
analogously to the regioselectivity obtained with isobutene
(7). These data make clear that there must be a “cyclo-
propylidene effect” in the 1,3-DC with nitrones to justify the
observed lack of high regioselectivity. The 1,3-DC reaction
mechanism has been computationally investigated with density
functional theory (DFT) and post-HF methods: it consists of a
concerted, often asynchronous, pericyclic cycloaddition mech-
anism.19 To elucidate this possible cyclopropylidene effect on
the regioselectivity of the 1,3-DC of MCP with nitrones, DFT
calculations have been carried out on the systems summarized
in Scheme 5. The choice of a five-membered cyclic nitrone like
16 for the study is justified by the copious literature available
for the cycloadditions of cyclopropylidene dipolarophiles with
this class of nitrones.17,20 In addition, nitrone 16 featuring a
defined configuration eliminates the E,Z-configuration variable
that should be considered in the case of acyclic nitrones. Seven
substituted dipolarophiles have been analyzed to investigate
the electronic effect of the substituents: isobutene (7),
methylenecyclopropane (MCP, 2), methylenecyclobutane
(MCB, 14), isopropylidenecyclopropane (ICP, 17), isopropy-
lidenecyclobutane (ICB, 18), and cyclobutylidenecyclopro-
pane (CPCB, 19) (Scheme 5).

■ COMPUTATIONAL DETAILS
The reaction mechanisms have been characterized by perform-
ing DFT calculations at the PBE0/6-311++G(d,p)21−24 level
of theory including Grimme’s empirical dispersion (GD3) with

the Gaussian suite of programs.25,26 Transition states (TS),
prereactive minima, and products have been located through
geometry optimization calculations with very tight conver-
gence criteria. The QST227 or QST328 algorithms have been
adopted to determine the transition states. All of the Hessian
eigenvalues are positive for the prereactive minima and

Scheme 2. 1,3-DC of Nitrone 6 with Isobutene (7)

Scheme 3. 1,3-DC of Nitrones 6 and 11 with MCP (2)

Scheme 4. 1,3-DC of Nitrone 11 with MCB (14)

Scheme 5. Reactions Studied Through DFT Calculations at
the PBE0/6-311G(d,p)-GD3 Level of Theory

The Journal of Physical Chemistry A pubs.acs.org/JPCA Article
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products, while only one negative eigenvalue has been
obtained for the TS. The eigenvector, corresponding to the
negative eigenvalue, describes the displacements along the
formed C−C and C−O bonds, providing insights into the
concerted reaction mechanism. Different analyses have been
carried out to describe the behavior of alkenes with nitrone 16
and to understand the cyclopropylidene effect. The character-
ization of the stationary points allows us to determine the
energy gaps between the TS and reagents or products, to assess
any possible kinetic control of the reaction and the balance
between the products. The electronic effects of the alkyl
substituent on the alkenes have been investigated by the value
and the orientation of the dipole moment on the reagents and
through the determination of the electrostatic potential (ESP)
atomic charges.29 To further support the electronic structure
analysis, comparisons between the ESP atomic charges and
those obtained through the CM530 and NPA31,32 methods
have been reported in Tables S1−S7 in the Supporting
Information. The kinetic constants of the reactions have been
calculated using the Eyring transition state theory.33−35 The
results allowed a comparison of the kinetic parameters for the
two different orientations of the alkenes for each reaction in
Scheme 5 and to explain the different experimental yields. For
the studied systems, the expression of the kinetic constant
k(T) in the Eyring approximation is simplified, treating the
reagents in the prereactive minimum as a single molecular
complex, and results

=
≠

−Δk t
k T

h

Q

Q
( ) e E k TB TS

GS

/ B

(1)

where kB is the Boltzmann constant, T is the temperature, h is
the Planck’s constant, and ΔE is the energy gap (zero-point
energy included). The two functions are the product of
vibrational and rotational partition functions for the transition
state QTS

≠ and ground state QGS. The kinetic constants have
been calculated for the experimental reaction temperature
range between 300 and 400 K.

■ RESULTS AND DISCUSSION
The 1,3-DC between nitrones and alkenes is a well-known
transformation leading to isoxazolidines. The reaction
mechanism is affected by the electrostatic interaction between
the nitrone and the alkenes. Alkyl substituents are electron-
donating groups (EDG) and increase the electron density of
the double bond through an inductive donating effect. To gain
a further insight, we have also considered an electron-attractor
group (EWG) as a substituent: an ester group. This effect is to
increase the negative charge on carbon Cα depleting the
electron density over the double bond. Another possible effect
is the polarization of the alkene double bond given by the high
dipole moment on the nitrone.
The regioselectivity of the 1,3-DCs, i.e., the relative

orientation of the substituted alkene to the nitrone in the
TS, is influenced by the effect of the substituents on the
dipolarophile. For this reason, we have considered two alkene
orientations to explain the different selectivities for the studied
reactions: the orientation labeled a leads to the product with
the cyclopropane (or the cycloalkane) in position 5; label b
refers to the orientation of the alkenes leading to the
regioisomer spiro-fused in 4 (Scheme 6).
Cycloaddition with Isobutene (7). The 1,3-DC of a

nitrone with isobutene (7) experimentally gives one single

regioisomer, 9, i.e., the 5,5-dimethyl-substituted isoxazolidine
(see structure 8 in 2).
The reaction paths obtained by the computational analysis

on regioisomers 20 and 21 (Scheme 7) suggest an explanation

for such regioselectivity. The path a of the 1,3-DC with the
isobutene 7 leads to the formation of isoxazolidine 20
substituted with two methyl groups on position 5. This
arrangement of the reagents has a lower activation energy
(ΔETS(a − b) = −18.0 kJ/mol), and the product 20 is more
stable than isoxazolidine 21 (path b) (Table S8 in the
Supporting Information).
The analysis of ESP charges has evidenced that the two

methyl groups determine a positive charge on the CA carbon
(0.469) and a charge transfer toward the CB (−0.737) of the
isobutene (Scheme 7, Table S9 in the Supporting Informa-
tion). This charge distribution on the isobutene corresponds to
the dipole moment of 0.59 D, which lies on the CA−CB bond
and is oriented toward the EDG groups. In the prereactive
minimum, the nitrone dipole further increases the polarization
of isobutene, as evidenced by the charges of the carbons CA
and CB reported in Table S16 in the Supporting Information.
The reaction mechanism is favored by the a-arrangement of
the reactants because the carbon CA involved in the attack of
the nitrone oxygen is positive (0.506). The polarization effect
given by the nitrone in the b orientation determines instead a
negative charge on CB (−0.748) that makes the attack of
nitrone oxygen less favored (Scheme 7). Therefore, the charge
distribution and orientation of the alkene’s dipole moment
justify the kinetic ratio calculated at the experimental
temperature with Eyring’s equation (ka/b = 114.4 at 350 K)
and indicate the 5,5-disubstituted isoxazolidine 20 as the
favorite product of the 1,3-DC.

Scheme 6. Transition States Originated from Different
Paths a and b Leading to Regioisomeric Cycloadducts

Scheme 7. 1,3-DC between Isobutene 7 and Nitrone 16;
Orientation a Leads to the 5,5-Dimethylisoxazolidine 20,
and Orientation b Leads to the 4,4-Dimethylisoxazolidine
21; the Dipole Moment on 7 is Oriented toward the
Dimethyl Group
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Cycloadditions with Methylenecyclopropane (MCP,
2) and Methylenecyclobutane (MCB, 14). The comparison
of cycloaddition of nitrone 11 with methylenecyclopropane (2,
MCP) and methylenecyclobutane (14, MCB) is rather
interesting as the former leads experimentally to the formation
of an approximately 65:35 mixture of regioisomers, where the
majority is the 5-spiro-fused isoxazolidine 12, whereas MCB
affords exclusively the 5-spiro-fused isoxazolidine 15 (Schemes
3 and 4). At a first glance, this difference is surprising since it
contrasts with the apparent similarity of the two dipolarophiles.
The computational analysis, indeed, infers an explanation for
this different reactivity. The difference in activation energy
between the TS of the two chosen orientations (a, b) of the
MCP is moderate (ΔETS(a − b) = −7.7 kJ/mol, Table S10 in
the Supporting Information). Orientation a (Scheme 8) is

favored and leads to 5-spirocyclopropane isoxazolidine 22,
which is also more stable than the isomeric 4-spirocyclopro-
pane 23 obtained with the b-oriented MCP (ΔE(a − b) =
−10.4 kJ/mol).
The difference in activation energy for the two chosen

orientations of MCB is higher than in the previous case
(ΔETS(a − b) = −15.7 kJ/mol, Table S10 in the Supporting
Information). Indeed, orientation a is favorable and leads to
the more stable product with the spirocyclobutane in position
5 (24) (ΔE(a − b) = −23.6 kJ/mol) (Scheme 9). The

inductive effect on the cyclopropane determines a carbon with
a positive charge (CA) and one with a negative charge (CB,
Table S11 in the Supporting Information). As a proof of this
charge distribution on the double bond, the dipole moment on
the MCP (0.455 D) is oriented toward the cyclopropane.

In the prereactive minima, the polarization of the MCP is
increased by the nitrone dipole according to the orientation
(Table S11 in the Supporting Information). The two sp2
carbons (CA, Cβ), as acceptors of electron density, are involved
in the bonding at the transition state (Scheme 8). Therefore,
the positive charge on CA (0.147) and the less negative charge
on Cβ (−0.101) in the a arrangement favor the reaction
outcome (Table S11 in the Supporting Information).
The inductive effect of the cyclobutane on the double bond

of the MCB (Table S11 in the Supporting Information) is
greater if compared to the cyclopropane one. Indeed, the
dipole moment of the double bond in MCB (0.612 D) lies on
the double bond axis and is oriented toward the cyclobutane
substituent. The dipole moment of the nitrone increases the
polarization of the dipolarophile. The arrangement of the
reagents in orientation a determines a positive charge on
alkene carbon CA (0.237) and a less negative charge on the
nitrone carbon Cβ (−0.143), favoring the cycloaddition
mechanism (Table S11 in the Supporting Information; see
also Scheme 9). Therefore, the computational results for the
1,3-DC of MCP explain the experimental regioselectivity, i.e.,
the obtainment of two regioisomers with a prevalence of the
product deriving from orientation a. Indeed, the two
orientations do not differ greatly in terms of activation energy,
neither on product stability. The ratio between rate constants
obtained for the two orientations (ka/b = 5) (Table S12 in the
Supporting Information) suggests a reduction of the kinetic
control of the regioselectivity in this cycloaddition. However,
orientation a provides a relatively minor activation energy
(ΔETS(a − b) = −7.7 kJ/mol) and the most stable
isoxazolidine (ΔE(a − b) = −10.4 kJ/mol). Also, the charge
distribution on the alkene 2 in the a arrangement suggests that
the isoxazolidine 22 with the spirocyclopropane substituent in
position 5 is the favored product (Table S11 in the Supporting
Information). In the reaction with MCB instead, the ratio
between rate constants obtained for the two orientations (ka/b=
117) and the different stabilities of the two isoxazolidines
indicate a kinetic control of the reaction. The analysis of the
charge distribution on the double bond of the MCB confirms
that the 5-spirocyclobutane isoxazolidine 24, obtained with a
arrangement, is the highly favored product (Table S12 in the
Supporting Information). The different reactivities of MCP
and MCB can be therefore explained by the kinetic and
electrostatic behaviors in the two reactions. In the 1,3-DC with
MCP, the lack of regioselectivity is due to a lower EDG effect
of the substituent that leads to the formation of both 22 and
23 products according to the experimental ratio (a > b).16,17

Instead, the electronic effect of the cyclobutane determines a
charge distribution over the alkene that is conducive to the
formation of the isoxazolidine 24 substituted with the
spirocyclobutane on position 5.

Cycloadditions with Isopropylidenecyclopropane
(ICP, 17) and Isopropylidenecyclobutane (ICB, 18). The
1,3-DC between ICP and nitrones experimentally gives one
single regioisomer featuring the methyl groups on C-5 of the
isoxazolidine ring.
This complete regioselectivity can be explained by the

different reactivity of the ICP (17) in the two studied
orientations. Indeed, the computed cycloaddition between the
ICP and nitrone 16 shows two reaction paths that are rather
different, according to the orientation chosen: the proposed
orientation a (Scheme 10) leads to the isoxazolidine 26 spiro-
fused at C-5, and orientation b leads to the isomer 27.

Scheme 8. 1,3-DC between MCP (2) and Nitrone 16;
Orientation a Leads to Isoxazolidine 22, and Orientation b
Leads to Isoxazolidine 23; the Dipole Moment on 2 is
Oriented toward the Cyclopropane

Scheme 9. 1,3-DC between MCB 14 and Nitrone 16;
Orientation a Leads to Isoxazolidine 24, and Orientation b
Leads to Isoxazolidine 25; the Dipole Moment on the
Alkene is Oriented toward the Cyclobutane
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The arrangement of ICP proposed in orientation a has the
highest activation energy of the studied reactions (99 vs 40−50
kJ/mol). The arrangement of the b-oriented ICP determines a
sensibly lower activation energy (ΔETS(a − b) = 61.5 kJ/mol)
and leads to the more stable isoxazolidine 27, 12.540 kJ/mol
(Table S13 in the Supporting Information). This difference in
activation energy and the kinetic ratio (ka/b = 4.6 × 10−11)
indicates a kinetic control of the reaction leading to the
formation of one product, i.e., isomer 27 (Table S15 in the
Supporting Information). All substituents of ICP are EDG
groups, the dipole moment of the molecule is quite small
(0.167 D) compared to the values of the other alkenes. The
dipole lies on the double-bond axis and is oriented toward the
dimethyl group, which means that the dimethyl provides the
bigger EDG contribution to the alkene favoring the formation
of 27. Indeed, in orientation b, the ICP carbon involved in the
intermolecular O−C bond formation, has a small positive
charge (0.009), whereas, in the other orientation a, the carbon
belonging to the cyclopropane ring (CA) experiences a
negative charge (−0.020) (Table S14 in the Supporting
Information).
From these data, it can be concluded that the cycloaddition

between nitrone 16 and ICP 17 proceeds through the b-
oriented TS, which is favored from a kinetic point of view and
leads to the formation of the more stable product 27. The ratio
of kinetic constants between the orientations a and b (ka/b =
10−10) (Table S15 in the Supporting Information) is much
lower than 1, confirming that orientation b is kinetically much
more favored. These results therefore explain the formation of
isoxazolidine 27 as the exclusive product. Experimental data for
the reaction of nitrones with the ICB (18) are not available,
but this dipolarophile has been studied to evaluate the
electronic effect of the two different cycloalkanes in the
presence of the dimethyl group.
The reaction shows lower differences according to the

chosen orientation of the alkene. The difference in activation
energy for the two orientations of ICB with nitrone 16 is much
lower (ΔETS(a − b) = 3.8 kJ/mol) than the previous case:
orientation a (Scheme 11) leads to the 5-spirocyclobutane-4,4-
dimethylisoxazolidine 28, while orientation b leads to the more
stable 5,5-dimethyl-4-spirocyclobutane isoxazolidine 29 (ΔE(a
− b) = 15.8 kJ/mol) (Table S13 in the Supporting
Information). As seen in the previous case, all substituents of
the alkene are EDG groups: the value of the dipole moment
(0.011 D) is close to the accuracy of the method, so no
consideration can be made about the dipole orientation.
However, the polarization induced by nitrone dipole and the
EDG effect of the substituents promotes a positive charge on

carbon CB promoting the formation of isomer 29 (Table S14
in the Supporting Information). Indeed, the kinetic ratio of the
reaction (ka/b = 6 × 10−2) suggests that path b is slightly
kinetically favored due to a better charge distribution over the
reagents. Altogether, these data indicate that isoxazolidine 29 is
only slightly favored (Table S15 in the Supporting
Information). The compared assessment of reactions of ICP
and ICB with nitrone 16 and their full computational analysis
has brought about a sharp difference of behavior of a
cyclopropylidene compared to a cyclobutylidene group.
Indeed, for the ICB, the electronic effects of the dimethyl
and cyclobutane are similar, as shown by the dipole moment
value. Instead, the charges on the sp2 carbons (CA, CB) on the
alkene 17 are determined by the stronger EDG effect of the
two methyl groups compared to the cyclopropane; therefore,
path b results in a more favorable charge distribution leading to
isoxazolidine 27 (ka/b = 6 × 10−10). Indeed, the cycloaddition
of nitrone 11 with 32, a dipolarophile analogous to ICB,
experimentally gives only regioisomer 33, originating from b
orientation like 27, in excellent yield (Scheme 12).36

Cycloaddition with Cyclobutylidenecyclopropane
(CBCP, 19). The computational study of the reaction of
nitrone 16 with CBCP gives a further confirmation of the
existence of this cyclopropylidene effect experimentally
observed.
Experimentally, 1,3-DC of nitrone 34 with CBCP gave

exclusively isoxazolidine 35 featuring the cyclopropane ring on
position 4 of the isoxazolidine ring (13).37

The difference in activation energy (ΔETS(a − b) = −6.9 kJ/
mol) is in favor of the b-oriented alkene, which leads to the
isoxazolidine substituted with the cyclobutane on position 5
(isomer 31) that is also thermodynamically more stable (−9.0
kJ/mol) than the other possible product (isomer 30) deriving
from orientation a (Table S16 in the Supporting Information).
The alkene dipole moment is quite small (0.168 D), since all

substituents are EDG groups, and is oriented toward the
cyclobutane, due to its greater inductive effect on the molecule.
In the a arrangement, the carbon CA is involved in the
formation of C−O bond, while in orientation b, the carbon
involved is CB. As in the previous cases, the nitrone dipole

Scheme 10. 1,3-DC between ICP and Nitrone 16;
Orientation a Leads to Isomer 26, and Orientation b Leads
to Isomer 27; the Dipole Moment on the Alkene is Oriented
toward the Dimethyl Group

Scheme 11. 1,3-DC between ICB and Nitrone 16;
Orientation a Leads to Isoxazolidine 28, and Orientation b
Leads to Isomer 29; the Dipole Moment of 18 is Close to
Zero

Scheme 12. 1,3-DC of Nitrone 11 with 32
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polarizes the alkene double bond, increasing the partial charges
on the sp2 carbon atoms. The reaction mechanism is therefore
favored in orientation b by the positive charge on carbon CB
(0.125, Table S17 in the Supporting Information). These
results and the kinetic ratio of the reaction (ka/b = 0.1) indicate
that isoxazolidine 31 is the favored product in complete
agreement with the experimental data (Scheme 13 and Scheme
14).

Cycloaddition with Cyclopropylideneacetate 36. We
have also investigated the effect of an electron-attractor group
(EWG), i.e., an ester group, combined with the cyclopropane.
1,3-DC of nitrones with 36 gives experimentally only

isoxazolidines substituted with the spirocyclopropane on
position 5, as shown in the example of Scheme 15. The
outcome of the cycloaddition is therefore inverted with respect
to the results shown previously. This depends on the electron-
withdrawing character of the CO2Me substituent.

The alkene is substituted on CA with the cyclopropane, and
on CB with the carboxymethyl group; therefore, the carbon CA
is the β carbon compared to the carbonyl acetate (16). Both
the ester and alkyl groups contribute to polarize the double
bond, increasing the negative charge on CB (−0.807) and
consequently the positive charge on CA (0.447, Table S19 in
the Supporting Information). Indeed, the resulting dipole
moment (3.064 D) is oriented toward the cyclopropane group
and this value is higher compared to the previous cases due to
the methyl carboxylate effect. In orientation a, the positive
charge on carbon CA enhances the attack on the nitrone
oxygen (Scheme 16). Indeed, this arrangement of the reagents
determines the lowest activation energy (ΔE(a − b) = −14.1

kJ/mol, Table S18 in the Supporting Information) and leads to
the formation of 5-spirocyclopropane isoxazolidine 38. The
polarization of the double bond and the resultant negative
charge on carbon CB make b orientation less favored. Also, the
nitrone dipole moment increases the polarization of the alkene
double bond, favoring the charge distribution adopted in
orientation a. Indeed, the kinetic constant rates (ka/b = 123)
obtained with the Eyring equation show that the isoxazolidine
38 is the kinetic product of the 1,3-DC, in agreement with the
experimental data.

■ CONCLUSIONS
The lack of regioselectivity in 1,3-DC of methylenecyclopro-
pane (MCP, 2), compared to the high regioselectivity of other
1,1-disubstituted alkenes, has been computationally inves-
tigated through DFT calculations, to rationalize the exper-
imental finding. The computational analysis has been extended
to tetrasubstituted alkenes and to cyclopropylideneacetate to
substantiate the results. It has been observed that the
electrostatic interactions play a fundamental role in the
regioselectivity of these 1,3-DC reactions. In fact, the
electronic structure of the substituents (EDG and EWG)
causes polarization of the alkene double bond, which in turn
favors a proper structural arrangement between the reactants
and consequently controls the regioselectivity. The comparison
of the reactions between nitrone 16 and 1,1-disubstituted
alkenes isobutene (7) and MCB (14) shows that for similar
substituents (dimethyl, cyclobutyl), the reaction outcome is
essentially due to the electrostatic interaction (atomic charges
and dipole moment), with a preferential formation of the 5,5-
disubstituted isoxazolidine. In the case of MCP, where the
electrostatic interaction is less marked, the difference in 5- and
4-spiro-fused isoxazolidine formation is lower, and conse-
quently the kinetic constants of the two paths are similar (the
kinetic constant ratio is only ka/b = 5). The electronic structure
analysis of 1,3-DC with the tetrasubstituted alkenes ICP (17),
ICB (18), and CPCB (19) reveals a smaller value of the dipole
moment because all of the substituents are alkyl groups, and
the partial charges on the double bond are given by the
subtraction of the substituent EDG effects. The alkenes ICP
and CPCB feature both a cyclopropyl group on one end of the
double bond, and on the other end, a geminal dimethyl group
and a cyclobutyl ring, respectively. The comparison of these
two dipolarophiles allows us to understand how the cyclo-
addition reaction is influenced by the alkene substituents with
the largest EDG effect. In ICP, the EDG effect of the geminal
dimethyl is stronger than the one of cyclopropyl: the ka/b ratio
shows that the reaction is completely shifted toward the

Scheme 13. 1,3-DC of Nitrone 34 with CBCP (19)

Scheme 14. 1,3-DC of 19 with Nitrone 16; Orientation a
Leads to Isoxazolidine 30, and Orientation b Leads to
Isomer 31; the Dipole Moment on the Alkene is Oriented
toward the Cyclobutane

Scheme 15. 1,3-DC of Cyclopropylideneacetate 36 with
Nitrone 11

Scheme 16. 1,3-DC between Cyclopropylideneacetate 36
and Nitrone 16; Orientation a Leads to Isoxazolidine 38,
and Orientation b Leads to Isoxazolidine 39; the Dipole
Moment on the Alkene is Oriented toward the
Cyclopropane
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formation of isomer 27 with methyl groups on C-5 (ka/b = 6 ×
10−10). A similar behavior, although with a lower weight,
occurs in CPCB. In the case of 1,3-DC with ICB, the
electrostatic contributions of the substituents are similar; thus,
the polarization of the double bond is small but still enough to
favor the formation of the isoxazolidine with methyl groups on
C-5 (ka/b = 6 × 10−2). The cyclopropylideneacetate 36 is the
only example studied featuring a cyclopropyl ring and an EWG.
In this case, the two electronic effects sum, as shown by the
value and orientation of the alkene dipole moment. The
contribution of the EWG is dominant and leads exclusively to
the formation of product 39 (ka/b = 123). Summing up, the
electronic effect of the alkene substituents measured in this
study determines a polarization of the alkene double bond
favoring the relative orientation between the reactants leading
to the observed regioselectivity of the cycloadditions. This
study has allowed us to explain the role of a cyclopropylidene
group (the cyclopropylidene effect) in inducing regioselectivity
in nitrone 1,3-dipolar cycloadditions.
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ABSTRACT: The complete path of the Brandi−Guarna rearrangement of 5-
spirocyclopropane isoxazolidines has been investigated by means of density functional
theory calculations to rationalize the competing formation of tetrahydropyridones and
enaminones by the determination of the minimum energy reaction paths. Our
calculations confirm that the rearrangement is triggered by the homolysis of the
isoxazolidine N−O bond followed by cleavage of one of the two C−CH2 cyclopropane
bonds as previously proposed by the Fabian group [Eur. J. Org. Chem. 2001, 2001,
4223]. In addition, the results of this work suggest that in the presence of a stereogenic
center at isoxazolidine C-4′, the formation of a piperidinone or an enaminone as the final
product depends on which of the two diastereotopic C−CH2 bonds of cyclopropane is
cleaved in the second step of the process. The result can be of great interest for the
understanding of other processes involving the opening of a cyclopropane ring.

1. INTRODUCTION
The Brandi−Guarna rearrangement1,2 of 5-spirocyclopropane
isoxazolidines 1 has been widely applied in the synthesis of
polycyclic heterocycles and natural products (Scheme 1).3−12

It consists of a thermal-induced ring opening of isoxazolidines
1, leading to the formation of tetrahydropyridones 2 (Scheme
1). This type of skeleton, that is, a piperidine ring-containing
framework, is widely diffused in alkaloids and bioactive
molecules.13−18

Despite the Brandi−Guarna rearrangement being quite
selective, in a few cases, the main product 2 is accompanied
by a side product, that is, the open-chain isomer 3 (Scheme 1)
featuring an enaminone moiety. The process is believed to
occur through a homolytic cleavage of the N−O bond of
isoxazolidines 1 followed by the cleavage of one of the
cyclopropane vicinal bonds and intramolecular coupling of

diradical intermediate 5 (Scheme 1). Furthermore, the
formation of 3 is generally explained by a [1,5]-H shift from
the CHR1 carbon to the terminal C radical in intermediate 5
leading to imine 6 (Scheme 1) that in turn tautomerizes to
enamine 3.19

Recent experimental results have shown that the thermal
rearrangement of two epimeric 5-spirocyclopropane isoxazoli-
dine derivatives affords the piperidinone and enaminone
products in different ratios.9 How the diastereomeric environ-
ment influences the competitive formation of the cyclic and the
open-chain product is not easy to be rationalized. In fact, the
open-chain diradical intermediate 5 has lost most of the
stereochemical constraint, and, as a consequence, the stereo-
chemical memory is expected to be reduced at this level. To
obtain useful information and provide a correct interpretation
of the apparent remote influence of the stereochemical
environment on favoring the different pathways, a computa-
tional study of both the competitive paths of the rearrange-
ment mechanism has been carried out.
The rate determining step of the Brandi−Guarna reaction

was thoroughly analyzed, a few years ago by Ochoa et al.,20

using unrestricted density functional theory (UDFT) on a
series of model spirofused isoxazolidines. They analyzed three
alternative reaction paths for the cleavage of the N−O and C−
C bonds, one concerted and two stepwise. The most
energetically favorable was the stepwise mechanism consisting
in the homolytic cleavage of two bonds: first, isoxazolidine N−
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Scheme 1. Thermal Rearrangement of Spirocyclopropane
Isoxazolidines 1 Leading to Tetrahydropyridones 2 and
Enaminones 3

Article

pubs.acs.org/jocCite This: J. Org. Chem. 2019, 84, 6757−6764

© 2019 American Chemical Society 6757 DOI: 10.1021/acs.joc.9b00499
J. Org. Chem. 2019, 84, 6757−6764

D
ow

nl
oa

de
d 

vi
a 

U
N

IV
 D

E
G

L
I 

ST
U

D
I 

D
I 

FI
R

E
N

Z
E

 o
n 

Ja
nu

ar
y 

16
, 2

02
3 

at
 1

0:
03

:1
6 

(U
T

C
).

Se
e 

ht
tp

s:
//p

ub
s.

ac
s.

or
g/

sh
ar

in
gg

ui
de

lin
es

 f
or

 o
pt

io
ns

 o
n 

ho
w

 to
 le

gi
tim

at
el

y 
sh

ar
e 

pu
bl

is
he

d 
ar

tic
le

s.

Appendix C. Supporting data for Chapter 3 C.2. Methods

167



O followed by cyclopropane C−CH2. Both intermediates and
transition states are radicals; therefore, the computational
approach which has to be applied in studying these systems is a
critical aspect.21−25 Performing a comparison with correlated
wavefunction-based methods such as QCISD and CCSD(T)
on the stationary points, Ochoa et al.20 showed that UDFT is
an adequate computational method to analyze the Brandi−
Guarna rearrangement. This computational method has been
applied with success in computational studies of organic
systems containing radicals and in particular of ring-opening
reactions.26,27 Several authors28−33 have shown that UDFT
allows to qualitatively describe chemical reaction mechanisms
involving intermediate radical systems, in agreement with both
experimental data and calculations at a higher level of theory.
This allows us to confidently use the same approach of Ochoa
et al.20 in the present study, aimed at the identification of the
different reaction paths leading to tetrahydropyridone and
enaminone.

2. RESULTS AND DISCUSSION
In the course of the studies by some of us on the synthesis of
bioactive 1,2-dihydroxiindolizidines, the thermal rearrange-
ment of diastereomeric 5-spirocyclopropane isoxazolidines 7a
and 7b was carried out as an entry to the corresponding
indolizidinones 8a and 8b (Scheme 2).9 The thermal

rearrangement of the two optically pure epimeric isoxazoli-
dines 7a and 7b was carried out under the same reaction
conditions (toluene, 170 °C, sealed vial, in a microwave
apparatus; therefore, the reaction occurs at constant volume)
and led to the expected indolizidinones 8a and 8b, in 71 and
25% yields, respectively, along with minor amounts of
enaminone 9 (Scheme 2) in 4 and 18% yields, respectively.34

A similar trend is observed for analogous isoxazolidines
featuring a 3′-ethoxycarbonyl in place of the 3′-hydroxymethyl
group. However, in these cases, the thermal isomerization of
several stereocentres does not allow a clear-cut analysis. It is
worth noting that enaminones are compounds much more
fragile than the corresponding indolizidinones, and hence their
yields could be affected by major loss either during the thermal
process or during the chromatographic purification. The results
show that the substituent at C-3′ on the concave face in 7b
hampers the formation of indolizidinone 8b compared with 7a,
which features the 3′-hydroxymethyl group on the convex face
of the molecule and is converted into indolizidinone 8a in
better yield (71 vs 25%). The other way around happens for
the formation of enaminone 9. In fact, the enaminone is more
abundant when formation of the indolizidinone is disadvan-
taged. Interestingly, when a substituent is lacking on the
isoxazolidine C-3′ carbon as in 10, the formation of an almost

1:1 mixture of the two isomeric rearrangement products,
indolizidinone 11 and enaminone 12, is observed (Scheme
3).35

On the other hand, when C-3′ is a quaternary carbon, such
as in 13 (Scheme 4), the exclusive formation of indolizidinone

16 is observed.36 It cannot be excluded that this result is due to
the buttressing effect of the two C-3′ substituents that coerces
the intramolecular radical coupling in intermediate 15
(Scheme 4).
The different behaviors of the two diastereomers 7a and 7b

suggest a computational study to be performed to verify the
origin of this different reactivity to answer the following
question: is the stereochemical arrangement of the substituent
on the isoxazolidine ring of 7a and 7b able to drive the
rearrangement outcome? The thermal rearrangement of 5-
spirocyclopropane isoxazolidines has been then computation-
ally investigated through the study of model compounds to
elucidate the different paths leading to cyclized products and
enaminones. Starting from the results of ref 20, it was chosen
to extend the calculations to other model molecules, trying to
characterize the reaction path from the reactant to the first
transition state and, in many cases, till the final products that
can be formed. All the calculations have been performed with
the Gaussian 09 suite of programs37 using the unrestricted
B3LYP exchange-correlation functional38,39 along with 6-
31G(d,p) or 6-311++G(d,p) basis sets. All optimizations
have been performed with the following options: “verytight”
convergence criteria,40 the grid for numerical integration was
chosen “ultrafine” and the “guess = (INDO,mix,always)”, and
all stationary points have been verified by performing
frequency calculations. All minima are featured by real normal
modes, whereas the transition states have only one imaginary
normal mode frequency. The transition states have been
adopted as starting points for a series of intrinsic reaction
coordinate (IRC) calculations41 using either the Hessian based
predictor−corrector integrator42,43 or the local quadratic
approximation.44,45 The solvent effect has been taken into
account computing its contribution to the energy of the
stationary points by polarizable continuum model calcula-

Scheme 2. Rearrangement of Isoxazolidines 7a and 7b to
Indolizidinones 8a and 8b and Enaminone 9

Scheme 3. Thermal Rearrangement of Isoxazolidine 10 to
Indolizidinone 11 and Enaminone 12

Scheme 4. Thermal Rearrangement of Isoxazolidine 13 to
Indolizidinone 16
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tions46 adopting toluene as solvent. These calculations have
been performed as a single point on the structures computed at
the UB3LYP/6-311++G(d,p) level of theory. To characterize
the electronic structure rearrangement during the reaction
mechanism, the electron localization has been computed using
the electron localization scheme proposed by Boys47 at the
B3LYP/sdall level of theory. A series of model compounds that
differ for the substituent on the isoxazolidine ring have been
analyzed (Chart 1).

Our results, reported in the Supporting Information,
confirmed those obtained by Ochoa et al.20 Indeed, the
Brandi−Guarna reaction is thermally activated and proceeds,
in the first step, via a homolytic cleavage of the N−O bond that
is followed by the homolytic cleavage of a C−CH2 bond of the
spirofused cyclopropane ring. These two C−CH2 bonds seem
to be equivalent because, on one side, their cleavage energies
result of the same order of magnitude,48 and on the other side,
they have a similar spatial environment. However, their
cleavage can give rise, at least, to two different minimum
energy reaction paths. That is, by labeling as α and β the two
cyclopropane C−CH2 bonds oriented, respectively, below and
above the plane of the molecule, as shown in Chart 1,49 the
cleavage of the α and β bonds triggers two different reaction
paths. It is interesting to note, on the basis of the reactions
reported on the Supporting Information, that the cleavage of
the β bond triggers more easily to the formation of a cyclic
compound independently from the kind of substituents on the
adjacent C atom (C-4 in monocyclic derivatives 17−21, C-3′
in bicyclic isoxazolidines 22−25, see Chart 1, R = H, Me,
CO2H, CO2Et, and CO2Me), and this made us confident on
the choice of the model systems reported in Scheme 5.

In more details, diastereomers 24a and 24b were used as
model systems of compounds 7a and 7b, respectively, and the
two minimum energy reaction paths arising from the cleavage
of the two diastereotopic cyclopropane bonds α and β were
examined. The stationary points have been initially determined
at the UB3LYP/6-31G(d,p) level of theory, and their energies

are reported in Table S10 of the Supporting Information.
These stationary points have been reoptimized also with the
basis set 6-311++G(d,p) as reported in Table S11 of the
Supporting Information. As observed by Ochoa et al.,20 all the
intermediates and transition states are characterized by spin
contamination, and the eigenvalues of ⟨S2⟩ are as large as 1
(Tables S12 and S15), suggesting a strong mixture with the
triplet state. After purification, the value is reduced by an order
of magnitude. The calculations here reported are therefore of a
broken symmetry type,50−52 and this allows us to partially take
into account static correlation other than the dynamical one.
Moreover, the adequacy of this approach for a qualitative, if
not semiquantitative, description has been shown for this kind
of reaction by Ochoa et al.20 who have compared the DFT
results with post HF methods.
The Cartesian coordinates of the optimized structures of

both 24a and 24b at the UB3LYP/6-311++G(d,p) level of
theory are reported in Tables S19 and S20 of the Supporting
Information. The difference in energy between the two
diastereomers is only 7.3 kJ/mol with 24a being slightly
more stable than 24b. The results of an electronic structure
analysis have been collected in Figure 1, where HOMO,

LUMO, and centroids of the Boys orbitals are reported. While
the HOMO is essentially localized on the nitrogen atom, the
LUMO is characterized by a high density on the oxygen and
nitrogen atoms, and practically, no probability at the center of
the N−O bond is observed, suggesting a dissociative state.
This information, along with the Boys centroids, provides a
first insight into the chemical reactivity of the two molecules.
The effects of dispersion interactions on the stationary

points for the reaction path of both 24a and 24b have been
studied performing geometry optimization calculations at the
UB3LYP/6-311++G(d,p) level of theory adding the D3
dispersion corrections proposed by Grimme et al.53 using the
Gaussian 16 suite of programs.54

2.1. Reaction Mechanism: Formation of Indolizidi-
nones 26. The reaction mechanism of the rearrangement is
characterized by a first step, common to all reagents, which
involves the homolytic cleavage of the N−O bond and the
formation of TS1 and TS2. The electronic structure of TS1 is

Chart 1. Molecular Structures of the Studied Models

Scheme 5. Rearrangement Products of Model Isoxazolidines
24a and 24b

Figure 1. (a,b) HOMO, and (c,d) LUMO of 24a and 24b,
respectively; (e,f) centroids of the Boys orbitals with small spheres.
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characterized by the noncoincidence of the centroids related to
α e β electrons along the N−O bond and on the cyclopropane
moiety, as shown in Figure 2. This result is consistent with an

initial homolytic cleavage of the N−O bond.20 This is
particularly evident in Figure 2, where the electronic
rearrangement for the intermediate Int1 is depicted. Moreover,
while the other electrons on the molecule form pairs on the β
bond of the cyclopropane, the two centroids are separated by
∼0.4 Å along the bond, one inside the cycle and the other
outside. A strong separation is also observed on the α bond,
where only one electron lies on the line connecting the two
carbon atoms and the other is moved very close to C-2′. The
electronic structure characterization of Int1 is important
because the reaction path can now proceed along two different
paths with the opening of the cyclopropane ring. Two different
minimum reaction paths can be obtained, depending on the
cleavage of the β or α bond for both 24a and 24b. The
mechanism of formation of the tetrahydropyridones 2 is the
same for both spirofused bicyclic isoxazolidines 24. This result
is confirmed by the electronic structure and vibrational
properties of the equilibrium geometries and transition states
obtained from the calculations and summarized in Figure 3.
Starting from the molecular structure of the transition state, it
has been verified that the nearest minima on the reaction path
are reached by an IRC calculation. Although both the energy
and the imaginary frequencies of the first transition state are
slightly different in the reactions involving compounds 24a and
24b, as shown in Table 1, the electronic distribution is almost
the same as confirmed by the Boys centroids analysis.

The stationary point TS2 is reached from Int1. It can be
noted from Figure 2 that the CO bond is oriented on the
opposite side with respect to the nitrogen, while the three
centroids on nitrogen are very similar to those of Int1. More
interesting is the electronic rearrangement occurring in the
cyclopropane and CO moieties. Only one centroid, closer to
C-2 (∼0.7 Å), is present along the β bond. The other centroid
is moved on the CO bond that now has three centroids: a pair
and an isolated one that is slightly closer to C-2′. A pair and

Figure 2. Minima and transition states of 24a and 24b reactions
leading to the formation of indolizidinones 26a and 26b, respectively.
Green and orange centroids refer to β and α spins.

Figure 3. Reaction energy profiles related to the indolizidinone
formation, at the UB3LYP/6-311++G(d,p) level of theory, from (a)
24a and (b) 24b, with a dashed red line are connected the relative
energies of the stationary points computed with the dispersion
correction.53 The lines are guides for the eyes. Reaction mechanism:
formation of enaminone 27.

Table 1. Difference in Energy in kJ mol−1 with (ΔEPCM) and
without the Solvent Effect (ΔE) of the Stationary Points
along the Reaction Paths from 24 to 26a

stationary
points ΔEPCM ΔE ΔEdisp freq freqdisp

24a 24a 0.0 0.0 0.0
TS1 117.4 119.5 117.1 −209.2 −233.9
Int1 102.8 105.2 100.0
TS2 104.2 106.7 101.3 −338.2 −331.0
26a −236.0 −224.1 −239.4

24b 24b 0.0 0.0 0.0
TS1 113.2 115.4 113.5 −266.4 −280.3
Int1 85.7 88.4 85.4
TS2 87.6 90.4 87.2 −343.0 −337.9
26b −247.0 −244.3 −250.1

aFor comparison is reported the difference in energy computed with
dispersion corrections53 (ΔEdisp). The imaginary frequencies of the
transition states are reported in cm−1, computed with (freqdisp) and
without (freq) the dispersion corrections. All the calculations have
been performed at the UB3LYP/6-311++G(d,p) level of theory.
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three centroids on the opposite side equispaced are located on
the oxygen. The system evolves along the minimum reaction
path toward the final product, which is characterized by all
paired electrons, as shown in Figure 2. The reaction of 24b
follows the same mechanism as confirmed by the electronic
structure rearrangement in Figure 2. As reported in Table 1,
the effect of the solvent, computed by PCM, on the stationary
points is less than 3 kJ mol−1 except for the final product 26a
that shows a difference of ∼12 kJ mol−1. Therefore, the
qualitative description of the formation mechanism of the
indolizidones is not affected by the presence of toluene as
solvent. Selected calculations have been performed to evaluate
the contribution of the dispersion interactions on the
optimized structure at the UB3LYP/6-311++G(d,p) level of
theory. These results are reported in the Supporting
Information (Tables S14 and S16), showing that their effect
is similar, as an order of magnitude, to the solvent contribution
computed with the PCM method.
To analyze in more detail the effect of the dispersion

interactions all the stationary points have been optimized
adding the dispersion corrections,53 obtaining the same
reaction profile. A lowering of the energy variation between
the reactants (24a and 24b) and the transition states (TS1 and
TS2) and the intermediate (Int1) and a stronger stabilization
(∼15 kJ mol−1) of the products (26a and 26b) are observed, as
expected because of the compact shape of the indolizidinones.
The reaction path involving the α bond cleavage in Int1 and

leading to the formation of the enaminone requires a different
description for the 24a and 24b reactants as reported in Figure
4 and Table 2. In fact, while the first two steps of the reactions
are similar, the TS3 energy is different due to a different
reaction path. The shift of a proton occurs in the third step
(TS3) of the rearrangement of isomer 24a and in the fourth
step (TS4) in the case of 24b as shown in Figures 5 and 6.

Regarding the reaction of 24a leading to enaminone 27, the
second step is characterized by the homolytic cleavage of the α

Figure 4. Reaction energy profiles related to the indolizidinone
formation, at the UB3LYP/6-311++G(d,p) level of theory, from (a)
24a and (b) 24b, with a dashed red line are connected the relative
energies of the stationary points computed with the dispersion
correction.53 The lines are guides for the eyes.

Table 2. Difference in Energy in kJ mol−1 with (ΔEPCM) and
without the Solvent Effect (ΔE) of the Stationary Points
along the Reaction Paths from 24 to 27a

stationary
points ΔEPCM ΔE ΔEdisp freq freqdisp

24a 24a 0.0 0.0 0.0
TS1 117.4 119.5 117.1 −209.2 −233.9
Int1 102.8 105.2 100.0
TS2 103.6 106.8 101.8 −344.1 −352.9
Int2 48.9 51.1 46.5
TS3 59.1 62.7 61.4 −54.0 −56.5
Int3 48.4 53.2 48.0
TS4 51.1 54.9 54.5 −167.7 −127.4
Int4 −241.7 −238.9 −240.2
TS5 −22.2 −13.3 −10.4 −1781.5 −1777.5
27 −265.7 −259.7 −256.3

24b 24b 0.0 0.0 0.0
TS1 113.2 115.4 113.5 −266.4 −280.3
Int1 85.7 88.4 85.4
TS2 86.0 89.3 86.4 −316.7 −321.8
Int2 35.6 37.7 35.6
TS3 118.7 121.0 121.0 −1739.8 −1800.1
Int3 −24.2 −19.1 −19.1
TS4 38.4 44.8 47.7 −1642.0 −1634.1
27 −266.3 −259.3 −257.0

aFor comparison is reported the difference in energy computed with
dispersion corrections53 (ΔEdisp). The imaginary frequencies of the
transition states are reported in cm−1, computed with (freqdisp) and
without (freq) the dispersion corrections. All the calculations have
been performed at the UB3LYP/6-311++G(d,p) level of theory.

Figure 5. Minima and transition states of the reaction of 24a leading
to the formation of enaminone 27.
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bond in the cyclopropane moiety. The reaction evolves toward
Int2 through a structural rearrangement with the nitrogen and
oxygen atoms at longer distance and subsequently through a
rotation in TS3, as shown in Figure 5. The terminal CH2 group
obtained by the cleavage of the α bond interacts with the
hydrogen atom initially bonded to C-3a′ to obtain a terminal
methyl group. Finally, the enaminone is obtained through
isomerization of the imine to enamine. As in the case of 24a,
the epimeric 24b is converted into enamine 27 through the
homolysis of the cyclopropane α bond. However, the reaction
occurs through a different sequence with respect to those
discussed in the previous section as shown in Figure 5. As
observed in the case of the reaction of 24a, the second
transition state and third stationary point (TS2 and Int2) are, in
sequence, the α bond breaking and a structural rearrangement
of the CH2−CH2• moiety, as shown in Figures 5 and 6. The
main difference with the rearrangement of 24a stems in the
transition state TS3 (see Figure 6), which is characterized by a
hydrogen atom shift, leading to the formation of the CH2−
CH3 group. The nitrogen atom interacts with the hydrogen
atom of C-3a′ giving rise to the formation of an imine
intermediate (Int3) that isomerizes to enaminone 27. It is to be
noted that for 24a, TS1 is not the highest barrier along the
reaction path. At this level of theory, the highest barrier is TS3
as reported in Table 2. Considering toluene as implicit solvent,
also in the case of enaminone formation, the overall energy
profile is not modified appreciably, as shown in Table 2.
However, the role of the solvent can be relevant on the
dynamics of the reaction in the experimental conditions. In
fact, the transformation is characterized by many stationary
points and involves a much more complex structural
rearrangement to reach the elongated enaminone structure
than to obtain the pyridone.
Also for these reaction paths, the effects of the dispersion

correction have been investigated, and the energy of the
stationary points is reported in Table 2. In this case, the effect
of the dispersion is to slightly increase the energy of the
product 27 relative to the reactants (24a and 24b). As shown
in Figure 4, the energy profiles with and without the dispersion
correction are almost indistinguishable.

3. CONCLUSIONS
The stationary points for the Brandi−Guarna rearrangement of
the spirofused bicyclic isoxazolidines 24 into indolizidinones
26 and enaminone 27 have been characterized at the
UB3LYP/6-311++G(d,p) level of theory. The rearrangement
occurs through an initial homolysis of the isoxazolidine N−O
bond followed by the cleavage of a cyclopropane C−CH2
bond. The main result of the present study is that two different
pathways branch off from the first intermediate Int1 in both
24a and 24b. One path involves the cleavage of the a
cyclopropane bond and leads to enaminone 27, while the other
that features the cleavage of the β bond ends up with
indolizidinone 26 formation. This finding proves that the
outcome of the rearrangement does not depend on a late step,
such as higher or lower propensity to close the six-membered
ring, but on the second step, that is, on the competitive
cleavage of the diastereotopic α and β bonds of the
cyclopropane ring. It is interesting to note that the pathways
leading to enaminones require a larger number of steps with an
increase of the spanned space. This can be important in the
condensed phase at the experimental conditions. We can
therefore hypothesize that at constant volume conditions and
in the presence of the solvent, the yield of enaminones is lower
than that of indolizidinones because of more complex reaction
paths involving large rearrangements that can be made less
probable by the presence of the solvent molecules. It is to be
noted that the calculations predict a strong decrease in energy
from the last transition state to the product for all the reaction
paths reported. This energy can be dissipated by interaction
with the solvent, but it can be also accumulated initially in the
vibrational degrees of freedom, and this can reduce the
percentage of enaminone that can be obtained experimentally
because it is a more fragile compound. We can also notice that
the curvature of the energy profile at the transition state
involving the H-shift is very high, and nuclear quantum effects
can be important in this reaction step.55 Despite the differences
among the energy barriers of the four calculated pathways
being negligible, the study gives a clear description of the
reaction mechanism. The sterical effect exerted by the
substituent is involved in the selective cleavage of one of the
two cyclopropane bonds with the cleavage of the β bond
leading to the formation of the pyridone product.
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C.; Tassaing, T. DFT Investigation of the Reaction Mechanism for
the Guanidine Catalysed Ring-opening of Cyclic Carbonates by
Aromatic and Alkyl-amines. RSC Adv. 2017, 7, 18993−19001.
(34) The enaminone product, in this particular case, derives from
the primary enaminone by CH2O moiety extrusion (see ref 14).
(35) Brandi, A.; Cicchi, S.; Cordero, F. M.; Frignoli, R.; Goti, A.;
Picasso, S.; Vogel, P. Assignment of the Absolute Configuration of

The Journal of Organic Chemistry Article

DOI: 10.1021/acs.joc.9b00499
J. Org. Chem. 2019, 84, 6757−6764

6763

Appendix C. Supporting data for Chapter 3 C.2. Methods

173



Natural Lentiginosine by Synthesis and Enzymic Assays of Optically
Pure (+) and (-)-enantiomers. J. Org. Chem. 1995, 60, 6806−6812.
(36) Zorn, C.; Anichini, B.; Goti, A.; Brandi, A.; Kozhushkov, S. I.;
de Meijere, A.; Citti, L. Studies on the Synthesis of Aza Analogues of
Illudins by Cycloadditions to Highly Strained Methylenecyclopro-
panes. J. Org. Chem. 1999, 64, 7846−7855.
(37) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Mennucci,
B.; Petersson, G. A. ; et al. Gaussian 09, Revision C.01; Gaussian Inc.:
Wallingford CT, 2010.
(38) Becke, A. D. Density Functional Thermochemistry. III: The
Role of Exact Exchange. J. Chem. Phys. 1992, 97, 9173−9177.
(39) Lee, C.; Yang, W.; Parr, R. G. LYP Gradient-Corrected
Functional. Phys. Rev. B: Condens. Matter Mater. Phys. 1988, 37, 785−
789.
(40) threshold in atomic units: maximum force = 2 × 10−6, rms
force = 1 × 10−6, maximum displacement = 6 × 10−6 and rms
displacement = 4 × 10−6.
(41) Page, M.; Doubleday, C.; McIver, J. W., Jr Following Steepest
Descent Reaction Paths. The Use of Higher Energy Derivatives with
Ab Initio Electronic Structure Methods. J. Chem. Phys. 1990, 93,
5634−5642.
(42) Hratchian, H. P.; Schlegel, H. B. Using Hessian Updating to
Increase the Efficiency of a Hessian Based Predictor-Corrector
Reaction Path Following Method. J. Chem. Theory Comput. 2005, 1,
61−69.
(43) Hratchian, H. P.; Schlegel, H. B. Accurate Reaction Paths Using
a Hessian Based Predictor−Corrector Integrator. J. Chem. Phys. 2004,
120, 9918−9924.
(44) Page, M.; McIver, J. W., Jr On Evaluating the Reaction Path
Hamiltonian. J. Chem. Phys. 1988, 88, 922−935.
(45) Page, M.; Doubleday, C.; McIver, J. W., Jr Following Steepest
Descent Reaction Paths. The Use of Higher Energy Derivatives with
Ab Initio Electronic Structure Methods. J. Chem. Phys. 1990, 93,
5634−5642.
(46) Tomasi, J.; Mennucci, B.; Cammi, R. Quantum Mechanical
Continuum Solvation Models. Chem. Rev. 2005, 105, 2999−3094.
(47) Boys, S. F. Construction of Some Molecular Orbitals to Be
Approximately Invariant for Changes from One Molecule to Another.
Rev. Mod. Phys. 1960, 32, 296.
(48) Briccolani-Bandini, L. Brandi Reaction, a Computational Study,
M. Sc. thesis, Universita ̀ di Firenze (IT), 2016.
(49) In bicyclic isoxazolidines 22−25 the cyclopropane bond is on
the same side as the bridgehead C−H bond.
(50) Perdew, J.; Savin, A.; Burke, K. Escaping the Symmetry
Dilemma through a Pair-Density Interpretation of Spin-Density
Functional Theory. Physical Review A: Atomic, Molecular, and Optical
Physics 1995, 51, 4531−4541.
(51) Jacob, C. R.; Reiher, M. Spin in Density-Functional Theory. Int.
J. Quantum Chem. 2012, 112, 3661−3684.
(52) Kraka, E.; Cremer, D. Enediynes, Enyne-allenes, their
Reactions, and Beyond. Wiley Interdiscip. Rev.: Comput. Mol. Sci.
2014, 4, 285−324.
(53) Grimme, S.; Antony, J.; Ehrlich, S.; Krieg, H. A Consistent and
Accurate Ab Initio Parametrization of Density Functional Dispersion
Correction (DFT-D) for the 94 Elements H-Pu. J. Chem. Phys. 2010,
132, 154104.
(54) Frisch, M. J.; Trucks, G. W.; Schlegel, H. B.; Scuseria, G. E.;
Robb, M. A.; Cheeseman, J. R.; Scalmani, G.; Barone, V.; Petersson,
G. A.; Nakatsuji, H.; et al. Gaussian 16, Revision B.01., 2016; Gaussian
Inc: Wallingford CT.
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a b s t r a c t

Hypothesis: The study of Amorphous Calcium Phosphate (ACP) has become a hot topic due to its rele-
vance in living organisms and as a material for biomedical applications. The preparation and character-
ization of Mg-substituted ACP nanoparticles (AMCP) with tunable Ca/Mg ratio is reported in the present
study to address the effect of Mg2+ on their structure and stability.
Experiments: AMCPs particles were synthesized by precipitation of the precursors from aqueous solu-
tions. The particles were analyzed in terms of morphology, crystallinity, and thermal stability, to get a
complete overview of their physico-chemical characteristics. Computational methods were also
employed to simulate the structure of ACP clusters at different levels of Mg2+ substitution.
Findings: Our results demonstrate that AMCP particles with tunable composition and crystallinity can be
obtained. The analysis of the heat-induced crystallization of AMCP shows that particles’ stability depends
on the degree of Mg2+ substitution in the cluster, as confirmed by computational analyses. The presented
results shed light on the effect of Mg2+ on ACP features at different structural levels and may be useful
guidelines for the preparation and design of AMCP particles with a specific Ca/Mg ratio.
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1. Introduction

Amorphous Calcium Phosphate (ACP) is particularly relevant
among the different forms of Calcium Phosphate (CaP) present in
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nature and in living organisms [1]. Given its chemical and struc-
tural versatility, ACP has a dramatic biological importance as a
transient intermediate in the formation of the apatitic inorganic
matrix of bones and teeth and in the formation of other types of
functional structures such as casein micelles, calciprotein particles
and amorphous nanoparticles in the small intestine [2]. Despite its
amorphous nature, ACP displays a short-range order corresponding
to the so-called ‘‘Posner’s Cluster” Ca9(PO4)6 [3], which is thermo-
dynamically unstable and spontaneously converts into a crystalline
form of CaP, such as hydroxyapatite (HA, Ca10(PO4)6(OH)2), brush-
ite (CaHPO4�2H2O) or octacalcium phosphate (Ca8(HPO4)2(PO4)4-
�5H2O) [4]. The intrinsically metastable and dynamic nature of
ACP and, in general, of amorphous materials, makes them very ver-
satile and attractive for several applications in the biomedical field,
including drug delivery [5–7], dentistry [8,9] and bone regenera-
tion [10,11].

Notwithstanding the importance of pure ACP, the role that Mg2+

exerts on ACP features and stability is receiving considerable atten-
tion from the scientific community, due to the key functions
exerted in biological organisms. On the average, an adult human
body contains about 24 g of Mg2+, about half stored in bone tissue
[12]. Magnesium levels in our organism are tightly controlled, in
order to prevent the multiple pathologic situations caused by its
deficiency, such as low bone mass, reduced bone growth, osteo-
porosis and increased skeletal fragility [13–15]. Besides Mg2+ role
in cellular metabolism [16] and bone formation [17], it has recently
emerged that in vivo its interaction with ACP results in the forma-
tion of AMCP (Amorphous Magnesium Calcium Phosphate) parti-
cles both in the small intestine [18] and in enamel [19,20].

Long before the full recognition of the biological importance of
Mg2+ interplay with ACP, its effect on the formation and crystalliza-
tion of CaP was thoroughly investigated starting from the sixties
[21–29]. In a seminal study from Boskey and Posner, the conver-
sion kinetic of ACP to HA in the presence of Mg2+ was investigated,
revealing that an increase in Mg/Ca ratio from 0 to 0.04 extends the
amorphous phase’s lifetime, from 4 to 9 times depending on the
temperature [21]. The stabilizing effect of Mg2+ was ascribed to a
decrease in the solubility of ACP, while other authors suggest that
the formation of Mg-phosphate complexes is responsible for the
enhancement of the amorphous’ lifetime [22]. As an alternative
mechanism for the stabilization, Abbona and Baronnet hypothesize
that the initial Mg2+ substitution for Ca2+ in Posner’s clusters
induces mechanical strains and hinders HA nucleation, in addition
to the effect due to Mg2+ adsorption onto the surfaces of ACP and of
apatite crystallites [26]. Despite the large number of studies car-
ried out from the sixties, the role that Mg2+ exerts on ACP is still
an open issue [30–37]. Yang et al. suggested that the formation
of Mg-phosphate ion pairs reduces the thermodynamic driving
force for ACP nucleation and the subsequent crystallization to HA
[30], while others proposed that Mg2+ might also have an effect
in increasing HA’s solubility [33]. A study by Ding et al. addressed
the effect of Mg2+ ions on the different stages of HA precipitation
from ACP, which can either be adsorbed or incorporated into the
ACP precursor particles [31]. Other investigations took advantage
of combined experimental-computational approaches to tackle
this issue [32]. However, the studies conducted so far are not able
to shed light on the role of Mg2+ in the stabilization of the amor-
phous phase, likely resulting from multiple simultaneous mecha-
nisms with implications in the in vivo biomineralization processes.

It is important to point out that Mg2+ role is meaningful not only
for the crystallization pathway of ACP, but also for the structural
features of the amorphous phase itself, as Mg2+ can be incorpo-
rated in the amorphous cluster to form AMCP particles. Few
reports describe the preparation of AMCPs with different Ca/Mg
ratio [24,38], sometimes coupled with the study of their evolution
in simulated body fluids [39,40]. However, little attention is

devoted to the characterization of the features of the different
amorphous phases, and to the understanding of the Ca2+ ions sub-
stitution in the amorphous cluster. The control of AMCP particles
with tailored Ca/Mg ratio and the knowledge of their structural
features is of fundamental importance to prepare particles with
predetermined stability, to be used in several applications as the
treatment of dentin hypersensitivity [41,42], as well as to repro-
duce the endogenous nanoparticles present in the small intestine
[43].

The aim of this study is the investigation of the variation of the
Ca/Mg ratio and the total cations concentration on the properties of
the precipitated amorphous phases. A systematic analysis was con-
ducted by performing 15 different syntheses in which the concen-
trations of the reacting solutions were varied to test 5 different Ca/
Mg ratios (0.4, 0.7, 1, 2 and 3), each at 3 different Mg2+ concentra-
tions (10, 50 and 100 mM). The obtained particles were analyzed in
terms of crystallinity, morphology, elemental composition, and
thermal stability, while computational approaches were used to
gain insights into the structure of these particles at the atomic
level, disclosing new insights into the role of Mg2+ substitution in
ACP.

2. Materials and methods

2.1. Materials

Calcium chloride (CaCl2, �93%), Magnesium chloride hexahy-
drate (MgCl2�6H2O, �99%), Sodium chloride (NaCl, �99%) and
NaOH pellets (�99%) were purchased from Sigma-Aldrich (Milan,
Italy). Sodium phosphate monobasic (NaH2PO4�H2O, �99%), and
sodium phosphate dibasic (Na2HPO4�12H2O, �99%) were obtained
from Carlo Erba Reagents (Milan, Italy). Milli-Q grade water (Milli-
pore, resistivity 18.2 MO�cm at 25 �C) was used during all the
experiments.

2.2. Preparation of AMCP

AMCPs were prepared by precipitation from aqueous solution,
according to a method readapted from the literature [24]. 10 mL
of solution A (from A1 to A15, see Table 1) were mixed with
10 mL of solution B (150 mM Na2HPO4�12H2O + 50 mM NaH2PO4-
�H2O), at 37 �C. Immediately after mixing, the pH was adjusted at
7.40 by means of 1 M NaOH. It was observed that the higher the
concentration of the reactants used, the higher the turbidity of
the reacting medium. After 15 min of reaction, the particles were
collected by means of filtration, using a Millipore vacuum filtration
system equipped with mixed cellulose esters filters (Millipore,
pore size 0.45 lm). Immediately after filtration, the filters were
placed in plastic test tubes and frozen in liquid nitrogen. The pow-
ders were then freeze-dried for 24 h, at �55 �C and ~30 mTorr (Vir-
Tis BenchTop freeze-dryer, NY, USA) and stored in the freezer
(�18 �C), tightly closed to prevent any influence from environmen-
tal humidity [11].

2.3. Characterization techniques

2.3.1. X-ray diffraction (XRD)
XRD patterns were collected using a D8 Advance with DAVINCI

design (Bruker, Milan, Italy), using as X-ray source the Cu Ka radi-
ation (wavelength k = 1.54 Å), at 40 kV and 40 mA, a 2h range of
10�–50�, a step size of 0.03�, and a time/step of 0.3 s. Samples were
grinded with agate mortar and pestle and flattened onto a Si zero-
background sample holder. Peaks were assigned using the Powder
Diffraction Files (PDF) of the ICDD database (International Centre
for Diffraction Data).
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Scherrer equation (Eq. (1)) was used to calculate the crystalline
domain size (D, nm):

D ¼ jk
bcosðhÞ ðEq:1Þ

where j is the Scherrer constant, typically considered 0.9, k is the
X-Ray wavelength (nm), b is the FWHM (Full Width at Half Maxi-
mum) in radians and h is the diffraction angle in radians [44]. The
FWHM were obtained from the Multi-Peak Fitting routine of the
software IgorPro, considering a logcubic function as baseline.

2.3.2. Attenuated total reflectance – fourier transform infrared
spectroscopy (ATR-FTIR)

ATR-FTIR spectra on the freeze-dried samples were acquired by
means of a Nexus Thermo-Nicolet 870 FT-IR spectrophotometer
(Madison, WI, USA) equipped with a MCT detector and a Golden
Gate. The spectra were collected in the 4000–650 cm�1 range, with
128 scans and resolution 2 cm�1

.

2.3.3. Field emission-scanning electron microscopy (FE-SEM)
FE-SEM micrographs were collected by means of a Zeiss RIGMA

FE-SEM (Carl Zeiss Microscopy GmbH, Jena, Germany). The pow-
ders were placed over aluminum stubs by means of conductive
tape. The use of a Field Emission source, together with a low accel-
erating voltage (2 kV), a reduced sample-detector distance (~2
mm) and the In-Lens detector allowed for the imaging of non-
conductive samples at high magnification. The size distribution
curves were obtained with the software ImageJ by measuring
about 200 particles per sample.

2.3.4. Inductively coupled plasma-atomic emission spectrometry (ICP-
OES)

The amount of phosphorous in the samples was determined in
triplicate by means of an Agilent 720-ES Inductively Coupled
Plasma Atomic Emission Spectrometer (ICP-OES) equipped with a
pneumatic nebulizer and a cyclonic spray chamber. Before the
analyses, about 1.0 mg of each sample was dissolved in 10 mL of
HCl, brought to 10 mL with ultrapure water and added with
1.0 ppm of Ge, used as an internal standard to correct any matrix
effect. The calibration lines were obtained by preparing the stan-
dard solutions starting from commercial standards certified at
1000 ppm. Ge line used for the correction was at 209.426 nm. After
each measurement, the system was washed with a 2% HNO3

solution.

2.3.5. Ionic chromatography
The amount of calcium, magnesium and sodium was deter-

mined by means of ionic chromatography using a Thermo Dionex

ICS-1000 ion chromatograph with a CG-12A guard column and a
CS-12A analytical column. The same solutions prepared for ICP-
OES measurements were analyzed. An electrochemical suppres-
sion of the background conductivity with a current of 160 mA
was used, together with an injection loop of 25 mL with a conduc-
tivity detector. The element used for the separation was H2SO4

23 mM. The calibration lines of the individual ions were con-
structed for subsequent dilutions starting from standard certified
solutions at 1000 ppm.

For both ICP-OES and ionic chromatography, to evaluate the
reproducibility of the results, on selected samples the measure-
ments were conducted on 3 specimens prepared by repeating the
same synthesis three times. In all cases, the standard deviation of
the three measurements lead to atomic ratios uncertainties <0.1.

2.3.6. Simultaneous thermogravimetry/differential scanning
calorimetry (SDT)

Thermal analysis was conducted with a SDT Q600 from TA
Instruments (New Castle, DE, USA), which allows for the simulta-
neous monitoring of the weight loss signal (TGA curve) and the
heat flow profile (DSC curve). Samples were placed in an alumina
pan and measured in N2 atmosphere (flow rate 100 mL/min) from
room temperature to 1000 �C, at 10 �C/min. The crystallization T is
expressed as average ± standard deviation of 3 measurements con-
ducted on 3 replicas of each synthesis.

2.3.7. Computational details
To investigate the structural properties of selected magnesium

and calcium phosphate clusters, DFT calculations have been per-
formed at the B3LYP/6-31G(d) level of theory with the Gaussian
suite of programs [45] using tight criteria. The initial molecular
structure has been obtained by optimizing the atomic positions
of a brushite crystal (Fig. S1) with the CP2K suite of programs
[46]. The crystal structure calculations have been performed with
the Quick Step module employing the LDA exchange and correla-
tion functional within the Padé approximation [47]. The wave
functions for each atomic species have been described through a
DZVP-MOLOPT basis set [48], whereas the electron density has
been represented with a plane wave expansion with a 340 Ry cut-
off. The supercell is made up by 3 � 1 � 3 unit cells. The calcula-
tions show a complete agreement between the computed and
experimental structure [49]. Moreover, two phosphate ions have
been hydrogenated according to the experimental results (see
the characterization of the obtained particles in the Results sec-
tion) and some calcium ions have been progressively replaced by
magnesium ions, as summarized in Table 2, where the chemical
compositions of the studied clusters are collected. In the Table,
the simulated clusters are identified as An’, where the presence

Table 1
Composition of the solutions used for the syntheses.

Sample CaCl2 [mM] MgCl2 [mM] NaCl [mM] Ca/P Mg/P Ca/Mg

A1 4 10 135 0.02 0.05 0.4
A2 20 50 135 0.1 0.25 0.4
A3 40 100 135 0.2 0.5 0.4
A4 7 10 135 0.035 0.05 0.7
A5 35 50 135 0.175 0.25 0.7
A6 70 100 135 0.35 0.5 0.7
A7 10 10 135 0.05 0.05 1
A8 50 50 135 0.25 0.25 1
A9 100 100 135 0.5 0.5 1
A10 20 10 135 0.1 0.05 2
A11 100 50 135 0.5 0.25 2
A12 200 100 135 1 0.5 2
A13 30 10 135 0.15 0.05 3
A14 150 50 135 0.75 0.25 3
A15 300 100 135 1.5 0.5 3
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of the apex indicates a chemical composition of the cluster close to
that obtained in the synthesized samples An (Table 3 in the Results
and Discussion section). The ‘‘N_Ca” or ‘‘N_Mg” label indicates the
number of Ca or Mg ions present in the simulated cluster,
respectively.

The optimized structures have been subsequently analyzed to
obtain information on the distances between the oxygen atoms
and metal ions. The interaction energy between one selected
Mg2+ ion and the remaining cluster has been calculated with the
counterpoise correction method [50,51].

3. Results and discussion

3.1. Crystallinity

The synthesized particles were analyzed by means of X-Ray
Diffraction, in order to assess their amorphous nature. The diffrac-
tograms, reported in Fig. 1, reveal that in almost all cases the for-
mation of completely amorphous particles is achieved, as
confirmed by the hump at ~30� that is the fingerprint of amor-
phous calcium phosphates [52,53]. On the other hand, samples
A12, A14 and A15 also display sharp diffraction peaks which reveal
the presence of brushite (CaHPO4�2H2O, dicalcium phosphate dihy-
drate); this is particularly evident for the A15 sample, prepared
with the highest Ca2+ concentration. The average crystallite size
for brushite crystals, calculated using the Scherrer equation (Eq.
(1)), is (61 ± 11) nm for A12, (60 ± 16) nm for A14 and (65 ± 15)
nm for A15: these results suggest that no modifications in the crys-
tallite size of brushite occur due to the different synthetic condi-
tions. It is worth noting that despite the 7.40 pH used for the
synthesis, the relatively acidic phase brushite is formed, due to
the presence of Mg2+ ions in solution, which strongly hinder the

formation of hydroxyapatite [4]. The small peaks at 31.7� and
45.5� in samples A11, A14, A6, A9, A12 and A15 are compatible
with residual NaCl from the synthetic medium (average crystallite
size of NaCl: 41 ± 15 nm).

The findings from XRD analysis were corroborated by ATR-FTIR
analysis: the spectra for all samples are reported in Fig. S2 in the
Supplementary Material. The spectra for A1, representative of
amorphous samples, and A15, representative of brushite, are
shown in Fig. 2. All spectra, except A15, display vibrational peaks
characteristic of amorphous phosphates, namely: i. broad band at
3400–2600 cm�1 due to water’s OAH stretching; ii. peak at
1653 cm�1 due to water bending; iii. intense peak at about
1000 cm�1 due to phosphate stretching and iv. peak at 877 cm�1

due to HAO(P) stretching in HPO4
2� ions [11,23,52]. The A15 spec-

trum presents the characteristic sharp and defined peaks typical of
brushite [54,55].

XRD and FTIR analyses show that the final product can be pure
amorphous particles or a mix of amorphous particles and brushite
crystals, depending on the initial concentration and Ca2+ and Mg2+

ratio used in the synthesis.

3.2. Morphology

The morphology of the synthesized particles was investigated
by means of scanning electron microscopy: the micrographs of
A1 and A15 are reported as an example in Fig. 3A and B, respec-
tively, whereas a complete overview of all the samples can be
found in Figs. S3 and S4. The nano-sized amorphous particles pre-
sent spherically shaped particle units that aggregate. The size dis-
tribution curves (see the insets in Fig. S3) show that the single unit
constituting the aggregate is polydisperse with an average diame-
ter from about 40 nm to 80 nm. Despite the large polydispersity,

Table 2
Different Ca/Mg, Ca/P and Mg/P ratios for the analyzed Posner’s clusters. Four different arrangements have been chosen for each sample.

Simulated clustery Ca/Mg Ca/P Mg/P N_Cayy N_Mgyyy

Ca0 0 0 1.5 0 9
A00 0.12 0.16 1.33 1 8
A30 0.5 0.5 1 3 6
A60 0.8 0.66 0.83 4 5
A10 2 1 0.5 6 3
A70 3.5 1.16 0.33 7 2
Mg0 0 1.5 0 9 0

y Simulated clusters are identified with the An’ label, which indicates an elemental composition close to the synthesized An samples. The simulated clusters Ca0 and Mg0 refer
to clusters containing only Mg or Ca atoms, respectively.
yy Number of Ca atoms in the simulated cluster.
yyy Number of Mg atoms in the simulated cluster.

Table 3
Elemental ratios of the particles as obtained by means of ICP-OES and ionic chromatography. The error associated to each ratio is < 0.1 (see Section 2.3.5).

Ca/Mg Ca/P Mg/P (Ca + Mg)/P Na/P

A1 2.13 0.82 0.38 1.20 0.24
A2 0.97 0.60 0.62 1.23 0.29
A3 0.63 0.45 0.71 1.17 0.29
A4 2.62 0.87 0.33 1.21 0.23
A5 1.39 0.65 0.47 1.12 0.27
A6 0.95 0.58 0.62 1.20 0.30
A7 3.11 0.92 0.30 1.21 0.25
A8 1.68 0.75 0.44 1.19 0.29
A9 1.38 0.74 0.54 1.27 0.30
A10 4.07 0.97 0.24 1.21 0.23
A11 2.46 0.87 0.35 1.22 0.27
A12* 2.48 0.96 0.39 1.35 0.26
A13 5.42 1.02 0.19 1.21 0.26
A14* 3.65 0.93 0.26 1.19 0.25
A15* 7.81 1.16 0.15 1.31 0.20

* Samples also containing brushite.

R. Gelli, L. Briccolani-Bandini, M. Pagliai et al. Journal of Colloid and Interface Science 606 (2022) 444–453

447

C.2. Methods Appendix C. Supporting data for Chapter 3

178



the data reported in Fig. S3 show that the dimension of the single
units decreases when the total concentration of Ca2+ and Mg2+ is
increased with respect to phosphate at a given Ca/Mg ratio, in
agreement to the nucleation and growth theory [56].

In addition to amorphous aggregates, samples A12, A14 and
A15 display well-defined platelets typical of well-crystalline
brushite (see Figs. S4 and Fig. 3B), in agreement with XRD findings.

3.3. Elemental composition

The elemental composition of the particles was investigated by
means of ICP-OES (for the quantification of P) and ionic chromatog-
raphy (for the quantification of Ca, Mg and Na). The atomic ratios
are reported in Table 3 and Fig. S5, while the Ca/Mg ratio as a func-
tion of the Ca/Mg ratio used in the synthesis of the particles is
shown in Fig. 4.

The Ca/Mg in the precipitated particles is always higher than
that of the solutions used to prepare them, suggesting the prefer-
ential incorporation of Ca2+ with respect to Mg2+, which is related
to the lower solubility of CaPs with respect to MgPs [57]. In any
case, we observe that an increase in the Ca/Mg ratio of the syn-
thetic solutions always corresponds to an increase in the Ca/Mg

ratio of the precipitated particles. Moreover, for a given Ca/Mg
ratio the amount of Ca2+ incorporated in the particles is higher in
the more diluted regimes. The Ca/Mg ratio of samples containing
brushite is not a reliable guess of the composition of the amor-
phous particles, as the presence of brushite crystalline phase (con-
taining only Ca2+) induces an overestimate of the Ca/Mg ratio
(samples A12, A14 and A15, marked with a * in Fig. 4) especially

Fig. 1. XRD patterns of the synthesized particles. (A) [Mg2+] = 10 mM series, (B) [Mg2+] = 50 mM series, (C) [Mg2+] = 100 mM series. All diffractograms correspond to AMCP,
except for A12, A14 and A15 which also contain CaHPO4�2H2O (brushite, PDF: 09-0077, circle markers). The triangular markers correspond to NaCl crystals (halite, PDF: 01-
0993). Diffractograms are offset for display purposes.

Fig. 2. ATR-FTIR spectra of A1 (top, red curve) and A15 (bottom, blue curve).

Fig. 3. (A) FE-SEM micrograph of sample A1, showing AMCP particles; (B) FE-SEM
micrograph of sample A15, which shows the presence of AMCP together with
brushite platelets. In the insets, high magnification micrographs are shown.
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for A15, which is the most crystalline sample (see Fig. 1C). It is
interesting that above a certain Ca/Mg threshold ([Mg2+] = 50 mM)
an increase in the total cations amount does not reflect on a differ-
ent Ca/Mg ratio in the particles. These results suggest that, despite
almost all particles display an amorphous nature, a different
amount of Ca2+ and Mg2+ is incorporated within their structure,
disclosing a simple guideline to prepare amorphous particles with
a tunable composition. A small and almost constant amount of Na
is also present in the particles, likely due to residual traces of NaCl
from the synthetic medium in the samples (as already observed in
the XRD patterns of some samples in Fig. 1). Finally, the (Ca + Mg)/
P ratio always smaller than 1.5 suggests that some hydrogenphos-
phate ions are present in the lattice, consistently with FTIR findings
(see Fig. 2).

3.4. Thermal behavior

Some peculiar structural information can be obtained by ana-
lyzing the thermal degradation of the particles and the simultane-
ous heat flow profile by means of SDT. The derivative
thermograms, reported in Fig. 5, show that the degradation of
the amorphous particles occurs in three different stages: i. the loss
of loosely bound water (yellow region in the figure, step I), ii. the
loss of strongly bound internal water (green region, step II) and
iii. weight loss occurring in correspondence of the crystallization
process (blue region; step III) [58,59]. Samples A12, A14 and A15
also display a very sharp weight loss centered at 187 �C, due to
the loss of brushite’s two molecules of crystallization water
(CaHPO4�2H2O ? CaHPO4 + 2H2O, orange area in Fig. 5) [60].

The heat flow profiles reported in Fig. 6 show that amorphous
particles undergo a crystallization process at a T ranging from
540 �C to 630 �C. The observation of crystallization events in amor-
phous materials is an interesting tool to gain insights into their fea-
tures [61–64]. Here, the fact that samples display a different
number and location of peaks suggests that structural differences
among amorphous calcium-magnesium phosphate samples are
present. Samples A2 and A3 display one sharp peak above
600 �C, whereas A5, A9 and A6 samples display a single but broad-
ened peak at lower temperatures; all other samples crystallize into
two distinct steps. Samples A12, A14 and A15, containing brushite,
were not considered for the analysis of the amorphous crystalliza-
tion. Samples A2, A7, A8 and A10 were analyzed as case studies to
identify the crystalline phase at a temperature above the crystal-
lization peaks. The XRD patterns, reported in Fig. S6, show that
sample A2 converts to crystalline sodium calcium magnesium
phosphate with a whitlockite-like structure (Ca9MgNa(PO4)7, PDF
n� 88-0797) and small amounts of Ca9Mg7Na2(PO4)6 (PDF n� 47-
1763). The pattern of samples A7, A8 and A10 recovered after the
first crystallization peak matches the pattern of Ca9MgNa(PO4)7,
whereas the small peaks which appear after the second peak are
compatible with the conversion of residual amorphous material
to pyrophosphates (Mg2P2O7, PDF 01-0866 and Na2MgP2O7, PDF
48-0574). According to literature reports, pure amorphous calcium
phosphate converts to a-TCP or b-TCP above 600 �C, depending on
the preparation conditions [58,61,65–67]. When Mg2+ ions are

Fig. 4. Plot of the Ca/Mg atomic ratio obtained with ICP-OES/ionic chromatography
vs the Ca/Mg molar ratio used in the synthesis. Samples marked with * also contain
brushite, thus their Ca/Mg ratio may include not only the contribution of AMCP.

Fig. 5. Derivative thermogravimetric curves of the samples under investigation; (A) [Mg2+] = 10 mM series, (B) [Mg2+] = 50 mM series, C) [Mg2+] = 100 mM series. The yellow
(I), green (II) and blue (III) regions respectively indicate the weight losses of: (I) loosely bound water, (II) strongly bound water and (III) weight loss occurring during
crystallization. The orange circles indicate the weight loss diagnostic of brushite. All the thermograms are offset for display purposes.
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present in the lattice, the formation of b -TMCP (Mg-substituted
TCP), which has a diffraction pattern similar to the detected phase,
was observed [38]. The substitution of divalent cations on ACP is
analyzed in a recent work [68], in which it is shown that Mg2+ con-
tent in ACP affects the thermal behavior, promoting the formation
of b-TCP over a-TCP at lower temperatures.

This work shows that the different crystallization tempera-
tures observed in the AMCP samples do not correspond to the
conversion towards different phases. A very interesting outcome
arises from the observation of the plot of the crystallization tem-
perature (maximum of the first peak) vs the particles’ Ca/Mg
ratio, reported in Fig. 7 (left y axis), which reveals that the lower
the Ca/Mg ratio of the particles, the higher the crystallization
temperature. This assumption holds up to a Ca/Mg ratio of about
2. Therefore Mg2+, in addition to its known stabilizing action in
the conversion of amorphous to crystalline calcium/magnesium
phosphates in solution [21,36], promotes the stabilization of
the amorphous phase against heating when incorporated in the
lattice of the particles.

3.5. DFT calculations

These conclusions are further corroborated by the computa-
tional analyses. The interaction energies between the inner site
of Mg2+ ion and the remaining Posner’s cluster for different
Ca/Mg ratio were calculated and are reported in Fig. 7 (right y
axis). For the homogeneous system Ca0 (only magnesium
cations) the interaction energy of the inner site with the cluster
is approximately of �357 kcal/mol. Instead, in the case of the
cluster with two Mg2+ and seven Ca2+ (A70, see Table 2), the
counterpoise correction energy is �552 kcal/mol. The obtained
trend confirms the stabilizing contribute of the Mg2+ cation with
the increasing of calcium concentration. In fact, the binding
energy in Posner’s cluster increases (in absolute value) with cal-
cium content. Qualitatively, this trend can be rationalized con-
sidering the greater coordination effect due to the higher
hardness for magnesium than calcium. This determines a reduc-
tion of intermolecular distances, also considering those involving
Mg2+ ions. In this respect, the electrostatic repulsion is greater in
clusters with higher magnesium content and consequently the
binding energy is lower.

These conclusions are supported by the analysis of the Mg-O
distances of the clusters where the Ca2+ ions are replaced by
Mg2+ ions (see computational details in 2.3.7). An increase of the
magnesium content in the cluster determines a progressive stabi-
lization of the interactions at Mg-O distances greater than 4.0 Å
as it can be observed in Fig. 8A. On the contrary, starting from a
fully magnesium-substituted Posner cluster and increasing the
number of Ca2+, a loss of the structure for Ca-O distances greater
than 4.0 Å occurs (see Fig. 8B). This behavior can be rationalized
considering the higher hardness of Mg2+ ion than Ca2+ ion, as
expected. To further ascertain the stabilizing character of magne-
sium, the structure of the crystalline phase which AMCP particles
tend to convert to (brushite, see XRD, FTIR and SEM results previ-
ously discussed) was considered, and it was re-optimized upon
substitution of all calcium atoms with magnesium atoms
(Brushite-Mg). Keeping fix the cell parameters, the comparison
between the atomic positions in the two optimized crystals con-
firms these findings, as can be appreciated in Table 4 and in
Fig. 8C. All the intermolecular distances involving the Mg2+ ion
and the first neighbors are shorter than those corresponding in
the calcium crystal, as it can be observed in Table 4. The shortening

Fig. 6. Weight corrected heat flow profiles (exo up) of (A) [Mg2+] = 10 mM series, (B) [Mg2+] = 50 mM series, (C) [Mg2+] = 100 mM series. The curves are offset for display
purposes.

Fig. 7. Plot of the crystallization T (1st peak maximum) vs the Ca/Mg ratio (left y
axis). The blue diamondmarkers represent the average values ± standard deviations
(see the materials and methods section). The plot also shows the counterpoise
correction energy (red dots) as a function of Ca/Mg ratio. The error bars in
calculations progressively enlarge due to the limit in configuration sampling.
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in the distances is in agreement with the optimization calculations
on the Posner’s clusters.

In conclusion, the simulations well agree with the experimental
results, as the comparison of the crystallization temperature and
the interaction energies in Fig. 7 both indicate a stabilizing effect
of Mg2+ when it is included in the structure of ACP.

4. Conclusions

In this work, the effect of Mg-substitution on the features of ACP
nanoparticles is discussed. In biological organisms, Mg-substituted
ACP nanoparticles are present in different regions and fulfill some
important functions [2]. For this reason, understanding the role of
Mg2+ in ACP structure and stability is important both to gain
insights into the biological mechanisms as well as to prepare
nanoparticles with defined composition to reproduce and study
in vitro biological processes. In this context, some reports in the lit-
erature describe the preparation of AMCPs with different Ca/Mg
ratio [24,38] and their stability in simulated body fluids [39,40].
Nevertheless, the features of the amorphous phases and the effect
of Mg2+ in the amorphous cluster are poorly investigated.

In this paper a systematic analysis on this topic was conducted
by performing 15 different syntheses in which the concentrations
of the reacting solutions were varied to test 5 different Ca/Mg
ratios (0.4, 0.7, 1, 2 and 3), each at 3 different Mg2+ concentrations
(10, 50 and 100 mM). The precipitated AMCP nanoparticles were
characterized with a multi-technique approach which allowed
for the assessment of the structural features. We succeeded in
identifying the best synthetic conditions to obtain pure amorphous
nanoparticles and to prevent the formation of crystalline brushite.
Despite XRD, FT-IR and SEM analyses did not show significant dif-
ferences among the prepared particles, the analysis of their ele-
mental composition revealed a variable Ca/Mg ratio in the
particles, which was correlated to the synthetic conditions. Most
importantly, calorimetric analyses demonstrated that the amount
of Mg2+ in the particles has a key importance in delaying the ther-
mal crystallization of AMCP, suggesting a stabilizing effect of this
ion when included in ACP structure. These results are strengthened
by computational analyses in which different Posner’s-like clusters
containing an increasing amount of Mg were modelled. The com-
puted Mg-O and Ca-O distances in the clusters, as well as the inter-
action energies, confirm a stabilization of the cluster with the
increase of Mg atoms.

The presented results could be useful for researchers working
on inorganic colloids and in particular on amorphous phosphates,
as they provide a simple but effective strategy to tune the compo-
sition and thermal stability of AMCP nanoparticles; furthermore,
from a fundamental perspective, they contribute to shed light on
the effect of Mg2+ substitution in ACP-based systems. These
nanoparticles could be of interest for biomedical applications, for
instance in the treatment of dentin hypersensitivity [41,42], or to
reproduce and study the endogenous nanoparticles present in
the small intestine [43].
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Fig. 8. Distribution of the Mg-O interactions (A) and Ca-O interactions (B) by
increasing the number of Mg atoms (A) or Ca atoms (B). (C) Identification of atoms
in Brushite-Mg structure as in Table 4.

Table 4
Distances between metal cation and first neighbors in optimized Brushite-Mg and
Brushite crystal structures. The identification of the atoms refers to Fig. 8C.

Distance (Å) – Brushite-Mg Distance (Å) – Brushite

M2+AO1 (O) 2.03 2.37
M2+AO2 (OH) 2.08 2.38
M2+AO3 (O) 2.04 2.51
M2+AO4 (OH) 2.14 2.51
M2+AO0 (O) 2.36 2.45
M2+AO00 (OH) 2.57 2.67
M2+AM2+00 3.91 4.04
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