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Abstract

This thesis discusses the work done towards building a novel dual-species atom interferometer with ultra-cold cadmium and strontium at the Department of Physics and Astronomy, University of Florence, with special focus on the required laser systems and on the design of the dual-species vacuum chamber, which is thoroughly numerically simulated. Atom interferometry experiments based on alkaline-earth and alkaline-earth-like elements allow for precision measurements using their narrow-linewidth transitions. Furthermore, interferometric schemes such as multi-photon Bragg interferometry and emerging single-photon (clock) atom interferometry can be studied with both cadmium and strontium. Using these features, the dual-species interferometer provides the possibility to search for violations of the weak equivalence principle and to observe the effect of time dilation on quantum superpositions of clocks. In order to perform these experiments, the laser systems to access the singlet and triplet states of cadmium and strontium are developed and tested in order to be able to perform laser cooling, trapping and also for all the possible interferometric schemes. In the case of cadmium, all of these transitions lie in the ultraviolet region and this work also delves into the challenges in the production of the necessary high-power and continuous-wave light at 326 nm, 332 nm and especially the highly challenging deep ultraviolet light at 229 nm. In the cases of 326 nm and 332 nm, the light produced is at the Watt-level with sub-kHz linewidths. The developed laser sources are tested by performing spectroscopy on the novel atomic beam of cadmium, including making the first complete set of measurements of the isotopes shift of \(^1\)S\(_0\) - \(^1\)P\(_1\) transition at 229 nm. The measured properties of the developed laser sources are used to design and simulate a state-of-the-art apparatus for producing ultra-cold cadmium. This system is carefully designed to allow for direct loading of a magneto-optical trap on the narrow \(^1\)S\(_0\) - \(^3\)P\(_1\) of cadmium and is fully numerically simulated to validate and design the vacuum chamber. Finally, the full vacuum chamber of the cadmium-strontium apparatus is presented, including a calculation of a shifting lattice to launch these two atoms simultaneously in an atomic fountain.
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Chapter 1

Introduction

1.1 Matter-wave interferometry

About a century ago in 1924, Louis de Broglie introduced the concept of matter waves [1]. Interferometry with matter waves was first demonstrated with electrons in 1927 [2] and was also studied extensively with neutrons in the second half of the 20th century [3]. A more recent and beautiful experimental validation of this theory came, however, from the interference of atoms, whose wavelengths are approximately four orders of magnitude lower than that of a visible photon. Atom interferometry continues to be a growing field with important applications to both fundamental and applied physics [4–6].

Norman Ramsey introduced the idea of performing interferometry by coherently controlling states of matter in 1950 [7]. This idea, where a superposition of the internal states of matter is generated by the interaction with light, forms the basis of atomic clocks. This later on was expanded to the superposition of external degrees of freedom, i.e., spatial superposition in separated interferometric arms. The initial illustration of the interference of such spatial superpositions was performed by Christian Bordé in 1984 [8]. It is this feature of interfering macroscopic spatial superpositions that distinguishes so-called atom interferometers from today’s atomic clocks.

Further demonstrations of atom interferometry soon followed via diffraction gratings using Young’s double-slit [9] and Mach-Zehnder schemes [10] and also by performing schemes with stimulated Raman transitions [11]. This last scheme relied on the then-new technique of laser cooling and trapping and atom interferometry has continued to accelerate alongside experimental techniques for produc-
ing ultra-cold and quantum degenerate samples of atoms. Nowadays, atom interferometric schemes are highly advanced and are employed routinely in a wide range of applications, for fields as diverse as macroscopic quantum mechanics [12] to civil engineering [13].

1.1.1 Light-pulse atom interferometry

This thesis focuses in particular on light-pulse atom interferometers. Such an atom interferometer is analogous to an optical interferometer where the splitting and recombination of the waves is done using temporally sequenced laser pulses instead of beam splitters and mirrors (Figure 1.1). This interferometric sequence exploits the wave nature of the employed quantum particles by using the laser beams to generate superpositions and to coherently change the centre-of-mass momentum and internal energy of the atoms. The atoms are firstly split into a superposition of momentum states and allowed free propagation over the required length scales and are then redirected towards each other before the waves finally recombine to form an interference pattern. Figure 1.1 shows the standard Mach-Zehnder interferometric scheme (π/2-π-π/2 laser pulse sequence) and the corresponding change in the expectation value of the atomic state population as a function of the acquired phase difference between the two arms.

A more detailed explanation of the differential phase acquired in the interferometer is given in Section 2.2, but in brief, the interference pattern which is formed depends on the physical environment the atoms pass through and on the direction of the interferometric beams. When the atoms interact with the interferometric laser beams, the phase of the lasers is imprinted onto the atoms. The interferometric lasers therefore serve as a phase reference for the atomic motion. As the interferometer is sensitive to positional changes on the scale \( \sim 1/k_{eff} \), where \( k_{eff} \) is the effective wave vector of the laser beams, devices using optical pulses are therefore extremely sensitive to inertial forces and changes in inertial force.

For a terrestrial laboratory, atoms are affected by the gravitational pull of Earth and an atom interferometer is sensitive to this acceleration if the interferometric beams are aligned to the vertical (gravitational) axis. This allows a measurement of the acquired differential phase to be made, given as \( \Delta \phi = k_{eff} g T^2 \), where \( g \) is the gravitational acceleration and \( T \) is the time between the laser pulses interacting with the atoms. From this it is clear that maximizing the space-time area enclosed by the interferometer is crucial to accruing the largest possible differential phase. This is beneficial as for a given phase resolution of the measurement \( \delta \phi \), device sensitivity \( \delta g / g = \delta \phi / \Delta \phi \) is improved with increasing \( \Delta \phi \). In practice, this means that the momentum transferred to the atoms (i.e. \( k_{eff} \))
Figure 1.1: Basic idea of light-pulse atom interferometry on freely falling atoms. (a) The Mach-Zehnder atom interferometry sequence. (b) The resulting change in the expectation value of the state population as a function of interferometer phase difference.

and the interferometry time are crucial parameters for achieving the highest sensitivities.

With this result one tries to understand the forces acting on the atomic system by looking at the changes in the phase of the resulting fringe pattern. Especially with the plethora of atomic species options to choose from, increasingly precise atom interferometers are being developed and the limits of precisions are constantly being advanced.

1.1.2 Fundamental and applied physics with light-pulse atom interferometry

Using the basic principle outlined above, many experiments for the precision measurement of gravitational acceleration have been performed on a range of atomic species [14]. These include the initial tests with Raman transitions on freely falling sodium atoms [11] and with caesium atoms [15]. More recently, however, this field has been dominated by experiments using rubidium, for which high-power lasers are readily available.

These atom interferometers are capable of outperforming classical gravimeters, a result beginning with the first fully calibrated atom interferometry based gravimeter, which was able to observe tidal effects [15]. Gravity gradiometers using atom interferometry have become similarly advanced. One of the first gradiometers was performed with caesium atoms where gravity is measured simultaneously on two atomic ensembles [16]. Since then gradiometers have been used to measure
a broad range of gravitational effects, including measurements of the gravitational curvature \([17]\),
even across the atomic wave packets themselves \([18]\). Gradiometers have also formed the basis of
experiments measuring the gravitational constant \(G\) \([19, 20]\) and the recent demonstration of the
gravitational analogue to the Aharonov-Bohm effect \([21]\). General relativistic effects have also been
extensively studied and a network of underground gradiometers has been proposed for gravitational
wave detection \([22, 23]\).

However, these interferometers are not just limited to changes in the gravity across space and
time, but also any inertial force fields which vary spatially across the space-time area of the atom
interferometer. Many schemes for measuring rotations exist \([24, 25]\) and point-source interferom-
eters capable of measuring all inertial forces have been developed and studied \([26, 27]\). As these
various force sensing applications imply, atom interferometers are increasingly used for real-world
applications in geophysics such as climate research and also, interestingly, in determining soil prop-
nerties \([28]\). A portable gravimeter to perform on-site measurements has been demonstrated \([29]\) and
more recently a gradiometer measuring underground features has been designed which considers the
suppression of laser noise and seismic noise at micro-levels \([13]\).

Modern atom interferometry applications are not merely limited to gravity and inertial force
sensing, but due to the precisions achieved, they can be used to test fundamental physics. They
have been used for determining the fine-structure constant \([30, 31]\), which can additionally be used
as a means for searching for dark matter \([32]\). Atom interferometry has also been used in providing
new constraints on theories of dark energy \([33]\). Such fundamental applications will become more
prevalent as the sensitivity of interferometers improve. One very interesting avenue is to study
atom interferometers using squeezed states of the atoms \([34, 35]\), thereby enhancing the intrinsic
sensitivity, with a proof-of-principle experiment recently performed \([36]\).

1.2 Atom interferometry with alkaline-earth and alkaline-
earth-like atoms

Most of the experiments discussed in the preceding section have been performed with alkali atoms,
which have only a single valence electron. More recently, atom interferometry with alkaline-earth and
alkaline-earth-like atoms have gained considerable interest. These atoms possess two valence elec-
trons and have both broad dipole-allowed transitions and narrow forbidden intercombination tran-
sitions. These intercombination transitions form the basis of many contemporary atomic clocks \([37,\)
so there is a broad interest in studying cold samples of these atoms.

For atom interferometry specifically, alkaline-earth and alkaline-earth-like atoms (for example, Cd, Sr, Ca, Yb etc.) have several advantages and interesting features [39]. Most of the transitions of the singlet and triplet states of these elements lie in the blue-ultraviolet range, unlike for alkali atoms whose relevant electronic transitions lie in the infrared regime. This contributes to having a higher $k_{eff}$ vector, ensuring larger momentum transfer to the atoms than the alkali elements and thereby results in a larger differential phase $\Delta \phi$. Another advantage is the zero angular momentum of the ground state ($^1S_0$) which makes these elements insensitive to external electric and magnetic fields. Additionally, by using their narrow linewidth intercombination transitions, single-photon scattering can be suppressed in the interferometry sequence thereby increasing the coherence and atom number.

These features have been utilized in various experiments such as demonstration of a precision contrast interferometer using Bose-Einstein condensate with ytterbium atoms [40]. Large-momentum-transfer interferometers using Bragg transitions have also been demonstrated using strontium on the broad dipole-allowed transition [39] and also on an intercombination transition [41]. In addition to these, a long coherence time strontium interferometer, with $T$ up to 1 s, has been demonstrated by using Bloch oscillations in an optical lattice [42].

Moreover, these species can be used to perform single-photon atom interferometry, as well as multi-photon Bragg diffraction, due to various narrow linewidth transitions available. Single-photon (or clock) atom interferometry has been suggested as a means to building very long baseline atom interferometers, because the laser phase does not change during propagation. This is not possible with multi-photon interferometers using counter-propagating beams, because the laser travel time introduces a noise term that cannot be canceled [43]. This feature means that single-photon atom interferometry has been proposed to detect gravitational waves [44, 45]. As single-photon interferometry requires the excited state to be long-lived (i.e. narrow linewidth), alkaline-earth and alkaline-earth-like atoms are an excellent option given the presence of clock transitions.

Single-photon gradiometers and gravimeters have been demonstrated on the 698 nm optical clock transition of $^{88}\text{Sr}$ [43, 46], and also on the 689 nm transition [47, 48]. Additional long-baseline interferometers are currently being built on Earth, with the aim to look for ultralight dark matter and gravitational waves [49, 50]. Also, several proposals exist to build such single-photon interferometers in space to make the baseline lengths considerably larger, to explore even higher sensitivities to e.g. gravitational waves in the 0.01-1 Hz frequency range [51, 52].
1.3 A dual-species interferometer with cadmium and strontium

This thesis follows the line of a research proposal to build a dual-species atom interferometer using the alkaline-earth and alkaline-earth-like elements, strontium and cadmium, respectively [53]. This section outlines the reasons for this choice, with more details given in Section 2.3. Figure 1.2 shows a simplified energy level diagram of these two atoms, highlighting the dipole-allowed transitions and the intercombination transitions used for laser cooling, trapping, atom interferometry and optical atomic clocks.

Experiments with strontium have been very well demonstrated for atom interferometry as discussed in the previous section. However, cadmium is a relatively new species with lot of advantages and which also make it a potential candidate for future atomic clocks [54, 55]. Unlike strontium, the transitions in cadmium lie in the ultraviolet regime thereby allowing for results with higher intrinsic sensitivity. Furthermore, the shorter wavelength of ultraviolet light improves the collimation of the interferometry beams due to reduced diffraction effects and also helps in laser cooling by increasing the scattering force. Unfortunately, ultraviolet lasers are not commercially available at the same performance level as those of visible or infrared laser systems. Therefore, it is the task of the experimentalist to develop the high-power, narrow-linewidth laser systems needed in order to exploit these advantages in cadmium [56–59].

However, the choice of strontium as a pair with cadmium simplifies this technological challenge due to the transitions in strontium and cadmium having a near 2:1 ratio in their wavelengths.
From a technical perspective, the production of the laser light at 461 nm for strontium and 229 nm for cadmium is just one frequency doubling step away [57]. Similarly for the intercombination transitions, the required wavelengths are close to a frequency doubling step away from each other. This is useful as similar master laser technology can be used for the preparation of lasers to access both strontium and cadmium transitions. Furthermore, the well-known techniques and optics for strontium can be leveraged in the initial stages [59]. This 2:1 ratio can also reduce important technical noise in a dual-species interferometer (see Section 2.3.3).

Using this combination of atoms allows for testing a wide range of fundamental physics problems and for advancing atom interferometry based on intercombination transitions. Specifically, the weak equivalence principle tests with quantum probes [17] and searches for any time dilation effects in interferometric fringe contrast [60, 61] can be helpful in encapsulating and probing the intersection of the current theory of gravity with quantum mechanics.

1.4 Thesis outline

The rest of the thesis takes the following approach. Chapter 2 consists of the theoretical and experimental background required for the remainder of the thesis, including the relevant energy structures and properties of cadmium and strontium, as well as a more detailed description of the proposed experiments. Also presented is a description of the two-level atom-light interaction and its application in standard state-of-the-art cooling techniques like magneto-optical traps, molasses cooling and the optical dipole trap. It also consists of a brief explanation of atom interferometry.

There follows a discussion of the various laser sources developed for the interferometer. The development and characterization of the laser set-up for generating the light at 229 nm is discussed in Chapter 3. This chapter also focuses on the challenges in generating continuous-wave deep-ultraviolet light. The two laser systems developed for addressing the cadmium intercombination transitions at 326 nm and 332 nm are presented in Chapter 4. Chapter 5 presents the laser systems developed to address the relevant transitions for strontium at 461 nm, 689 nm and 698 nm. Chapter 6 focuses on testing some of these laser set-ups on a novel atomic cadmium beam which includes the characterization of the oven and spectroscopy on the $^1S_0 - ^1P_1$ and $^1S_0 - ^3P_1$ transitions. Details about the preparation of this ultra-high vacuum spectroscopy chamber are given in Appendix B.

The final part of this thesis relates to the design of the new vacuum chambers for this interferometer. The numerical simulations for the generation of ultra-cold cadmium atomic samples and
a subsequent lattice launch in the 1 m interferometer is discussed in Chapter 7. The design of the upgraded strontium chamber and the combined cadmium-strontium chamber is presented in Chapter 8. This work is concluded in Chapter 9 in the form of a summary where the future prospects of the experiment are also discussed.

Appendix A gives a list of publications based on the work presented in this thesis.
Chapter 2

Theoretical background

This chapter provides the basic theoretical background required for the rest of this thesis. It begins with a description of the theory fundamental to the generation of ultra-cold atomic sources using laser cooling and trapping techniques. A more detailed discussion of light-pulse atom interferometry and the acquired phase difference is then presented. Finally, the relevant properties of cadmium and strontium are presented, focusing on the experimental aim of the dual-species interferometer. In particular, atom interferometry using their intercombination transitions are discussed and additionally the prospects for weak equivalence principle tests and quantum clock interference experiments are presented.

2.1 Theory of laser cooling and trapping

The advent of the methods to laser cool and trap neutral atoms has led to the Nobel Prize award in 1997 to Steven Chu, Claude Cohen-Tannoudji and William Phillips [62–64]. Reducing the velocity of matter from room temperature was first done with ions using electric fields, however cooling due to radiative forces was performed only after the invention of the laser, firstly on trapped ions [65] and later on freely moving atoms [66].

When an atom interacts with light of monochromatic radiation of frequency $\omega$, broadly the atoms encounter two kinds of forces. One being the dipole force due to the induced dipole moment within the atom, and the second one being the radiation pressure force which arises due to the absorption and re-emission of the photons. This section will briefly discuss these two forces, with a focus on the laser cooling and trapping of atoms.
Figure 2.1: (a) Schematic of light with angular frequency $\omega$ interacting with a two-level atom. (b) Rabi oscillations between the two atomic states as a function of the interaction time with resonant light at $\Delta = 0$.

2.1.1 Rabi oscillations

For simplicity, a semi-classical approach is used where a two-level atom interacting with monochromatic light is considered [67], as shown in Figure 2.1. In this case, the Schrödinger equation of the atom wave function $\Psi$ can be written as in equation 2.1 where the Hamiltonian is split into a steady-state component ($H_0$) and a time-dependent component ($H_I(t)$).

$$i\hbar \frac{\partial \Psi}{\partial t} = [H_0 + H_I(t)] \Psi$$  \hspace{1cm} (2.1)

The eigenfunctions of $H_0$ represent those of the unperturbed atoms, which, for the two-level system, are labelled $|1\rangle$ and $|2\rangle$. These states have energies relating to the eigenvalues of $H_0$ of $E_1 = \hbar \omega_1$ and $E_2 = \hbar \omega_2$, respectively. The wave function at any moment in time can therefore be written as a linear summation of these states as shown in equation 2.2, where $c_1(t)$ and $c_2(t)$ are the state coefficients.

$$\Psi (\vec{r}, t) = c_1 (t) |1\rangle e^{-i\omega_1 t} + c_2 (t) |2\rangle e^{-i\omega_2 t}$$  \hspace{1cm} (2.2)

Conversely, $H_I(t)$ describes the perturbation from the interaction of the atom with the incident light, which is considered as an oscillating electric field $\vec{E} = \vec{E}_0 \cos (\omega t)$. In this case, the interaction Hamiltonian can be written as in equation 2.3 where $\vec{d} = e\vec{r}$ is the dipole operator, which will be discussed in more detail later in Section 2.1.6. In brief, however, it represents the energy of an electric dipole in the light field, where $\vec{r}$ is the position of the electron from the center-of-mass position of
the atom.

\[ H_I (t) = \vec{d} \cdot \vec{E}_0 \cos (\omega t) \] (2.3)

Equation 2.2 can be substituted into equation 2.1 to give the expressions for the state coefficients \( c_1 (t) \) and \( c_2 (t) \).

\[ i \frac{d}{dt} c_1 (t) = \Omega \cos (\omega t) e^{-i\omega_0 t} c_2 (t) \] (2.4)

\[ i \frac{d}{dt} c_2 (t) = \Omega^* \cos (\omega t) e^{i\omega_0 t} c_1 (t) \] (2.5)

where \( \omega_0 = \omega_2 - \omega_1 \) is the angular frequency difference between the two states. The Rabi frequency \( \Omega \) is defined by the equation 2.6.

\[ \Omega = \frac{\langle \vec{d}, \vec{E}_0 \rangle}{\hbar} \] (2.6)

To solve the equations 2.4 and 2.5, it is beneficial to write them in terms of complex exponential functions instead of trigonometric expressions. For example, equation 2.4 becomes,

\[ i \frac{d}{dt} c_1 (t) = \frac{\Omega}{2} \left[ e^{i(\omega-\omega_0)} + e^{i(\omega+\omega_0)} \right] c_2 (t) \] (2.7)

Equation 2.7 can be simplified by using the rotating-wave approximation, which is a common approximation where the frequency of the laser is close to the atomic transition frequency \( (\omega \sim \omega_0) \). This means that the term \( e^{i(\omega+\omega_0)} \) averages out to zero, as it oscillates very fast in comparison to the interaction times. Following the application of the rotating-wave approximation, equation 2.8 can be derived, which is a second-order differential equation for \( c_2 (t) \).

\[ \frac{d^2}{dt^2} c_2 (t) + i(\omega - \omega_0) \frac{d}{dt} c_2 (t) + \frac{\Omega^2}{2} c_2 (t) = 0 \] (2.8)

If the initial state of the atom is assumed to be entirely in the ground state, it gives the initial conditions \( c_1 (0) = 1 \) and \( c_2 (0) = 0 \) and also the atomic state coefficients can be found. Also, for a transition between the two bound states, \( \Omega \) is real, so \( |\Omega|^2 = \Omega^2 \) and the detuning \( \Delta = \omega - \omega_0 \) is defined. The solution to equation 2.8 for \( c_2 (t) \) is given below.

\[ c_2 (t) = -ie^{-i\Delta/2} \frac{\Omega}{\sqrt{\Omega^2 + \Delta^2}} \sin \left( \frac{\sqrt{\Omega^2 + \Delta^2} t}{2} \right) \] (2.9)

The population of the two states as a function of interaction time can therefore be written as shown in equations 2.10 and 2.11.

\[ P_2 (t) = |c_2 (t)|^2 = \frac{\Omega^2}{\Omega^2 + \Delta^2 \sin^2 \left( \frac{\sqrt{\Omega^2 + \Delta^2} t}{2} \right) } \] (2.10)
\[ P_1(t) = |c_1(t)|^2 = 1 - |c_2(t)|^2 = 1 - \frac{\Omega^2}{\Omega^2 + \Delta^2} \sin^2 \left( \frac{\sqrt{\Omega^2 + \Delta^2} t}{2} \right) \] (2.11)

Equations 2.10 and 2.11 show the expected population oscillation between the two energy levels as a function of the interaction time. This phenomenon is known as Rabi oscillation or Rabi flopping and is shown in Figure 2.1 for the case of zero detuning. A very interesting and useful property of Rabi oscillations is highlighted in this figure. Specifically, the ability to make controlled superpositions of states by varying the interaction time. Two special cases are frequently used: firstly, pulses which generate a 50:50 split in the population, known as \( \pi/2 \) pulses because \( t = \pi/2\Omega \); and secondly, \( \pi \) pulses which reverse the state populations for \( t = \pi/\Omega \).

This ability to coherently alter the state population with light forms the experimental basis of not only light-pulse atom interferometry, but also a wide variety of other fields such as atomic clocks and quantum computation with atoms, ions and molecules.

### 2.1.2 Radiative force

While monochromatic light causes light to undergo coherent Rabi oscillations as described in the above section, a real system will also contain damping. For long interaction times this leads to a reduction of the quantum mechanical treatment to one of rate equations from the Einstein’s formulation with the \( A \) and \( B \) coefficients \[67\]. In these conditions, the steady-state population of the excited state can be written as equation 2.12, where \( \Gamma \) is the linewidth of the excited state, which is inversely proportional to its lifetime.

\[ \rho_2 = \frac{\Omega^2/4}{\Delta^2 + \Omega^2/4 + \Gamma^2/4} \] (2.12)

As equation 2.12 shows, at high intensities the population tends to be split equally at 1/2 between the ground and excited states. The number of photons scattered by the atom is expressed according to the scattering rate \( R \) given in equation 2.13 where \( I \) is the input light intensity and \( I_{\text{sat}} \) is the saturation intensity of the transition. The saturation intensity is given by equation 2.14 where \( \sigma_0 \) is \( 3\lambda^2/2\pi \).

\[ R = \frac{\Gamma}{2} \frac{I/I_{\text{sat}}}{1 + I/I_{\text{sat}} + 4\Delta^2/\Gamma^2} \] (2.13)

\[ I_{\text{sat}} = \frac{\hbar\omega_0\Gamma}{2\sigma_0} \] (2.14)
The relation between Rabi frequency and the saturation intensity is given by the equation 2.15, a result which will be extensively used later in Section 2.2.

\[ \Omega^2 = \frac{l^2}{2} \frac{I}{I_{\text{sat}}} \]  

(2.15)

Atoms experience a force called the radiation pressure force as a result of this scattering (absorption and the re-emission of the photons) during their interaction with the light. Each absorption event gives the atom a recoil velocity \( \vec{v}_r = \hbar \vec{k}/m \), where \( \vec{k} \) is the wave vector of the light and \( m \) is the mass of the atom. The force from this recoil is obtained by multiplying the rate \( R \) at which the atom scatters the photons with the photon momentum \( \hbar \vec{k} \).

The maximum radiation pressure force the atoms experience is therefore \( \hbar \vec{k} \Gamma/2 \), which occurs as \( I \to \infty \), i.e., when the populations of both the internal atomic states approach 1/2 and the scattering rate (equation 2.13) is maximized. More generally, the radiative force is given by the equation 2.16.

\[ \vec{F}_{\text{rad}} = \hbar \vec{k} R = \frac{\hbar \vec{k} \Gamma}{2} \frac{I/I_{\text{sat}}}{1 + I/I_{\text{sat}} + 4\Delta^2/\Gamma^2} \]  

(2.16)

In the low-intensity regime, the \( I/I_{\text{sat}} \) term in the denominator of equations 2.13 and 2.16 can be ignored. In such regimes, the force due to the radiation pressure is given by the equation 2.17.

\[ \vec{F}_{\text{rad}} = \frac{\hbar \vec{k} (\Gamma/2)^3 I}{(\Delta^2 + (\Gamma/2)^2)I_{\text{sat}}} \]  

(2.17)

2.1.3 Optical molasses

The radiative force discussed above can be used to slow down, and therefore cool the atoms [68]. The simplest configuration to perform laser cooling on atoms moving with a velocity \( v \), is to use red-detuned (frequency below the atomic resonance, \( \Delta < 0 \)) counter-propagating laser beams, as shown in Figure 2.2. Usually the atoms have a velocity distribution in all the 3 dimensions, however here the 1 dimensional case is considered for simplicity and can be extrapolated.

The atomic motion leads to a Doppler shift where the atom sees a frequency of the radiation either red shifted or blue shifted depending on the direction of velocity relative to the laser propagation direction. This leads to a disparity in the force experienced by the atoms in both the directions. For a laser frequency detuning of \( \Delta < 0 \), if the \( \vec{v} \) is in the direction opposite to \( \vec{k} \), the Doppler shift increases the laser frequency thereby making it close to the resonance and increasing the scattering rate from this beam. Conversely, the counter-propagating laser beam which is in the same direction as the atom, will be blue shifted and therefore move further away from the atomic resonance. More
Figure 2.2: Figure (a) shows the two-level atom interaction with counter-propagating beams (optical molasses) and (b) shows the force experienced by the atom as a function of its velocity in the low-saturation regime.

technically, the beam opposite to the atomic motion is blue-shifted by $kv$ ($\Delta_1 = \Delta + kv$) and the beam in the direction of the atomic motion is red-shifted ($\Delta_2 = \Delta - kv$) and the atom will scatter more photons from the beam propagating counter to its motion. This leads to an imbalance in the radiation pressure forces and creates a damping effect on the atoms thereby decreasing their velocity.

The force experienced by the atom in this case can be derived by modifying equation 2.17 to include the Doppler shift and is given in equation 2.18. Again, this formula is valid for $I/I_{sat} < 1$, i.e., well below the saturation of the transition. This force is dependent on the atomic velocity and is basically the difference between the two Lorentzian profiles. The force is shown as a function of velocities in Figure 2.2 (b) for $\Delta = -\Gamma/2$.

$$F_{rad} = \hbar k (\Gamma/2)^3 \left( \frac{1}{(\Delta - kv)^2 + (\Gamma/2)^2} - \frac{1}{(\Delta + kv)^2 + (\Gamma/2)^2} \right) \frac{I}{I_{sat}} \tag{2.18}$$

The damping coefficient for this motion ($F = -\alpha v$) is given by equation 2.19 and the damping time is given by $\tau = m/2\alpha$ for all the atoms within the capture velocity range ($\pm \Delta/\hbar$ or $\pm \Gamma/4\alpha$, when $\Delta = -\Gamma/2$) entering the optical molasses beams.

$$\alpha = 4\hbar k^2 \frac{I}{I_{sat}} \frac{-2\Delta/\Gamma}{[1 + (2\Delta/\Gamma)^2]^2} \tag{2.19}$$
2.1.4 Doppler cooling limit

There is a limitation in the temperature that the atoms can be realistically cooled down to, using the radiation pressure force, despite the formula implying otherwise and suggesting cooling down to zero velocities. In reality, there are various heating mechanisms occurring during the interaction which limit the temperature. However, the important one is due to the fluctuations in the scattering force from the radiation, which leads to a limit known as the Doppler cooling limit [69, 70].

While the absorption of a photon from the laser imparts momentum in a well-defined direction, subsequent spontaneous emission occurs in a random direction and each kick corresponds to a change in the momentum space by $\hbar k$. This motion is quite similar to the Brownian motion of microscopic particles [67]. This scattering event is assumed to follow Poissonian statistics, where the fluctuations in the scattering force cause a random walk in the velocity space along with the collective slowing of the atoms. This emission overall can be said to be isotropic when counter-propagating laser beams in 3 Cartesian dimensions are considered. This corresponds to a situation where $\vec{v} = 0$ but $\vec{v}^2 \neq 0$.

This random walk in the velocity space of the atoms gives a minimum temperature of the atomic sample following slowing with a simple optical molasses beam set-up and is given by equation 2.20, where $T_{Dop}$ is known as the Doppler temperature and $k_B$ is Boltzmann’s constant. This temperature is usually much higher in comparison to the recoil temperature, which is instead derived by considering the momentum imparted from a single photon.

$$T_{Dop} = \frac{\hbar \Gamma}{k_B}$$

(2.20)

An important and interesting characteristic is that this temperature depends only on the transition linewidth. From the increased scattering rate due to a higher linewidth, a faster random walk is generated.

However, laser cooling to temperatures less than those set by the Doppler limit is possible [71]. This sub-Doppler regime is acquired due to the degenerate structure of the electronic transitions [72, 73]. For example, $^{133}$Cs at 852 nm can be cooled down to 2.5 $\mu$K, whereas the Doppler temperature is about 125 $\mu$K [74]. The general two-level atom approach isn’t enough to explain the sub-Doppler temperatures attained and this experiment was performed when the Earth’s magnetic field was cancelled out. In such a case, the temperature approaches the more fundamental recoil limit.
2.1.5 Magneto-optical trap (MOT)

The described optical molasses set-up slows the atoms down, but the atoms diffuse after eventually getting out of resonance with the molasses beams. Hence, in order to trap the atoms, a position varying force is additionally required. Such cooling and trapping can be done by introducing a position varying magnetic field in combination with circularly polarized laser beams [75]. This polarization is required in order to access the magnetic sub-state transitions whose degeneracy is lifted in the presence of magnetic field.

In this configuration, the force experienced by the atoms is a function of the velocity and position given by equation 2.21, where $\alpha$ is the damping coefficient given by the equation 2.19, $g$ is the Landé g-factor, $\mu_B$ is the Bohr magneton, $r$ is the distance of the atom from the center of the trap and $B$ is the magnetic field.

$$F_{\text{mot}} = \alpha v - \frac{ag\mu_B}{\hbar k} r \nabla |B|$$ (2.21)

The Zeeman splitting occurs due to the presence of the magnetic field whose strength increases radially from the center of the trap, thereby changing the atomic transition frequencies. This splitting is linearly dependent on the strength of the field at the location of the atom. In practice, magnetic coils in an anti-Helmholtz configuration, with the current circulating in opposite directions, allow for the generation of a suitable quadrupole magnetic field. This field is given in equation 2.22, where...
$B_0$ is the field gradient about the center of the trap and allows for the trapping of atoms which are slowed due to the velocity-dependent radiation pressure force. This field gradient gives a linearly uniform position-dependent shift to the magnetic sub-levels (in both ground and excited states) which resonate with the laser beams ($\Delta E = \Delta m_\| \mu_B B$, where $m_\|$ is the magnetic sub-level, $\mu_B$ is the Bohr magneton and $B$ is the magnetic field).

$$\vec{B} = B_0 \left( -\frac{1}{2} x \hat{x} - \frac{1}{2} y \hat{y} + z \hat{z} \right)$$

(2.22)

The circularly polarized ($\sigma^\pm$) red-detuned laser beams, in a counter-propagating configuration along with the magnetic coils are shown in Figure 2.3. Assuming that the atom moves to the right from the center of the trap, the $\sigma^-$ polarized laser beam interacts with the atom. As the laser frequency is red-detuned, it becomes resonant with $\Delta M_J = -1$ transition and slows the atom down and recoil kicks push the atom back to the trap center. For the atom traveling to the left, in the presence of the negative field, the $\sigma^+$ beam interacts with the $\Delta M_J = +1$ sub-level as it comes in resonance with the red-detuned beam and gives the atoms a kick back in the opposite direction towards the center of the trap.

### 2.1.6 Optical dipole potential and force

This section describes the effect of the induced dipole caused by the interaction of the atom with light radiation. While the previous sections have discussed the method to trap atoms using the radiative scattering force, the remaining sections will look at the method to use dipole potential to trap neutral atoms. When considering the dipole potential, a classical approach can be taken [76], with only a small modification needed to return to the semi-classical approach used above [77].

The interaction and its effects are studied by considering the dipole approximation where the size of the atom is much smaller than the wavelength of the light, implying a negligible change in the electric field across the spatial extent of the atom. In this approach, the atom is modeled as a classical harmonic oscillator and the electric field of the light is given by equation 2.23, where $\omega$ is the frequency of the radiation and $\hat{\epsilon}$ is the unit polarization vector.

$$E^+(r) = \hat{\epsilon} E_0^+ e^{-i\omega t}$$

(2.23)

The electric field and the subsequent displacement of the electron in the atom and other parameters in this classical formalism are considered to be complex quantities. The physical electric field
therefore consists of positive and negative frequency elements, as shown in equation 2.24.

\[ E(r, t) = E^+(r)e^{-i\omega t} + E^-(r)e^{i\omega t} \]  

(2.24)

The displaced electron within the atom in the presence of the electric field thereby creates a dipole moment \( \vec{d} = -e \cdot \vec{r} \), where \( e \) is the charge of the electron and \( \vec{r} = \vec{r} \cdot \hat{e} \) being the displacement in the direction of \( \hat{e} \). This is encapsulated by the polarizability \( \alpha \), which is the ability of an atom to experience an internal dipole moment in the presence of an external electric field given by equation 2.25.

\[ \vec{d} = \alpha \vec{E} \]  

(2.25)

The effect of the induced dipole moment within the atom can be calculated by solving the equation of motion of the electron using Newtonian mechanics from which the polarizability is derived which is given by equation 2.26, where \( \omega_0 \) is the transition frequency of the atom and \( m \) is the mass of the electron.

\[ \alpha(\omega) = \frac{e^2}{m} \left( \frac{1}{\omega^2 - \omega_0^2 - i\omega \Gamma_\omega} \right) \]  

(2.26)

where \( \Gamma_\omega \) is defined according to,

\[ \Gamma_\omega = \frac{e^2 \omega_0^2}{6\pi\varepsilon_0 mc^3} \]  

(2.27)

This leads to more familiar form of polarizability which is given by equation 2.28, where \( \Gamma = (\omega_0/\omega)^2 \Gamma_\omega \).

\[ \alpha(\omega) = 6\pi\varepsilon_0 c^3 \left( \frac{\Gamma/\omega_0^2}{\omega_0^2 - \omega^2 - i(\omega^3/\omega_0^3)\Gamma} \right) \]  

(2.28)

In the case where saturation effects are neglected, this classical approach gives an identical result to the semi-classical case. When considering the semi-classical case, the only change is that \( \Gamma \) should be the natural linewidth of the transition \( [77] \).

The interaction potential of the induced dipole moment is expressed in terms of the polarizability as shown in equation 2.29, where \( I(\vec{r}) \) is the intensity dependence of the electric field on position.

\[ U_{\text{dipole}}(\vec{r}) = \frac{1}{2\varepsilon_0 c} \text{Re}(\alpha) I(\vec{r}) \]  

(2.29)

Substituting equation 2.28 into equation 2.29 gives the dipole potential as equation 2.30.

\[ U_{\text{dipole}}(\vec{r}) = -\frac{3\pi e^2}{3\omega_0^3} \left( \frac{\Gamma}{\omega_0 - \omega} + \frac{\Gamma}{\omega_0 + \omega} \right) I(\vec{r}) \]  

(2.30)

The sign of this dipole potential is dependent on the frequency of the incident radiation relative to the transition frequency, which is expressed as detuning \( (\Delta = \omega - \omega_0) \). This makes the atom
either attracted or repulsed by the harmonic potential. The optical dipole force experienced is the change in the potential \( \mathbf{F}_{\text{dipole}} = \mathbf{\nabla} U_{\text{dipole}} \) and is directly proportional to any intensity gradient of the light field. This dipole force experienced by the atoms is fundamental to optical dipole traps which are discussed in more detail below in Section 2.1.7.

It is to be noted that the polarization of the incident light determines the dipole pattern within the atom. When the light is linearly polarized \( (\hat{\epsilon} = \hat{k}) \), this creates an oscillating dipole, whereas in the case of circularly polarized light \( (\hat{\epsilon} = (\hat{i} \pm i\hat{k})/\sqrt{2}) \), there is a rotating dipole. Using this polarization dependence on the induced dipole, the Poynting vector is written using the normalized angular distribution of the radiative dipole emission which gives the total power radiated from the dipole as a function of polarizability given in equation 2.31.

\[
P_{\text{rad}} = \frac{\omega^4 |\alpha(\omega)|^2}{6\pi e_0 c^4} I
\] (2.31)

### 2.1.7 Optical dipole trap

The application of the optical dipole potential to atom trapping is now considered in more detail. The potential described in equation 2.30 arises from the conservative force which is dependent on the intensity gradient. In a real system, the presence of scattering corresponds to heating of the atoms within the trap. While the dipole force is due to the real part of the polarizability, the scattering instead is due to the imaginary part, as given in equation 2.32, where \( c \) is the speed of light in vacuum.

\[
R_{\text{dipole}} (\vec{r}) = \frac{1}{\hbar \epsilon_0 c} \text{Im} (\alpha) I (\vec{r})
\] (2.32)

By using the polarizability from 2.28 in equation 2.32 gives the scattering rate as equation 2.33.

\[
R_{\text{dipole}} (\vec{r}) = \frac{3\pi e^2 \omega^3}{2\hbar \omega_0^3} \left( \frac{\Gamma}{\omega_0 - \omega} + \frac{\Gamma}{\omega_0 + \omega} \right)^2 I (\vec{r})
\] (2.33)

The heating or photon scattering effect can be reduced by being far off resonance with the atom, which matches the assumption used to derive these equations of a low number of scattering events well below saturation.

In the case when \( \Delta = \omega - \omega_0 \) fulfills the criterion \( |\Delta| << \omega_0 \) (i.e. when the laser is relatively close to the transition), the rotating-wave approximation can be applied, as previously discussed in Section 2.1.1. This simplifies equations 2.30 and 2.33 to the following forms.

\[
U_{\text{dipole}} (\vec{r}) = \frac{3\pi e^2 \Gamma}{2\omega^3} \frac{\Gamma}{\Delta} I (\vec{r})
\] (2.34)
\[ R_{\text{dipole}}(\vec{r}) = \frac{3\pi e^2}{2\hbar \omega^3} \left( \frac{\Gamma}{\Delta} \right)^2 I(\vec{r}) \]  

Equations 2.34 and 2.35 show that the dipole potential scales inversely with \( \Delta \), while the scattering rate scale inversely with \( \Delta^2 \). Consequently, the farther the frequency of the light from the transition frequency, lower the scattering rate of the trap relative to the trap depth. Large detunings are therefore to be preferred, if the consequent reduction in the trap depth can be counteracted by a sufficient increase in the intensity of the light.

From equation 2.34 one can further see that for red-detuned light, where the frequency of the driving field is less than the transition frequency, the atoms experience an attractive potential. The dipole force is oriented towards higher intensities in this case. The opposite is the case for blue-detuned light which generates a repulsive force.

There can be many configurations of forming an optical dipole trap. With a single focussed Gaussian beam, the dipole potential allows for the trapping only in the radial direction and has a long spread along the axial direction. For such a single beam configuration, it’s better to avoid the wave vector in the direction of gravity and place the beam horizontally. The efficiency of loading in the trap however is dependent on the temperature of the atomic ensemble. If the temperature of the ensemble is much lower than the trap potential, the atoms see a cylindrically symmetric potential as shown in equation 2.36, where \( r \) and \( z \) represent the radial and axial directions and \( w_0 \) and \( z_R \) are the waist and the Rayleigh length of the Gaussian beam, respectively. The trap frequency in the radial dimension is \( \omega_r = \left( \frac{4\hat{U}}{m\omega_0^2} \right)^{1/2} \) and in the axial dimension is \( \omega_z = \left( \frac{2\hat{U}}{mz_R^2} \right)^{1/2} \)

\[ U_{\text{sym}}(r, z) = -\hat{U} \left[ 1 - 2 \left( \frac{r}{w_0} \right)^2 - \left( \frac{z}{z_R} \right)^2 \right] \]  

To attain better trapping, a crossed beam trap can be used where a tight confinement can be achieved in two dimensions. For this the angle of the crossed beams can be varied, but for an angle of 90° and equal waist of \( w_0 \) beams of orthogonal polarizations, the dipole potential is given by the equation 2.37, where the effective trap depth here is \( \hat{U}/2 \) and the trapping occurs in the \( x-y \) plane.

\[ U_{\text{CB}}(x, y, z) = -\hat{U} \left( 1 - \frac{x^2 + y^2 + 2z^2}{w_0^2} \right) \]  

2.1.8 Optical lattice

In addition to the crossed configurations of the optical dipole traps discussed above, lasers beams can be used in a counter-propagating manner in order to create an interference pattern where the atoms
can be trapped in the nodes or the anti-nodes of the standing wave pattern. In the retro-reflected configuration, the wavefront curvature and the polarization can be assumed to be conserved and a periodic potential (standing wave) is formed with a period of $\lambda_L/2$, where $\lambda_L$ is the wavelength of the lattice laser beam. Assuming the polarization is in the $x$ dimension and the propagation is in the $z$ dimension, the electric field is given by equation 2.38, where the amplitude is position dependent and gives an intensity pattern of $4I_0\cos^2(k_Lz)$ along the $z$ axis, where $I_0$ is the intensity of the beam.

$$E(z, t) = 2\epsilon_x E(z) \cos(\omega_L t)$$  \hspace{1cm} (2.38)

The standing wave formed has a dipole potential given by the equation 2.39, where the effective potential depth is $\hat{U}/2$. There is a strong dipole force in the nodes and anti-nodes formed axially and the trap depth potential in the retro-reflected configuration is four times larger than the peak formed with a single traveling wave. The axial trap frequency is $\omega_z = \hbar k(2\hat{U}/m)^{1/2}$ and varies when moved away from the waist of the Gaussian beam.

$$U(r, z) = -\hat{U}\cos^2(k_Lz) \left[ 1 - 2 \left( \frac{r}{w_0} \right)^2 - \left( \frac{z}{z_R} \right)^2 \right]$$  \hspace{1cm} (2.39)

These standing wave lattices can be generated in a 2D or a 3D structure where every lattice site acts as a tight harmonic oscillator. The angle between these beams can be altered and are termed as Kagomé lattices where the frequency of the radiation is altered to get the desired trap depth potential. The atoms in the lattice can be described using the Bloch wave terminology with a crystal momentum $q$ from the solid-state physics formulation. Atoms are treated in a quantum-mechanical manner and they can undergo jumps or tunneling into the nearby lattice sites. Larger trap depths can help avoid these atomic losses due to tunneling (see Section 8.4).

### 2.2 Theory of atom interferometry

#### 2.2.1 Basic principle of atom interferometry on freely falling atoms

In this section, the case of freely falling atoms interacting with interferometric laser beams aligned along the gravitational axis is considered. These beams are assumed to be in a general manner and a specific scheme, e.g. Bragg interferometry or single-photon interferometry, is not assumed. The laser beam is simply considered to have an effective wave number $k_{eff}$.

To observe interferometric phenomenon, the atoms are required to be split and evolved for a time period $T$ and then recombined in order to obtain a fringe pattern. This is obtained in a general
\( \pi/2 - \pi - \pi/2 \) pulse sequence, with equal free evolution time \( T \) between the pulses, which is a Mach-Zehnder interferometry scheme (Figure 1.1). From the earlier discussion on Rabi oscillations (see Section 2.1.1), this means that the first \( \pi/2 \) pulse generates an equal superposition between the two states. However, the part of the wave packet which has changed state has also received momentum of \( \hbar k_{\text{eff}} \) and therefore the two arms of the interferometer will begin to spatially separate with evolution time. In this way, the interaction with the laser can generate a coherent superposition between spatially separated arms (or more formally, momentum states of the atom). The central \( \pi \) pulse acts as a mirror, flipping the momentum of the two arms and bringing them back together. The final \( \pi/2 \) pulse closes the interferometer.

The probability of the atoms in the ground and excited states at the point of detection is shown in equations 2.40 and 2.41, whose oscillation is periodically dependent on the acquired phase difference, \( \Delta \phi \).

\[
P_g = \frac{1}{2} [1 + \cos (\Delta \phi)] \quad (2.40)\]

\[
P_e = \frac{1}{2} [1 - \cos (\Delta \phi)] \quad (2.41)\]

The final phase difference \( \Delta \phi \) acquired in this case is dependent on the internal atomic phase which is acquired during the free-propagation of wave packets (\( \Delta \phi_{\text{prop}} \)), any asymmetries arising at the point of overlap within the interferometer (\( \Delta \phi_{\text{sep}} \)), and from the laser beams (\( \Delta \phi_{\text{light}} \)). The phase can be separated into these individual components as in equation 2.42.

\[
\Delta \phi = \Delta \phi_{\text{prop}} + \Delta \phi_{\text{sep}} + \Delta \phi_{\text{light}} \quad (2.42)\]

Formal treatments which consider the classical trajectories of the full Lagrangian and taking a Feynman path integral approach are available in the literature \([78-81]\). However, in the case of perfect overlap between the two arms of the interferometer, \( \Delta \phi_{\text{sep}} = 0 \). This requires the correct calibration of the time between the pulses to assume the final \( \pi/2 \) pulse is applied when the two interferometer arms are exactly spatially overlapped. Similarly, \( \Delta \phi_{\text{prop}} = 0 \) when the gravitational field is considered to be uniform (in the absence of gravity gradients).

However, \( \Delta \phi_{\text{light}} \) is not in general zero and gives the leading order phase shift of the interferometer. This laser phase depends on the frequency of the lasers and the position of the atomic wave packet, but also on other factors such as if the laser frequency is away from the transition frequency or even the presence of state-dependent shifts like the AC Stark shift.
2.2.2 Derivation of leading-order phase shift

To investigate $\Delta \phi \approx \Delta \phi_{\text{light}}$, the standard case of a light-pulse Mach-Zehnder interferometer operating on freely falling atoms is considered. In this configuration, atoms experience acceleration due to gravity and interact with laser beams along the axis of gravity as shown in Figure 1.1. In this case the phase difference is given by the equation 2.43

$$
\Delta \phi = \phi (z_1, t_1) - \phi (z_2^I, t_2) - \phi (z_2^H, t_2) + \phi (z_3, t_3)
$$

(2.43)

where $\phi (z, t)$ is the phase imprinted by the interferometry laser pulse at time $t$ on the atoms at position $z$. For the two $\pi/2$ pulses the two arms of the interferometer are assumed to be perfectly overlapped and therefore there is only a single term for these pulses. For the central $\pi$ pulse however, the atoms are in a spatial superposition and there are two contributing terms. The phase $\phi(z, t)$ due to the laser beam interaction assuming negligible transverse velocities is given by the equation 2.44.

$$
\phi(z, t) = -k_{\text{eff}} z + \omega_{\text{eff}} t + \phi_{\text{eff}}
$$

(2.44)

where $k_{\text{eff}}, \omega_{\text{eff}}$ and $\phi_{\text{eff}}$ are the effective wave number, angular frequency and phase of the interferometric laser beam, e.g. Raman, Bragg or single-photon lasers. Considering the Newtonian trajectories of the freely falling atoms [82],

$$
z_1 = 0
$$

(2.45)

$$
z_2^I = v_0 T - \frac{1}{2} g T^2
$$

(2.46)

$$
z_2^H = (v_0 + v_R) T - \frac{1}{2} g T^2
$$

(2.47)

$$
z_3 = 2 (v_0 + v_R) T - 2 g T^2
$$

(2.48)

where $v_0$ is the initial velocity of the atoms and $v_R$ is the recoil velocity from the laser. Applying this to the first term of equation 2.44, the well known phase shift of an atom interferometer for gravity measurements is shown in equation 2.50.

$$
\Delta \phi = -k_{\text{eff}} (z_1 - z_2^I - z_2^H + z_3)
$$

(2.49)

$$
\Delta \phi = k_{\text{eff}} g T^2
$$

(2.50)

From this equation it can be noted that the sensitivity to $g$ of the interferometer is enhanced by increasing $k_{\text{eff}}$ and $T$ to generate a larger phase difference. In practical terms, this requires
using shorter wavelength transitions to enhance the momentum transferred by the laser beams. Alternatively, so-called large-momentum transfer techniques can be used to apply \( n\hbar k_{eff} \) at each stage and therefore enhance the sensitivity by \( n \).

Enhancing the sensitivity using \( T \) means increasing the free flight time by utilizing, for example, a fountain configuration, where the atoms are launched upwards, allowing for the free fall distance to be effectively doubled (the atom travels upwards and then downwards the same height \( h \)). This gain is limited by the acceleration due to gravity which means \( T \propto \sqrt{h} \), so increasing the height of a fountain by a factor 10 only increases the free flight time by a factor \( \sim 3 \). For this reason, trapped atom interferometers, where the atoms are held in an optical lattice, or space-based missions are also pursued.

### 2.3 Prospects for a dual-species atom interferometer

#### 2.3.1 Relevant properties of cadmium and strontium

**Overview of strontium**

Experiments with strontium and their applications as an accurate atomic clocks have been extensively studied [83]. Very recently, strontium has been used as a source for optical clocks with record fractional frequency precision down to \( 10^{-20} \) level [84, 85] and for making the first continuous Bose-Einstein condensate [86]. Previously, all four natural isotopes of strontium have been cooled to quantum degeneracy [87]. Strontium is also an increasingly common source for atom interferometry, with special interest on interferometry on the ultra-narrow \( ^1S_0 - ^3P_0 \) clock transition, as discussed earlier in Section 1.2.

One very interesting feature is that \(^{88}\text{Sr}\), the most abundant isotope of strontium, has a negative cold collision cross-section \( (\sigma_c = -2a_0, \text{where } a_0 \text{ is the Bohr magneton}) \) in the ground state, which leads to a reduced decoherence in longer interferometric sequences and also lower collisional losses. The advantages of this property have been demonstrated in trapped atom interferometers [42] and long lived Bloch oscillations have been observed up to 10s of seconds in a vertical optical lattice structure [88, 89]. Trapped atom interferometers with caesium have recently shown very long interferometry times (up to one minute) by using an optical cavity to form the trapping lattice [90, 91] and \(^{88}\text{Sr}\) is an interesting candidate to further these experiments.

The main transitions required for cooling and trapping and atom interferometry are shown in
Table 2.1: Abundances, mass, spin and magnetic moment values of all the cadmium isotopes.

<table>
<thead>
<tr>
<th>Isotope</th>
<th>Mass (amu)</th>
<th>Abundance</th>
<th>Spin</th>
<th>Magnetic moment</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{106}\text{Cd}$</td>
<td>105.91</td>
<td>1.25 %</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$^{108}\text{Cd}$</td>
<td>107.90</td>
<td>0.89 %</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$^{110}\text{Cd}$</td>
<td>109.90</td>
<td>12.51 %</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$^{111}\text{Cd}$</td>
<td>110.90</td>
<td>12.81 %</td>
<td>1/2</td>
<td>-0.5943</td>
</tr>
<tr>
<td>$^{112}\text{Cd}$</td>
<td>111.90</td>
<td>24.13 %</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$^{113}\text{Cd}$</td>
<td>112.90</td>
<td>12.22 %</td>
<td>1/2</td>
<td>-0.6217</td>
</tr>
<tr>
<td>$^{114}\text{Cd}$</td>
<td>113.90</td>
<td>28.72 %</td>
<td>0</td>
<td></td>
</tr>
<tr>
<td>$^{116}\text{Cd}$</td>
<td>115.90</td>
<td>7.47 %</td>
<td>0</td>
<td></td>
</tr>
</tbody>
</table>

Figure 1.2. In addition to this the so-called magic wavelength at 813 nm should also be considered important. In particular, atom interferometry will benefit from high-power and high mode quality beams at 461 nm, 689 nm and 698 nm, for the reasons discussed below in Section 2.3.2. High powers at 461 nm and 689 nm are also needed for efficient cooling and trapping. While the saturation intensity of the 689 nm transition is very low, so is the velocity range of its cooling force (equation 2.18). Magneto-optical traps on $^1\text{S}_0 - ^3\text{P}_1$ therefore typically require the laser to be frequency modulated [92], which increases the power demands of the system.

Overview of cadmium

Cadmium is a soft transition material with an atomic number of 48 and it consists of eight isotopes in total (out of which six are abundant). It most commonly finds its applications in electroplating, batteries and pigments, and is water-insoluble along with being toxic for humans. Of the eight isotopes, six are spin-0 bosons and the other two are spin-1/2 fermions (see Table 2.1).

From an atomic physics perspective, cadmium is an alkaline-earth-like element with two electrons in the outermost orbit. This gives rise to a singlet and a triplet structure, thereby allowing for a dipole-allowed wide transition at 229 nm and a linewidth of 90.9 MHz [93], an intercombination transition at 326 nm with a 66.6 kHz linewidth [94], and the clock transition at 332 nm with a 7 mHz level of linewidth [95]. Unlike strontium, the generation of ultra-cold cadmium is relatively novel. Indeed, degenerate sources such as a Bose-Einstein condensate (BEC) has not been prepared.
Its basic transitions are shown in Figure 2.4.

The clock transition in cadmium occurs at 332 nm which is in the ultraviolet regime. There is significant metrological interest in using cadmium as a clock due to its reduced sensitivity to black-body radiation [96], an order of magnitude less than strontium. This black-body frequency shift usually contributes to a significant systematic error in atomic clocks [97] and this lower sensitivity will reduce the need for cryogenics in the experiment [98]. The higher frequency of the transition will also increase the intrinsic sensitivity of both atomic clocks and atomic interferometers using this transition.

The singlet transition is the main Doppler-allowed cooling transition at 229 nm. Production
of the DUV at this wavelength is the most challenging one and the characterization and challenges faced in development of the laser system at this wavelength are discussed in Chapter 3. Nevertheless, given its high scattering rate and low wavelength it has the ability to slow down atoms over very short stopping distances and is therefore potentially very useful for bringing the atoms from room temperature to mK levels. The first magneto-optical trap of cadmium was indeed performed on the 229 nm transition, with atoms loaded from an atomic vapor [99]. Here the most dominant loss mechanism of the MOT was also studied, which is the photo-ionization occurring from the $^1P_1$ state. These losses caused by 229 nm pose a challenge in designing a state-of-the-art atom source comparable to those of strontium (Chapter 7).

Eventually the first MOT on the intercombination was also performed and studied [54]. The atoms are loaded from a cadmium dispenser and the two MOTs on the 229 nm and the 326 nm transitions are performed at the same location. This eventually allows for an atomic ensemble close to the 1.58 µK Doppler temperature, with atoms cold enough in order to load them into a magic-wavelength lattice to ultimately perform clock spectroscopy.

Recently, theoretical interest has also increased in cadmium. Calculations on the clock states at the magic wavelengths and their magnetic dipole and electric quadrupole polarizabilities are performed in [55] and the magic wavelength was also measured as 420 nm [54]. It has also very recently been highlighted that cadmium is an excellent choice for making King’s plots to search for new particles and physics [100] and estimations of mass and field shift parameters of the clock and other intercombination transitions are studied in [101].

### 2.3.2 Atom interferometry with intercombination transitions

This section discusses some of the advantages and laser requirements when performing atom interferometry with intercombination transitions. In particular, the cases of multi-photon Bragg interferometry and single-photon (or clock) atom interferometers are considered and discussed in more detail. The technological requirements for accessing these intercombination transitions is highlighted, in particular, the requirement of high-power, narrow-linewidth lasers in order to drive efficient transitions [59].

**Bragg interferometry**

Light-pulse atom interferometry in the multi-photon scheme is performed with counter-propagating laser beams where one beam excites the atom and it undergoes stimulated emission into the other
light-pulse Bragg interferometry. The diffraction order in the case shown is $n = 2$.

There are many different ways to perform these momentum changes, such as stimulated Raman transitions [11], Raman adiabatic rapid passage [102] and Bragg beams [103]. With Raman schemes the momentum change occurs along with a change in the internal hyperfine structure within the atom, whereas only the external momentum state change is acquired in the case of Bragg interferometry. Since the internal electronic state of the atoms remains constant in the Bragg procedure, errors from the Stark shift and some density dependent state shifts can be avoided. Due to the absence of hyperfine structure in the ground states of cadmium and strontium, the remaining discussion is restricted to the Bragg scheme.

While Bragg beams do not change the internal electronic state of the atom, the interferometric beams are coupled to a transition, as shown in Figure 2.5. The resonance condition for the two beams to perform diffraction is shown in equation 2.51, where $E_R = \hbar k/2m$ is the recoil energy, $\delta = \omega_1 - \omega_2$ is the angular frequency difference between the two Bragg beams and $n$ is the diffraction order.

$$nh\delta = 4n^2E_R$$ (2.51)

The Rabi frequency of the Bragg interaction is shown in equation 2.52, where $\Omega_0$ is the Rabi
frequency from the individual beam component as defined earlier in equation 2.15 and $\Delta$ is the detuning shown in Figure 2.5.

$$\Omega_B = \frac{\Omega_0^2}{2\Delta}$$ (2.52)

An interesting property of intercombination transitions using Bragg beams is the number of atoms lost due to single-photon scattering (spontaneous emission). These losses occur because the Bragg beams can also cause standard scattering events as defined earlier by the scattering rate $R$ (equation 2.13). For a standard Mach-Zehnder sequence the total interaction time is $2\pi/\Omega_B$ so the expected number of scatters $S$ is $2\pi R/\Omega_B$. This is given in equation 2.53.

$$S = 2\pi R \frac{1}{\Omega_B} = 2\pi \left( \frac{\Gamma}{2} \frac{I/I_{sat}}{1 + I/I_{sat} + 4\Delta^2/\Gamma^2} \right) \left( \frac{4\Delta^2 I}{4\Gamma^2 I_{sat}} \right)$$ (2.53)

Equation 2.54 shows that these losses $S$ do not depend on the intensity of the Bragg beams, but only on the relative detuning by considering that at large detunings $I/I_{sat} \ll 4\Delta^2/\Gamma^2$ and so the denominator of the scattering rate can be written as $4\Delta^2/\Gamma^2$.

$$S \approx 2\pi \left( \frac{\Gamma}{2} \frac{I/I_{sat}}{4\Delta^2/\Gamma^2} \right) \left( \frac{\Delta}{4\Gamma^2 I_{sat}} \right) \approx \frac{\pi \Gamma}{\Delta}$$ (2.54)

This means that to reduce losses and maximize coherence, large relative detunings $\Delta/\Gamma$ should be used. As the linewidth for intercombination transitions is much less than the dipole transition’s linewidth, this means that smaller absolute detunings $\Delta$ are needed. This is a major practical advantage as small detunings are much simpler to achieve experimentally, as shown already in strontium [41]. Figure 2.6 shows this advantage in the case of the $^1S_0 - ^1P_1$ and $^1S_0 - ^3P_1$ transitions of cadmium, assuming they have the same Rabi frequency and same absolute detunings.

Figure 2.6 shows another advantage of using the intercombination transitions of cadmium and strontium for Bragg interferometry. Assuming the same relative detuning and intensity of the Bragg beams, a higher Rabi frequency can be achieved with the intercombination transition than the dipole-allowed transition. To see this consider that for a fixed relative detuning and intensity, the Rabi frequency scales as shown in equation 2.55.

$$\Omega_B \propto \frac{\Gamma}{I_{sat}}$$ (2.55)

As the saturation intensity is also proportional to the natural linewidth, equation 2.14 can be used to show that $\Omega_B \propto \lambda^3$. Therefore the intercombination transition will result in a higher Rabi frequency as shown in Figure 2.6 in the case of cadmium. In Figure 2.6, $\Delta=500 \Gamma$ and the beam waist $w = 5 \text{ mm}$, which shows that high power Bragg lasers are needed if fast Rabi frequencies (>kHz) are to be achieved.
While the intrinsic sensitivity may be lower when using intercombination transitions, the faster Rabi frequencies and especially reduced spontaneous emission losses make them an excellent practical choice for Bragg interferometry.

**Single-photon Atom Interferometry**

The earlier discussions have assumed perfect interferometry lasers and therefore control of the atomic states. In reality, many things reduce this perfect control, including atom temperature and laser noise. One way to mitigate this is to use high Rabi frequencies, which is useful in improving pulse fidelity in both the cases of non-zero temperature (momentum width) [104] and in the presence of laser noise [59]. This requires high intensity interferometry beams.

In practice for an atom interferometer, high intensity means high power. This is because the beam cannot be made arbitrarily smaller as this will lead to wavefront curvature and therefore phase variations across the atomic cloud. Tight focusing will likewise lead to intensity variations and therefore Rabi frequency variations across the cloud. Both these effects will lead to a systematic effect in the differential phase shift. In the ideal case, the atoms would be interacting with plane waves with smooth flat intensities, which is approximated when the beam is much larger than the atom cloud and the Rayleigh length is much larger than the interferometry region. However, making the interferometric beam larger will also lead to reduced intensity and therefore reduced Rabi frequencies and can also lead to increased diffraction when the beam passes through the vacuum.
For clock atom interferometers, the demand for high power represents an important practical difference with atomic clocks. The role of laser noise and Rabi frequencies for clock atom interferometers has recently been studied [59], but here the basic power requirements can be demonstrated by showing the calculated Rabi frequencies, according to equation 2.15, for cadmium and strontium as shown in Figure 2.7. As can be seen for the desired large beams \((w > 5 \text{ mm})\), >100 mW of power are required for \(\Omega/2\pi > \text{kHz}\). For this reason, it has been suggested to use cavities to build up power for clock atom interferometers [106], but here work on clock lasers with > 1 W power is presented (Sections 4.3 and 5.2).

### 2.3.3 Test of the weak equivalence principle

This section focuses on the possibility of using the cadmium-strontium atom interferometer to search for violations of the weak equivalence principle (WEP) or the universality of free-fall (UFF). General relativity, still the latest and current theory of gravity, is centered around these two principles, so it is important to understand and look for deviations around this principle to enhance any further extensions to the current understanding of gravity, especially its combination with quantum physics. As laboratory interferometers are invariably sensitive to gravitational acceleration, atom interferometry with two species is a natural testbed for understanding the effects of gravity on chamber viewports [105], as calculated for the dual-species interferometry chamber in Section 8.3.

Figure 2.7: Calculated Rabi frequency for resonant interaction of laser light with clock transitions as a function of interferometric beam power for different waists for (a) cadmium and (b) strontium.
Table 2.2: Estimation of effective $k_{\text{eff}}$ vector ratio (by using suitable Bragg order $n$ for each atom) for dual-species interferometer tests of UFF. Maximum common-mode noise rejection is obtained by setting the same interrogation times $T_A = rT_B$, where $r = \sqrt{k_{B_{\text{eff}}}/k_{A_{\text{eff}}}}$

<table>
<thead>
<tr>
<th></th>
<th>$\lambda_A$ (nm)</th>
<th>$\lambda_B$ (nm)</th>
<th>$r = \sqrt{k_{B_{\text{eff}}}/k_{A_{\text{eff}}}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rb</td>
<td>780.2</td>
<td>766.7</td>
<td>1.009</td>
</tr>
<tr>
<td>Yb</td>
<td>398.9</td>
<td>780.2</td>
<td>1.011</td>
</tr>
<tr>
<td>Sr</td>
<td>460.9</td>
<td>228.8</td>
<td>1.004</td>
</tr>
<tr>
<td>Sr</td>
<td>689.4</td>
<td>326.1</td>
<td>1.028</td>
</tr>
</tbody>
</table>

different masses.

Deviations from WEP can be quantified using the Eötvös parameter, which is expected to be zero according to general relativity. Current leading WEP values come from the MICROSCOPE collaboration, which recently published the final results using classical test masses on a satellite [107]. No violation of WEP was observed down to the $10^{-15}$ level of the Eötvös parameter. Along with this, the precision measurements performed with lunar ranging experiments have also measured down to $10^{-14}$ [108] with no violations recorded.

In the realm of atom interferometry, violations have most commonly been looked for by using two rubidium isotopes undergoing free-fall [109–112]. The best limit on the UFF from atom interferometry is currently at the $10^{-12}$ [111]. Clearly, this limit is much worse than tests done with other techniques as discussed above. Instead, dual-species interferometry has been done with rubidium and potassium [113] and proposed for ytterbium and rubidium [114]. The later suggests a theoretical sensitivity to violations down to the order of $10^{-13}$. For higher accuracies to rival e.g. MICROSCOPE, performing such dual-species interferometers in space may be required, as this can provide longer interferometry times.

However, atom interferometry allows for WEP tests in unique ways, not accessible to experiments using classical masses. For example, simultaneous atom interferometry with rubidium atoms in different hyperfine states [112, 115], different spin states [116], and using rubidium atoms in a superposition of hyperfine states [117] has been studied which can provide insight on the quantum domain of WEP. Different isotopes of strontium have also been studied, taking advantage of using...
\(^{87}\)Sr and \(^{88}\)Sr and therefore one fermion and one boson (rubidium isotopes are both bosons), to
investigate spin-gravity coupling \[118\]. This experiment limits this phenomenon to the \(10^{-7}\) level.

For this purpose, atomic cadmium with six bosons and two fermions can be utilized. Bosonic
isotopes of these elements can be used to perform Bragg interferometry and can be used to test the
universality of free fall. The common-mode noise rejection in the large-momentum-transfer Bragg
interferometry of the two species can be maximally cancelled if the interrogation times have a unit
ratio \((r = T_A/T_B)\). This ratio \(r \) is \(\sqrt{k_B/k_A}\), with \(k_A\) and \(k_B\) being the effective \(k\) vectors of the
interferometry beams for both species \[119\]. By selecting a suitable order of Bragg diffraction,
the momentum transfer on both the atomic species (i.e. the effective \(k\) vectors) can be made as close to
equal as possible and the common-mode noise rejection can be maximized. For the dipole-allowed
\(^1\)S\(_0\) \(-\) \(^1\)P\(_1\) transitions of cadmium and strontium (229 nm and 461 nm, respectively), this ratio is
1.004. In comparison to the above-mentioned Rb-K (780.2 nm, 766.7 nm, \(r = 1.009\)) or Yb-Rb
(398.9 nm, 780.2 nm, \(r = 1.011\)), the Sr-Cd ratio \(r \) is better. These results are summarised in
Table 2.2.

### 2.3.4 Quantum interference of clocks

Another striking feature of general relativity is the gravitational redshift or time dilation effect. This
law states that the speed of a clock depends upon the strength of the gravitational potential of its
position. This prediction of general relativity has been experimentally verified many times, including
the use of optical clocks on the laboratory scale \[120\]. Very recent demonstrations have shown
changes in strontium optical clocks with changes of height of few cm \[85\] and a few mm \[84\]. These
measurements are so sensitive that they have been practically used for geodesy using transportable
clocks, for example inside a mountain \[121\] and at different floors of a skyscraper \[122\]. In addition
to these demonstrations, gravitational time dilation has some interesting fundamental implications
that can be checked when combining optical clocks with atom interferometers.

General relativity considers the flow of proper time to vary with space-time trajectories, while
such defined paths are forbidden according to quantum mechanics. In the classical state of motion
regime of the atom in a quantum clock, the clocks experience time dilation in the weak field and
low velocity limit in accordance with the general relativity \[123\]. However, quantum effects like the
dependence of the interferometric fringe visibility on the gravitational time are significant and cannot
be treated as a systematic error, but instead require a quantum change to the general relativistic
notion of proper time \[60\]. Changes in phase-shift also occur simultaneously and a dual-species atom
Figure 2.8: (a) Idea of experiment to test for gravitational-induced decoherence of a clock interferometer. (b) Expected signal as a function of interferometer time. Adapted from [60].

interferometer could be ideal to perform the precision measurements of the phase-shift parameter and subsequently the induced decoherence can be studied. The idea that this might be a kind of decoherence mechanism got some theoretical discussion a few years ago [124–126] and has been recently studied in more detail for clock atom interferometers [127] and for atom interferometers more generally [61, 128]. The possible quantification of time dilation effects using the coherence of quantum superpositions could lead to an understanding of the notion of proper time in the realm of quantum mechanics or even a quantum twin paradox. The clock states of cadmium could be an ideal species to test this principle with, as the transition lies in the ultraviolet regime thereby providing higher intrinsic sensitivity of the clock interferometer.

The non-destructive measurement of the quantum state of the atom prior to any interferometric measurement explains the complementarity principle [129]. These measurements are however performed on the external state of the atoms, mainly in the position and the momentum space, where general relativistic effects in the path of the interferometric arms are ignored. Theoretical understanding of the interferometric output considering the time dilation effects arising from the spatial separation of the arms is being studied [60].

Recently, there have been some groups studying about such time dilation effects in a broad range of phenomena related to clocks and spectroscopy. For the observed frequency shift in the ion trap atomic clock, an additional shift is also predicted thereby showing the deviations from the ideal theoretical clock model [130]. Another theoretical demonstration is discussed where the uncertainty in the time measured (due to the entanglement in the internal state of the atom and the external degrees of freedom) is lost by delocalizing the clock and a better precision is regained back.
by performing a measurement on the clock state. This quantum time dilation is further illustrated where the clock in a superposition state of the momentum wave packets [131]. The consequence of quantum dilation shows up as a change in the atomic emission spectrum. The quantum Doppler shift in a hydrogen-like atom clock scales as $v/c$, which is different from the emission rate of atoms which are in the superposition of the momentum states as $v^2/c^2$ [132].

By performing precision spectroscopy on the clock transition with the help of velocity-selective Bragg diffraction, the internal clock state and the external degrees of freedom of the atoms can be manipulated independently. This allows for the possibility to perform atom interferometry on an ensemble of atoms which have been prepared in a superposition of clock states. If the two arms of this interferometer are at different gravitational potentials (e.g. heights), then the gravitational time dilation can provide which-path information and therefore lead to a reduction in contrast. In the case of strontium, a similar idea is proposed which uses the magic wavelength of 813 nm to perform the large-momentum-transfer Bragg transitions, which demands higher powers [61].

Figure 2.8 shows the idea of an interferometer formed from two atomic clocks in a superposition at different heights. The decoherence is predicted to be observed in the interferometric signal as a periodic signal with a period $p = \pi h/\Delta E$, where $\Delta E$ is the energy difference of the two states. This signal can be seen fully in the interferometric output if $h\Delta T = c^2/gf$, where $h$ is the difference in height of the two interferometric arms and $\Delta T$ is the total time spent at those arms and $c$, $g$ and $f$ are the speed of light, gravitational acceleration and the clock transition frequency. For cadmium and strontium these values are 10 ms and 21 ms. In the case of cadmium, a 2 m height arm distance and a $\Delta T$ of about 5 s is enough to observe the periodic decoherence in the fringe output [60]. Strontium can potentially act as reference to confirm that the loss of coherence is really due to this effect and not e.g. background gas collisions etc.
Chapter 3

Infrared vertical-external-cavity surface-emitting laser as a master source for the $^1S_0 - ^1P_1$ transition of cadmium

This chapter focuses on the development of a laser system to access the broad $^1S_0 - ^1P_1$ transition of cadmium. In particular, a novel infrared vertical-external-cavity surface-emitting laser (VECSEL) is presented, developed specifically for this purpose in collaboration with a commercial company (Vexlum) [57]. The VECSEL offers easy tunability in the approximate range of 910 - 930 nm, meaning that it can act as a master source for the $^1S_0 - ^1P_1$ transition of both strontium and cadmium, highlighting the technological synergy between these species. The main focus of this chapter is the development of the 229 nm light required for cadmium, but the performance of the system at 461 nm is also shown. As both the VECSEL at these wavelengths and the production of 229 nm were relatively undeveloped at the time of commencement of the experiment, a more historical approach is taken to guide and explain the technological challenges and how they were overcome. A more recent version of this VECSEL, where some of the limitations of this first-generation model have been solved, has been optimized for 461 nm and is presented briefly later in Section 5.1.
3.1 Introduction: Vertical-external-cavity surface-emitting lasers (VECSELs)

The wavelengths of the $^1S_0 - ^1P_1$ transition are 229 nm and 461 nm for cadmium and strontium, respectively. This broad transition is useful in slowing and trapping the atoms in the form of Zeeman slowers, 2D/3D magneto-optical traps (MOTs) and optical molasses, and may also be used to perform Bragg interferometry. In order to enable the above techniques, the important requirements are to have a high-power, low-noise, single-frequency tunable laser source with good spatial mode quality [57]. It would be helpful and advantageous to have a compact yet robust source which can be easily maintained and is portable [133].

There are however, a limited number of laser sources in the wavelength regime of 450 - 470 nm. A stable laser source at these wavelengths would help in generating the deep ultraviolet (DUV) light at 229 nm via second-harmonic generation (SHG). Narrow-linewidth lasers are useful when using high-finesse, resonant cavities to perform this frequency doubling. In the recent times, there have been laser diodes emitting up to 1 W of power at 460.86 nm in the market, which are mainly designed to access the main cooling transition of strontium. These laser systems use a master external-cavity diode laser (ECDL) to inject a slave diode system. The longevity of this laser is determined by injection percentages into the slave diode and also the lifetimes of the employed diodes [128].

An alternative to direct production in the blue is to begin in the infrared (IR) regime. Expensive laser systems in the infrared region at 900 - 940 nm such as Ti-sapphire and neodymium-doped fiber systems are available, but come with large footprints and considerable expense. A smaller-scale laser source could be the usage of ECDLs coupled into tapered amplifiers before frequency doubling of the IR light. It is possible to achieve around 70 % coupling into the tapered amplifier from the infrared and to produce powers up to around 2 W [134]. Here, however, the poor and variable mode quality of the tapered amplifier output means that it is difficult to efficiently couple this power into a doubling cavity. Powers produced in the visible region are therefore limited to 500 - 1000 mW.

Here a vertical-external-cavity surface-emitting laser is employed, termed as VECSEL [135]. This laser produces high-power and narrow-linewidth IR radiation with an excellent mode quality and single-frequency operation. The low-noise operation of VECSELs is due to the low carrier lifetime, which is crucially less than the photon cavity lifetime [135]. It has a relatively simple configuration and is quite compact along with being lower in cost, in comparison to the above mentioned systems (cf. the Ti-sapphire laser presented in Section 5.2). The footprint of the laser is about $19 \times 32 \text{ cm}^2$. 

and is just one key-turn away from lasing at the desired settings, provided the internal drivers and wavelength selecting elements are at the right temperature setting [57].

There are low-noise tunable VECSELs that have previously been applied in the atomic physics community but were not commercialized and have not gained widespread adoption. Experiments using these lasers sources include the generation and manipulation of magnesium ions to perform quantum information processing experiments. By using two-successive frequency doubling stages, light at 285.3 nm resonant with $^1S_0 - ^1P_1$ transition in magnesium atoms is produced by a VECSEL with an intra-cavity lithium tri-borate crystal. Also light for the Doppler cooling of $^{25}$Mg$^+$ is generated with the same technique, specifically for the cycling and re-pumping transitions at 279.6 nm and 280.4 nm respectively [136]. An AlGaInP-based VECSEL system has been used to access the narrow-linewidth intercombination transition of strontium atoms at 689 nm. It operates with sub-kHz linewidth and can be applied to laser cooling, trapping and interferometric purposes with neutral strontium atoms [137]. Finally, two VECSELs were used to generate ultraviolet light at 235 nm and 313 nm for the purpose of photo-ionization of beryllium atoms. They are also used to laser cool these $^9$Be$^+$ ions and to perform quantum information processing experiments with trapped beryllium ions [138]. The laser also demonstrated the capability to produce high-fidelity quantum gates [138].

This chapter is mainly focused on the performance characterization of a VECSEL based on a novel gain chip design and operating at 915 nm. It will also delve into the details of the production of the second-harmonic blue at 458 nm and another frequency doubling stage to produce the deep ultraviolet (DUV) light at 229 nm using home-made bow-tie cavities. With the DUV produced, precision frequency measurements are performed via spectroscopy on a novel cadmium atomic beam, as reported in Chapter 6. The results of the characterization of this novel system have been previously reported in [57].

### 3.1.1 Laser internal and external set-up

The developed VECSEL was produced by the company Vexlum and characterized at the University of Florence. It is capable of lasing with W-level output powers in the wavelength range 910 - 928 nm. This laser is based on a novel gain chip mirror design which emits in the 900 - 930 nm range of the spectrum and is pumped by a semi-conductor diode laser at 808 nm with output powers up to 15 W. The combination of this gain chip along with a birefringent filter, etalon and a curved mirror with a piezo electric transducer (PZT) form an optical resonant cavity. Figure 3.1 shows the
Figure 3.1: Internal components of the laser: Laser cavity - consisting of a gain chip mounted onto a heat sink along with frequency selective elements - birefringent filter (BRF), etalon and a piezoelectric transducer (PZT) on the out-coupling mirror (OC).

internal structure of the laser cavity which gives an idea of how these wavelength selecting elements are placed within the cavity.

The gain chip is a monolithic semi-conductor structure which rests on a high thermal conductance $3 \times 3 \times 0.3$ mm$^3$ diamond heat-spreader. The disk shaped geometry of the heat spreader aids in efficient heat extraction from the pump laser to the thermoelectric element (TEC) stabilized cooling mount. The heat is further transmitted to a heat-sink which is cooled down with a chiller maintained at 20 °C.

This gain chip is grown on GaAs substrate and the active region of this substrate consists of GaInP window and multiple quantum wells made up of GaInAs. These quantum wells are placed at the anti-nodes of the emission, which enhances stimulated emission and prevents amplified spontaneous emission [135]. Figure 3.2 shows the schematic of the gain mirror and its cooling assembly.

The new semi-conductor is coated with an anti-reflection using ion-beam sputtering in order to minimise the reflections of the pump light. It also helps in protecting the semi-conductor surface from the tightly focused, high power 808 nm pump beam. With this gain mirror and a curved out-coupling mirror, a 12 cm cavity is formed. The transmission of the curved mirror is 1.5 % with a radius of curvature of 200 mm. Using this, the waist size of the pump beam on the gain chip is matched to the waist of the cavity for efficient coupling of the stimulated emission to the waist of the cavity. This cavity is not under vacuum but is tightly sealed from the external environment.

The tunability ranges of the frequency selective elements within the laser cavity are shown in Table 3.1. The most coarse selection is obtained by manually rotating a birefringent filter for which
Table 3.1: Frequency selective elements of VECSEL internal set-up and their tuning range

<table>
<thead>
<tr>
<th>Element</th>
<th>Frequency range</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain chip</td>
<td>–</td>
</tr>
<tr>
<td>BRF rotation</td>
<td>10 - 0.1 THz</td>
</tr>
<tr>
<td>BRF temperature</td>
<td>1 - 0.1 THz</td>
</tr>
<tr>
<td>Etalon temperature</td>
<td>100 - 1 GHz</td>
</tr>
<tr>
<td>PZT</td>
<td>0 - 1 GHz</td>
</tr>
</tbody>
</table>

there is a separate outlet on the top of the laser housing to access it. This gives a coarse tuning from 10 - 0.1 THz. This feature is generally used while changing the laser frequency to access one of the two cooling transitions at 229 nm (for cadmium) or at 461 nm (for strontium). This alteration can also be achieved in a more refined way by changing the temperature of the birefringent filter, between values of 27 - 40 °C. With this tuning, 1 - 0.1 THz of range is achieved.

Finer tuning is achieved by varying the temperature of the etalon, whose presence also helps to ensure single-frequency emission. Changes in the etalon temperature lead to changes in the optical path length of the beam and therefore the frequency. The etalon works in a temperature range of 27 - 80 °C corresponding to frequency tuning range of 100 - 1 GHz. Figure 3.3 shows how changes in the temperature in the birefringent filter the and etalon leads to a corresponding change in the laser emission frequency and also the respective power. As can be seen, there is a range of tunable temperatures of these frequency selective elements, which correspond to a varying optical power.

Figure 3.2: Gain chip on a $3 \times 3 \times 0.3$ mm$^3$ diamond heat spreader, schematic of the cooling body of the gain chip which shows the TEC and heat sink.
The finest tuning element is the length of the cavity which is adjusted by the piezo-electric transducer (PZT) on the curved mirror. It is a continuous tuning method, whereas the previous methods are discrete in nature, and allows for a continuous frequency change within the free spectral range (FSR) of the etalon. When the PZT on the output coupler is tuned the frequency is changed smoothly within the mode of the etalon. Once the edge of the etalon mode is reached, a mode hop is observed thereby showing up as a discontinuity in the frequency domain. This is experimentally seen as a sudden jump in the power. The mode-hop free scan is therefore the FSR of the etalon which is 1.2 GHz (Figure 3.3). However, it is possible to change the temperature of etalon at the same time as moving the PZT which means one would be able to stay on resonance with a single etalon mode for a longer range (as changing the temperature changes the length of the etalon and hence its central frequency). This PZT has a measured sensitivity of 14.2 MHz/V and is used to actively stabilize the laser. It has a bandwidth of 50 kHz, measured by looking at the amplitude modulation of the output laser light.

While all the above methods generally exhibit hysteresis, with these wavelength-selective elements, a continuous frequency control over 1.2 GHz free spectral range (FSR) in the infrared (IR) and across a full range of 20 nm is achieved.

The set-up described above consists of a laser head, a control unit and a chiller. The control unit head allows us to set the temperatures of the laser driver’s thermoelectric cooler (TEC), gain chip,
etalon and the birefringent filter (BRF) and is easy to operate, close to a turn-key system. There are two channels in the laser housing which allow the inflow and outflow of distilled water which helps in maintaining the overall temperature of the laser head and all the elements in it at 20 °C. The chiller employed not only ensures constant temperature but also helps in keeping the length of the laser cavity stable thereby reducing the relative intensity noise (RIN) and the frequency noise of the laser. This makes the laser resistant to variable atmospheric conditions and helps in producing constant powers.

Finally, it has been observed that there is some absorption due to the water vapor molecules in the air at 900 - 930 nm wavelength. To avoid any water traces the cavity is purged with nitrogen. The absorption due to the water molecules reduces the circulating power within the cavity which decreases the output lasing powers. The master laser head therefore has an aluminium housing with an inlet for, a very low pressure flow of nitrogen gas, <2000 sccm with a tube of 6 mm diameter. The outlet pipe also allows to connect, for example, another laser in series which could require the nitrogen flow, compromising with a reduced pressure of the flow.

3.2 Laser behaviour and primary second-harmonic generation (SHG) at 458 nm

3.2.1 VECSEL characterization

The VECSEL emits with a nearly circular Gaussian beam with excellent mode quality, with a measured $M^2$ value of less than 1.02. Figure 3.4 (a) shows the output power produced as a function of emission wavelength. This laser can produce powers greater than 1 W in the region of 908 - 915 nm and greater than 2 W between 915 - 928 nm. It is observed that the higher powers are produced at higher wavelengths until dropping down rapidly, with a maximum of $\sim$3 W are obtained at around 925 nm.

Figure 3.4 (b) shows the output power produced with respect to the current of the pump laser diode at both 915 nm and 922 nm emission, relevant for the main cooling transitions for cadmium and strontium, respectively. The vertical error bars correspond to the systematic error arising from the accuracy of the power meter used for the measurement. It is 3 % as specified by the manufacturer. The wavelength is measured with a commercial wavemeter (WaveMaster, Coherent). The maximum power this master laser can emit is $\sim$2 W at a wavelength of 915 nm. The produced power can
Figure 3.4: (a) VECSEL optical power produced with respect to wavelength of emission at a pump laser diode current of 24 A. (b) VECSEL power produced with respect to laser diode current close to the target wavelengths (blue squares at 921.7 nm, and red circles at 915.8 nm). Error bars are from the systematic error of the power meter.

be enhanced by lowering the gain chip temperature. Figure 3.5 shows such a measurement and the highest power obtained being 2.01 W at 18 °C.

During the power measurement at the highest laser diode current of 25 A at a wavelength of 921.724 nm, there was irreparable damage to the gain chip. It was initially misunderstood as a loss of alignment and several trials were made by tweaking the out-coupler mirror in order to retrieve the lost power. Figure 3.6 shows the functioning chip without damage first and then in the next panel one can observe the non-circular nature of the illuminated spot by the pump laser on the gain chip, confirming the predicted damage. The laser was sent back to the company and had the gain chip replaced with a new design. The Vexlum company made upgrades to the gain chip design due to the excess heating observed at these wavelengths. For this reason, a more recent model has been implemented for addressing the $^1S_0 - ^1P_1$ of strontium (see Section 5.1).

The frequency noise and the intensity noise properties of the laser are studied. A stable power production is observed over 1 hour at a pump diode current of 25 A. The power is measured to be within $\pm 0.5$ % of the initial starting value throughout this time period [57]. This and the relative intensity noise (RIN) is described in more detail in Section 3.2.2.

Figure 3.7 shows the spectral density of the frequency noise of the free-running laser. To perform
this measurement of the free-running laser, the VECSEL is aligned to a home-made bow-tie cavity. The error signal is generated using the Hänsch-Couillaud locking technique from the reflected signal from the cavity. The electronic circuit board for generating this signal consists of a polarizing beamsplitter and small-area photodiodes at both transmission and reflecting outputs, which are then connected to trans-impedance amplifiers and subtracted. The cavity acts as a frequency reference and the obtained error signal contains the information about the frequency fluctuations of the laser with respect to the frequencies the cavity is resonate with.

The slope of the error signal is calibrated by using the linewidth of the cavity. The linewidth of the cavity is measured by using side bands spaced at 10 MHz with an electro-optical modulator (EOM). The value is measured to be approximately 2 MHz. The error signal measurement is taken at various frequency ranges using an oscilloscope. Figure 3.7 shows the frequency noise measurement of the free-running laser and the background. The background measurement (dashed black line) is performed when the laser is tuned out of resonance with the cavity. From the power spectral density of the frequency noise (red line) and the background, a peak at 1 kHz is observed. This peak arises from the electrical noise of the supply from the pump diode laser and can be removed by filtering this electronic signal. Linewidth of the emission can be characterized in multiple ways, one such evaluation is based on the phase noise spectral density function, also termed as fast linewidth. This
Figure 3.6: Image of the (a) functional gain chip and (b) of the burnt gain chip (non-circular emission observed). The yellow square represents the approximate area of the gain chip.

Linewidth $\Delta \nu$ is defined as given in equation 3.1 [139]:

$$
\int_{\Delta \nu/2}^{f_{\text{max}}} S_\phi(f) \, df = 1 \quad (3.1)
$$

where the phase noise is given by equation 3.2, within which $S_\nu(f)$ is the measured power spectral density of the frequency noise:

$$
S_\phi(f) = \frac{S_\nu(f)}{f^2} \quad (3.2)
$$

The linewidth is estimated to be 8 kHz according to the definition from the equation 3.1. The root-mean-squared linewidth is also considered at different timescales by integrating $S_\nu(f)$:

$$
\Delta \nu_{\text{rms}}^2 = \int_{1/t}^{f_{\text{max}}} S_\nu(f) \, df \quad (3.3)
$$

This method gives linewidths of 4 kHz and 100 kHz at timescales of 100 $\mu$s and 100 ms, respectively. This result is in agreement with the linewidth calculated from the beta-line estimation method [140] which is about 1 kHz at 100 $\mu$s timescale. This value is much less in comparison to the transition being addressed which is about 32 MHz and 90.9 MHz for strontium and cadmium, respectively. However, this low linewidth helps in better coupling efficiencies by using almost 90% of the IR power for the second-harmonic generation purpose, which is discussed in the next section. In any experiments where one requires narrower linewidths at such frequencies, there is also a possibility of locking this laser to a high-finesse cavity. This represents a major improvement with respect to ECDL and tapered amplifier based schemes, where the linewidth is typically much higher (>100 kHz).
3.2.2 SHG production in a resonant lithium triborate (LBO) cavity

For the production of the second-harmonic generation light (SHG) at 458 nm, the infrared light at 915 nm is mode matched to a home-made bow-tie cavity using a nonlinear crystal as the doubling medium. This section begins with the theoretical description of SHG production in a resonant cavity before the cavity design and performance is discussed. The SHG power is given by equation 3.4, where $P_\nu$ is the fundamental power and $E_{nl}$ is the nonlinear coefficient of the crystal:

$$P_{2\nu} = E_{nl} P_\nu^2$$  \hspace{1cm} (3.4)

It is clear that increasing the produced SHG is dependent upon maximizing $E_{nl}$ and especially $P_\nu$ due to the square dependence. The nonlinear coefficient of the crystal is given by equation 3.5 [141], where $d_{\text{eff}}$ is the nonlinear coefficient of the crystal, $l$ is the length of the crystal, $n_\nu$ and $n_{2\nu}$ are the refractive index of the crystal for the fundamental and SHG, $\alpha$ is the absorption in the crystal and
\( \lambda \) is the wavelength of the fundamental light:

\[
E_{nl} = \frac{16\pi^2 d_{\text{ef}}^2 l}{\epsilon_0 \varepsilon_0^4 n_{\nu} n_{2\nu}} e^{-nlh_m}
\] (3.5)

For phase matching condition, \( n_{\nu} = n_{2\nu} \). The parameter \( h_m \) is the Boyd-Kleinman coefficient which depends on the walk-off angle of the crystal and the ratio of the crystal length to the Rayleigh length of the focused input [142]. To maximize the Boyd-Kleinman coefficient, the waist of the input beam must be carefully selected depending on the crystal length, walk-off and input wavelength. The Boyd-Kleinman factor can be further optimized by considering an elliptical waist [143], but this is not considered in the cavity design described here.

On the other hand, to maximize \( P_{\nu} \) a resonant cavity is used. The circulating power in the cavity is given by equation 3.6 [141], where \( T \) is the transmission of the input coupling mirror, \( \eta P \) is the power coupled to the cavity, \( l_c \) is the linear losses in the cavity excluding the input coupler:

\[
P_c = \frac{T\eta P}{\left(1 - \sqrt{(1 - T)(1 - l_c)(1 - E_{nl}\eta P)}\right)^2}
\] (3.6)

From this, it can be noted that reducing the linear losses of the cavity is very important to maximising the SHG. This means the finesse of the cavity should be as large as possible.

The final consideration is the input coupler. There exists an optimum input coupler for any cavity design and input power. This is given by equation 3.7 [141]. Typically, trials with different input couplers about this value is made and the relative SHG production is maximized.

\[
T = \frac{l_c}{2} + \sqrt{\frac{l_c^2}{4} + E_{nl}\eta P}
\] (3.7)

A home-made doubling cavity has been designed based on these discussed considerations, and inspired by a similar frequency-doubling system which produces 1 W of light at 399 nm from a continuous Ti-sapphire laser at 798 nm [141]. The design of this cavity has been presented previously in [57, 144]. In brief, however, a compact home-made bow-tie cavity is constructed with a lithium triborate (LiB₃O₅, LBO) crystal as the doubling medium. Although crystals like potassium titanyl phosphate (KTP) are available with higher nonlinear coefficients, the LBO crystal was chosen as it is meant to be durable and long-lasting. For example, there is an age-related damage process in KTP called grey-tracking which leads to decrease in performance with time [145]. The cavity is built in a monolithic aluminium housing, which can be tightly sealed and the cavity region evacuated. This design is made for enhanced thermal and mechanical stability, with the mirror mounts directly screwed into the bulk of the material.
Figure 3.8: (a) Optical schematic of the laser system for generating light at 229 nm or 461 nm. The laser operates at either 915 nm or 922 nm and does not produce these two colours simultaneously. For 229 nm generation, firstly the IR output of the VECSEL is shaped and frequency doubled to 458 nm which is used to generate ultraviolet light at 229 nm. (b) Photograph of the opened homemade bow-tie cavity along with the dimensions expressed in mm.

Figure 3.8 (b) shows the internal image of the LBO frequency doubling cavity highlighting the distances between the plane mirrors and the curved mirrors and also the crystal length (15 mm). The two concave mirrors have a radius of curvature of 75 mm, an angle of incidence of 9° and are separated by 87 mm. The tangential and sagittal waists between the curved mirrors are estimated to be 40 µm and 42 µm, respectively. The calculated Boyd-Kleinman factor is 0.28 which is close to the maximum for this given wavelength and the length of the crystal [142]. The design optical path length is 362 mm and the free spectral range is 829 MHz.

The secondary waist is formed at the mid-point between the two plane mirrors and is about 220 µm in the tangential plane and 244 µm in the sagittal plane. One of these plane mirrors is used for incoupling the light and the other has a PZT attached to it to finely vary the length of the cavity. The transmission of this in-coupling mirror is about 1% (nominal and measured), from which the theoretical value of the finesse is calculated to be about 450, as estimated from the roughly expected linear losses in the cavity, such as the reflectivity of the mirror coatings and the absorption in the
crystal. The plane mirror on which the PZT is mounted has a diameter of 6.3 mm, compared to 12.7 mm for the remaining mirrors. This smaller diameter is chosen to minimize the mass or the mechanical load for the PZT. The first mechanical resonance of this PZT mirror is estimated to be at approximately 100 kHz.

The LBO crystal (Raicol) is cut for Type-I phase matching at 25 °C at an angle of 21.7°, the value required for the second-harmonic generation of 458 nm. The crystal has an anti-reflection coating on both sides for both the fundamental and SHG and a 1° angled cut is employed on the input and output faces to avoid etalon effects. The crystal is placed at the mid-distance between the two curved mirrors and is set to be at a constant temperature of 25 °C through feedback via a thermoelectric cooler attached to the crystal mount.

This cavity is capable of working for both 915 nm and 922 nm, with the mirrors coated for both wavelengths and negligible changes to the cavity’s optical parameters. Each time the emission wavelength is altered, the phase matching angle to the crystal has to be adjusted for optimal performance. To match for the wavelengths for cadmium and strontium cooling transitions, the crystal angles are optimized for both the cases where one can simply alter the crystal position for the best performance. For this, a five-axis aligner is used which allows independent translation about all three coordinate axes to position the crystal precisely in the x, y and z directions. There are tip and tilt control screws from two independent positions in each case, which means in addition to translation, the crystal can be angled in the two transverse directions. Finally, it is also possible to translate the crystal in the axial direction to centre it at the cavity focus.

Light is sent to this cavity as shown in Figure 3.8 (a). The first component in the optical set-up is a 60 dB Faraday isolator which helps in preventing any back reflections to the laser cavity. A bi-convex lens of 500 mm focal length is used to match the IR beam to the secondary waist within the cavity. Very high coupling efficiencies of up to 90 % are achieved, due to the excellent mode quality of the VECSEL (see Section 3.2.1).

The performance of the cavity is optimized by measuring the finesse in gradual steps. Firstly, the input beam is aligned by removing the in-coupling mirror to make sure the height is at the center of the cavity mirrors and to confirm if the beam hits the center of the remaining three mirrors. This process is done iteratively. The power of the SHG is optimized in this single-pass configuration before closing the cavity. This is done by adjusting the position of the crystal carefully. Once the optimum position of the crystal is achieved, the in-coupling mirror is placed and the cavity is closed. This helps in building up the power in the closed cavity configuration and the SHG is maximized by
tweaking the mirrors, but not moving the crystal position. Once the power has been optimized with the mirrors, the phase matching angle of the crystal is re-optimized and this process can continue iteratively.

In each of these steps, the finesse is measured by observing the transmission peaks and compared to the theoretical value which gives an idea of which component is responsible for power losses observed, if any. Following this optimization procedure a finesse of around 400 is measured, slightly lower than the theoretical maximum given above. The finesse measurement is performed by introducing side bands at 10 MHz by using an electro-optical modulator (EOM) and then fitting the cavity resonance to a Lorentzian to estimate the linewidth. With this EOM, the spacing of the side-bands is used as a frequency reference in calibrating the resonance peaks from the cavity.

When the cavity is not under vacuum, in one full triangular sweep (i.e. both up and down in frequency), the transmission peaks from the cavity do not look symmetrical. During a sweep up in frequency, the peak looks thinner and sweep down the peak looks wider than the usual. This is attributed to a pushing and pulling effect due to the high-circulating powers causing a heating effect. This shows up as a change in the optical path length and the symmetry breaking with respect to the change in frequency of the laser results in the varying transmission peaks while changing the sweep. When the cavity is under vacuum, this problem is solved and uniform peaks are observed. For the vacuum, a rubber O-ring and a Swagelok along with a membrane pump is used to reduce the pressures to the 1 mbar level. This vacuum also protects the cavity from acoustic noise and helps in generating better and more stable locks.

The cavity is locked to the laser by using the Hänisch-Couillaud locking mechanism. The derived error signal is sent to the PZT within the cavity to keep it on resonance with the laser via an optimized proportional-integral controller. Figure 3.9 (a) shows the SHG power produced as a function of the fundamental IR light coupled into the cavity at both the wavelengths of interest, 915.5 nm for cadmium and 921.7 nm for strontium. The cavity can produce powers greater than 1 W at 461 nm which can be used directly for strontium atoms. The power is slightly less in the case that the cavity is producing 458 nm for cadmium atoms since the power produced by VECSEL at the respective IR wavelength is lower (Figure 3.4). However, higher conversion efficiencies in the cavity for 458 nm are observed which is attributed to higher finesse and circulating powers or perhaps better alignment and phase matching of the crystal. The shaded region represents the uncertainty from the fitting. This data is fit by varying the linear losses of the cavity whilst holding the other parameters fixed, by theory. From these fitted linear losses, the finesse of these cavities is extracted.
Figure 3.9: (a) Blue SHG power is plotted against the coupled IR fundamental power at both input wavelengths of 915.5 nm and 921.7 nm and below is the residue plot from the fit (performed by varying the linear losses of the cavity) to the observed values. The error bars in the above graphs represent the error coming from the systematic uncertainty in the measurement of power by the power meter (±3 %). (b) The normalized power stability of the fundamental IR and the subsequently produced SHG over a 1 hour time scale. (c) The relative intensity noise (RIN) of the IR produced from the laser and also how it reflects onto the SHG blue. Background RIN measurement is also shown which is taken while the light going to the photodiode is blocked. The dotted line is the shot noise limit.

as $387 \pm 6$ and $367 \pm 7$ for cadmium and strontium cavities, respectively. These values are lower than previously mentioned values which we obtained from determining the linewidth. This suggests that the performance of these cavities can still be improved, and higher SHG powers attained by optimization. The current understanding is that the angle of the crystal is not perfectly normal to the input incident beam, which reduces the circulating power as the coatings and the cavity are designed for the angle of incidence of $0^\circ$. Fundamentally, there is nothing limiting the performance of the cavities in terms of the power produced, i.e., more SHG powers can be expected by increasing the circulating power. This is expected because there are no heating effects or any sign of saturation observed in the SHG power produced as shown in Figure 3.9 (a).

Figure 3.9 (b) shows the power stability measurement of the SHG produced for a period of 1 hour. This measurement is performed using an amplified biased photodiode and shows power stability
within 2 %, while the fluctuations from the VECSEL is about 0.5 %. This is further characterized by studying the relative intensity noise (RIN). The measurement shown in Figure 3.9 (c) is made by using a small-area, amplified photodiode with a bandwidth of approximately 100 MHz. This RIN measurement graph shows the intensity noise measurement with respect to the frequency of the fundamental, SHG and the background. It is observed that until 1 kHz, the RIN of the fundamental and the SHG are almost at similar level. However, due to the limited bandwidth of the electronics used, at higher frequencies, RIN of the SHG is much higher and a peak at 1 kHz is also observed. This peak is caused by the previously discussed peak in the frequency noise of the VECSEL (see Figure 3.7), which is not fully actively compensated here and is then being converted to amplitude. The intensity noise of the fundamental decreases at higher frequencies, however, reaching the shot-noise limit at a Fourier frequency of $\sim 10^6$ Hz. The shot-noise limit given by $S(f) = 2h\nu/P$, where $P$ is the power used in the measurement, which in this case was 8.5 mW.

3.3 Second-stage second-harmonic generation of 229 nm

3.3.1 Deep ultraviolet production and implementation: Problems and solutions

For the cadmium system a second doubling stage is required to make the needed 229 nm light. However, making deep ultraviolet (DUV, <280 nm) is difficult due to a number of important technical reasons.

Firstly, purchasing high-quality anti-reflection and high-reflectivity coatings at these wavelengths is not easy. For example, it is experimentally observed that optics with oxide coatings display worse power degradation in comparison to those using fluoride coatings, as tested at 244 nm [147]. Furthermore, the rate of power degradation increases with increasing circulating powers. In order to compensate for the surface oxide depletion of the coatings, the optics are flushed with oxygen which leads to a rapid recovery in performance. However each time the oxygen replenishment is performed, the recovery is only partial and the performance degrades irreversibly with use. Slight changes in alignment can help in recovering the lost power, similar to what we experienced with our doubling crystals (see Section 3.3.3), but again this is only a temporary solution.

Tight focusing of DUV light will exacerbate the above depletion problems, but this is required for high intensities in the crystal and therefore conversion efficiencies. One possibility is to use elliptical focusing to optimize the Boyd-Kleinman coefficient [143], while keeping the spot size relatively
large. Such elliptically focused doubling cavities have been demonstrated [148], but they remain in their infancy. There is also evidence that cesium lithium borate - CsLiB$_6$O$_{10}$ (CLBO) is less prone to UV-induced damage than beta barium borate crystals (β-BaB$_2$O$_4$, BBO) [149, 150], however unfortunately it cannot be used for phase matching down to 229 nm and BBO must be selected in the present case.

In the following section the design and characterisation of the doubling cavity for producing DUV is presented, with emphasis on how we have tried avoid or minimize these problems.

### 3.3.2 Design of the doubling cavity for 229 nm production

The 458 nm produced in the home-built frequency-doubling cavity is itself doubled in a resonant optical bow-tie cavity. In this case, a commercial bow-tie cavity (Agile Optic) specially designed for this purpose is used. To try to help with stable DUV production, the cavity uses vacuum-compatible feedthroughs to control the mirrors and crystal holders so that the cavity is isolated from the lab environment. The cavity can also be sealed with indium and has gas inlet ports to allow for the flow of clean air or oxygen to help prevent the degradation discussed above.

The mechanical design is based upon a monolithic and stable structure previously used for producing 313 nm [151], although the size of cavity is enlarged to increase the waist within the doubling crystal, sacrificing some conversion efficiency to try to reduce DUV-induced damage. The radius of curvature of the focussing mirrors is 200 mm and the focussed waist is 70 µm and 43 µm in the tangential and sagittal directions, respectively. The Boyd-Kleinman coefficient is estimated as 0.038. The incoupling waist is nearly circular with waists of 200 µm and 203 µm in the tangential and sagittal directions, respectively.

The employed nonlinear medium is BBO. Due to the hygroscopic nature of BBO, this 10 mm long crystal is maintained at a temperature of 40 °C throughout the experiment, via a heating-only element controlled via a home-made temperature controller box. Maintaining the crystal at a higher temperature may help to prevent UV-induced damage [149], as has been observed in a CLBO-based 261 nm system [150]. The effective non-linear coefficient of this crystal is 1.39 pm/V and for Type-I phase matching, which occurs at an angle of 61.2 ° at the operating temperature and wavelengths.

The crystal is cut at Brewster’s angle for the blue light which is sent to the cavity with p-polarization. This particular choice is done to reduce the need for anti-reflective coatings on the crystal and therefore to protect them from UV-induced damage. As Type-I phase matching is employed, however, the SHG is produced with s-polarisation and therefore some fraction is reflected
from the rear BBO surface \( R = \sin^2(\pi/2 - 2\theta_B) \sim 22\% \) [151]. This light can still be accessed if the side of the crystal is polished. The crystal is placed in an aluminium housing which can be moved using two sets of screws: three on the side; and two more screws on the top to tip. Since the tip and tilt translation provided by these screws are not independent, the alignment procedure can be cumbersome and it is not always a straightforward mechanism to get the crystal into the optimal position.

The 229 nm light is coupled out of the cavity using a dichroic filter placed immediately after the crystal. This removes the DUV light from the cavity as soon as it is produced, to protect the cavity mirrors and coatings. Again to reduce the need for coatings, the dichroic is placed at Brewster’s angle for the blue light and has only a reflective coating for 229 nm.

### 3.3.3 Production of 229 nm in a beta barium borate (BBO) cavity

In order to mode match the 458 nm light to the above cavity, it is first necessary to shape the beam. It is best to take care to shape the beam properly due to the nonlinear dependency of SHG production on input power, so small gains in coupled power can significantly enhance the produced 229 nm. As the 458 nm light is itself produced via SHG, the walk-off in the LBO crystal means that the beam is highly astigmatic and not truly Gaussian, making the shaping procedure especially important. The mode matching is performed by using a combination of cylindrical and spherical telescopes and then by a single bi-convex mode-matching lens. For this, firstly, a pair of cylindrical lenses is chosen in a telescopic arrangement to correct for the elliptical nature. A 150 mm focal length for the vertical direction and 400 mm focal length for the horizontal direction is used. After this the waist ratio in the horizontal and the vertical direction is about 1.05. Figure 3.10 shows the beam profile after shaping the blue beam with the cylindrical telescope.

Once the beam is shaped, the next step is to match the waist of the beam to the secondary waist of the cavity, such that maximum coupling to the BBO cavity is achieved. For this, a telescope consisting of a convex and a concave lens of focal lengths 100 mm and −50 mm, respectively, are utilized. The beam profile after these lenses is also shown in Figure 3.10. Following this, a plano-convex lens of focal length 750 mm is used to focus the beam into the 229 nm cavity. The target waist is about 200 \( \mu \text{m} \) and from Figure 3.10, it can be noted that the beam now is close to the target waist. This combination of spherical telescope and the mode-matching lens helps in generating a waist of about 200 \( \mu \text{m} \) from an original highly astigmatic beam. From the profile of the beam after the spherical telescopic and the mode matching lens, the waists in the vertical and horizontal regions
Figure 3.10: Beam profile of 458 nm after (left plot) shaping with cylindrical lenses to correct for the elliptical nature arising from the walk-off, and then (center) using a telescope, before finally (right) producing a beam of waist approximately 200 µm to be coupled to the secondary waist of the cavity.

have successfully been made similar to each other and focal positions are also close. Following this procedure, a coupling efficiency of 70-80 % to the BBO cavity is obtained.

An in-coupling mirror with nominal transmission of 1 % is selected according to equation 3.7. The finesse is measured in several different configurations to understand the linear loss mechanisms within the cavity. Firstly, without the crystal or the dichroic Brewster plate, a finesse of > 400 is measured after proper alignment and cleaning of the mirrors, first with acetone and then with methanol. Once the crystal and dichroic are inserted, the finesse is found to be highly dependent upon the angle of incidence on these elements and any inclination of the circulating light. That is, the losses must be very carefully optimized in a single-pass configuration to ensure the crystal and dichroic are really at Brewster’s angle and that the light beam circulates perfectly parallel to the cavity base.

Unfortunately, performing second-harmonic generation to the ultraviolet regime was not as straightforward as for the visible light. In trying to find good working conditions, BBO crystals from three different companies have been employed and the cavity performance characterized. This helps in understanding the current situation of the optical damage mechanisms with the mirrors and the crystals involved in the ultraviolet regime. An overview of the results from the trials with different crystals is given in Table 3.2 and the remainder of the section discusses the results of these trials.
Table 3.2: Overview of the results of the trials with different BBO crystal manufacturers.

<table>
<thead>
<tr>
<th>Manufacturer</th>
<th>Finesse</th>
<th>Maximum Usable 229 nm</th>
<th>Comments</th>
</tr>
</thead>
<tbody>
<tr>
<td>Castech</td>
<td>262 ± 16</td>
<td>12.5 mW</td>
<td>Rapid degradation</td>
</tr>
<tr>
<td>Raicol</td>
<td>224 ± 10</td>
<td>~2 mW</td>
<td>Slow degradation</td>
</tr>
<tr>
<td>Eksma</td>
<td>350 ± 6</td>
<td>&gt;50 mW</td>
<td>Stable (hour timescale)</td>
</tr>
</tbody>
</table>

Castech

Firstly, BBO crystals from the company Castech are selected, which have been used in previous DUV demonstrations. The maximum achieved finesse was only 262 ± 16 from which a maximum of 12.5 mW is obtained with a conversion efficiency of 5%. Figure 3.11 shows the SHG produced with respect to the coupled power and the simulated power curve based on the measured finesse and shows reasonable agreement. However, this finesse is lower than the design and target value of ~350 provided by the company, and also what should be achievable based on the finesse measured when using only the mirrors and the measured single-pass losses of the dichroic and crystal (~0.1 %). At higher coupled powers, Figure 3.11 also shows that the SHG power doesn’t increase quadratically and the conversion efficiency into the DUV seems saturated. This can be understood by the localised heating effects within the BBO crystal [56].

More critically, the produced power is not stable. The stability of the DUV produced is observed by measuring the power over a 15 minute time period. In Figure 3.11, it is seen that within 15 minutes the DUV reduces to ~25 % of what is present initially, from the mW to 100 µW level. This power can be regained by modifying the cavity, mainly by changing the horizontal crystal angle and translating the crystal. Moreover, this degradation begins almost immediately when the cavity is locked.

There are several possible speculations about why this could be happening. They include the alignment drift within the cavity, which gives rise to finesse alterations and reductions in coupled power. Perhaps also the lack of a clean environment or insufficient oxygen content in the cavity might be resulting in excessive UV-induced chemical damage (see Section 3.3.1). Also there is the possibility of the crystal itself being defective in nature, which can exacerbate the problems [56].

In order to understand the source of this power reduction, the cavity was re-optimised and the finesse remeasured at 210 ± 10. A power stability measurement was performed again but while
Figure 3.11: (a) SHG produced with the Castech BBO crystal as a function of the coupled blue power. Error bars are the systematic error of the power meter. (b) Power stability measurement of the DUV produced over a period of 15 minutes. The cavity is locked at T=0 s.

Figure 3.12: (a) Finesse measurement using the reflected beam from the BBO cavity. (b) The normalized peak powers produced for the SHG and the fundamental blue light while the PZT of the unlocked cavity is being swept. No decrease of the produced SHG or degradation of the cavity finesse is observed in this configuration.
simultaneously also monitoring the input blue power and the circulating power. The circulating power is measured via the fundamental blue leakage from one of the cavity mirrors. A photodiode is placed and calibrated to give an idea of the circulating powers. Figure 3.13 shows the results of this measurement. It is noted that the rapid SHG power reduction is not due to the input blue power sent to the cavity as it is pretty much stable over the approximate 6 min time period, whereas there is a decrease in the circulating power by 60%. Also during this measurement, a clear drop in the coupling efficiency is observed despite having the fundamental blue nearly constant over the 6 min time period.

These results suggest that the reduction in SHG is due to a decrease in the circulating power and a degradation of the cavity. This is supported by performing a finesse measurement immediately after this experiment, where the finesse has decreased to 143 ± 5 (Figure 3.13).

To check that the damage is due to the cavity degradation and not e.g. alignment drifts, the cavity is re-optimized and the produced DUV is monitored over the same time period, but without locking the cavity. This is done by sweeping the cavity and by looking at the resonant DUV peaks produced and also the fundamental blue input normalised power over a 5 minute time period. In this case, there was no decrease in the SHG production efficiency observed in the unlocked configuration (Figure 3.12). This strongly suggests it is indeed the continuous production of 229 nm which is causing damage within the cavity.

Figure 3.13: (a) Normalized SHG power, fundamental blue input power and circulating power. The cavity is locked at T=0 s and the SHG at this time is ~1 mW. (b) Estimated coupling efficiency to the cavity as a function of lock time. Both (a) and (b) show a clear and immediate reduction in performance. (c) Finesse measurement after the lock, showing degradation (cf. Figure 3.12 (a)).
Raicol

After significant trials in optimizing the BBO cavity and experiencing exponential power degradation problems, the next crystal was chosen from a different company, Raicol. A coupling of 86%, which is higher than the previous measurements was achieved. However, the finesse obtained was only $224 \pm 10$ (Figure 3.14) and the power reduction was also similar to the case above. The power degradation is not as fast as the measurement with the crystal from Castech, but it is still considerable as shown in Figure 3.14. It is seen to be approximately at a stable level with a slow decline when producing power at 2 mW. It can be noticed in locked region of the figure at 800 - 900 s. However, high stable power levels could not be achieved.

It was decided to try to understand the cause of this decline in finesse which had now been observed in multiple crystals from both Castech and Raicol – the prime suspect was DUV-induced damage on the crystal or dichroic. The crystal was removed from the casing to examine any obvious signs of damage. We noticed a few spot marks on the front and especially on the rear surfaces of the BBO crystal where the DUV is present. Figure 3.14 (b) shows the images of the crystal surfaces where damage on the rear surface is visible, strongly suggesting that the crystal is being damaged by the produced 229 nm.

Figure 3.14: (a) Normalized power stability measurement over a period of time of 900 s showing the circulating fundamental power, SHG produced power and the input fundamental power. Breaks are for the laser coming off lock. (b) DUV-induced spot marks on the rear surface of the BBO crystal.
Eksma

Having experienced power degradation problems with the crystals from Castech and Raicol, and having observed the clear damage to the Raicol crystal, a new BBO crystal from the company Eksma Optics was trailed. The cavity was re-established by using the same incoupler with transmission of 1%. We obtained a finesse of $350 \pm 6$ which is the best value attained so far and close to the design value. This was achieved after very careful alignment of the input blue beam and the Brewster’s angles of the dichroic and the crystal. Figure 3.15 shows the DUV production with respect to the coupled blue at 458 nm and the finesse measurement. A maximum power of up to 50 mW and a conversion efficiency of $\sim30\%$ is obtained, limited by the available blue power at the time of this measurement.

To study the SHG power stability, a DUV power measurement is performed, as can be seen in Figure 3.15 (c). The decreases in power are a result of the cavity coming out of lock, rather than due to the crystal as the power is recovered once the cavity is re-locked. This is shown in the vertical jumps. This crystal seems to have much better DUV production without immediate degradation. In the previous cases, the crystal had to constantly be translated to recover the initially observed power, but this is not the case in this instance. Also, more interestingly, long-term DUV production data at about 30 mW for about 50 min is taken which can also be seen in the figure. The power is more or less stable and there is no sign of degradation other than the occasional un-locking of

![Figure 3.15: Characterization of the cavity with the BBO crystal from Eksma. (a) Usable SHG produced as a function of the coupled fundamental power. (b) The respective finesse measurement of the cavity from fitting the reflected signal. In this case the design finesse can be reached and the 229 nm is produced in usable quantities. (c) DUV power variation over one hour when the BBO cavity is locked to the LBO cavity with around 31 mW usable SHG power.](image-url)
Figure 3.16: SHG power production (a), conversion efficiency (b), and input power coupling efficiency (c) are shown after moving the laser set-up to the clean room.

The behaviour is therefore observed to be much better than the previously employed crystals.

Finally, due to the repeated damage caused to the crystal and optics from the various UV sources, the experiment has been moved to a clean room. This should greatly aid in the stable production of high-power UV and DUV. After moving the laser system to the clean room, with the same crystal, slightly higher powers were observed. After some re-optimization following the shifting of the set-up, a power measurement is performed at the usable position in the optical set-up, i.e., after two mirrors and a cylindrical lens which is placed to shape the DUV beam in order to perform spectroscopy (see Section 6.2) and not accounting for the SHG reflected from the crystal rear surface (~22%). A maximum conversion efficiency of 25 % as shown in Figure 3.16 and powers up to 100 mW have been obtained when coupling in more blue power. The coupling efficiency to the BBO cavity is about 80 %.

The information obtained from these tests is that having a good crystal is crucial to stable and high-power DUV production. This aligns with what has previously been reported [56]. The best process currently is a trial-and-error method, as it has been performed by trying multiple crystals from multiple manufacturers. For example, good Castech crystals have been successfully employed at this wavelength in the past [56], even if the ones sourced here were not suitable. This unpredictable behaviour of the crystals highlights that there is much more work to be done in terms of DUV optical technology and understanding better the damage mechanisms at such unprecedentedly low wavelengths.
Chapter 4

Laser systems for the $^1S_0 - ^3P_0$ and $^1S_0 - ^3P_1$ intercombination transitions of cadmium

This chapter reports the development and characterization of the two laser systems developed for addressing the intercombination transitions of cadmium. Specifically, the $^1S_0 - ^3P_0$ and $^1S_0 - ^3P_1$ transitions at 332 nm and 326 nm, respectively. Previous continuous-wave demonstrations at and around 326 nm and 332 nm were based on third-harmonic generation for powers up to 100 mW [152] or second-harmonic generation for powers around 50 mW [54]. The lasers presented here are instead based on a novel design, using external-cavity diode lasers in the infrared which are stabilized to the sub-kHz level, before being amplified and then frequency quadrupled. With this architecture, powers around the Watt-level in the UV are achieved, meaning the systems demonstrate the high power and narrow linewidths needed for atom interferometry. The details and characterization of these two laser sources have been reported in recent publications which form the basis of this chapter [58, 59].

4.1 Visible Raman fiber amplifiers

The two lasers for the intercombination transitions are based on frequency quadrupling high-power light in the infrared, specifically at 1328 nm and 1305 nm for the $^1S_0 - ^3P_0$ and $^1S_0 - ^3P_1$ transitions,
Figure 4.1: Power output of the two Raman fiber amplifiers for (a) the fundamental IR and (b) the visible SHG. Over 3 W of SHG is achieved for both systems. Error bars are the systematic uncertainty of the power meter.

respectively. The amplification and the first doubling stage is performed in two commercial visible Raman fiber amplifiers (VRFA, MPB Communications), specialized for each wavelength respectively. These amplifiers require a seed laser power of 10 - 50 mW in a polarization-maintaining fiber, which is then amplified in 300 m of fiber. The fiber is pumped with multi-mode lasers which radiate with ~30 W, centered at 1112.5 nm and 1130 nm for the 1305 nm and 1328 nm systems, respectively.

The visible Raman fiber amplifiers firstly amplifies the infrared light from the seed up to a maximum of 12 W before a single-pass frequency doubling stage to the red light using a periodically-poled MgO:LiNbO3 crystal (PPLN). Although not currently used, the unconverted IR light is also accessible (~8 W) and may be used to seed another PPLN or doubling cavity in the future. A maximum SHG power of 3.4 W at 652 nm is generated with these amplifiers, with a similar value achieved at 664 nm. Figure 4.1 shows the total amplified IR power and SHG for variable pump laser currents in both systems.

The frequency and intensity noise properties of the amplifiers have also been tested. A beat note taken between the unamplified master and amplified infrared light showed a 20 Hz linewidth, suggesting that the amplifiers do not introduce significant frequency noise. The amplifiers do, however, introduce significant intensity noise [58, 153], which is due to the high intensity noise of the pump lasers. This necessitates active stabilization of the intensity after amplification, which can
be performed in the visible with an acousto-optical modulator (AOM) at the cost of some reduction in the usable optical power.

4.2 Laser for the ${^1S_0} - {^3P_1}$ transition at 326 nm

A novel laser system built for the generation of light resonant with the ${^1S_0} - {^3P_1}$ intercombination transition in cadmium at 326 nm is has been constructed and characterized [58]. This transition’s natural linewidth is about 66.6 kHz and can be employed to perform the cooling and trapping of cadmium, Bragg transition interferometry, and also for precision spectroscopic measurements. It is an extremely useful transition in the generation of the ultra-cold atomic ensembles which allows the atoms to be cooled down towards the Doppler temperature of 1.6 $\mu$K [54], as simulated in Chapter 7.

A detailed explanation of the laser set-up can be found in [58]. As an overview, this narrow-linewidth, high-power laser is generated by a two-stage frequency-doubling set-up of master light emitted at 1304.8 nm from a home-built external-cavity diode laser (ECDL). This master light is amplified and frequency doubled using a visible Raman fiber amplifier to generate 652.4 nm radiation, which in turn is doubled in a BBO cavity. The suitability of the produced UV light for the ${^1S_0} - {^3P_1}$ transition of cadmium has been demonstrated by performing spectroscopy on the novel atomic beam, which is presented in Chapter 6.

Figure 4.2 shows the optical schematic of the laser set-up. The master ECDL is based upon a gain chip (Innolume) centred at 1300 nm and with a broad emission spectrum of about 60 nm. This gain chip is mounted in a Littrow configuration, with the diffraction grating attached to a PZT actuator. An aspheric collimation lens with focal length 4.59 mm is placed in front of the gain chip.

![Figure 4.2: Experimental set-up of the laser system for generating 326 nm. See text for details.](image)
and in this configuration the laser emits a maximum power of ~100 mW in a single-mode operation at 1304.8 nm. A small fraction of this power is used for frequency stabilization (~mW), while the remainder is coupled into a single-mode polarization-maintaining fiber and sent to the visible Raman fiber amplifier (~30 mW).

The master ECDL is frequency stabilized to a Fabry-Pérot cavity under mild vacuum by use of the Pound-Drever-Hall (PDH) method [154]. A feedback bandwidth of about 1 MHz onto the ECDL is achieved, by feeding back onto the laser current and PZT. This allows for a reduction in the emission linewidth of the master laser down to the sub-kHz level. This signal is sent to a spectrum analyser and the power spectral density of the frequency noise \( S_\nu(f) \) is measured as a function of frequency as shown in Figure 4.3. A fast linewidth (see equation 3.1) of 0.3 kHz of the seed laser is measured from the error signal from the lock to the stabilization cavity. Assuming no further frequency broadening, this gives an estimate of the linewidth of the 326 nm light (quadruple of the seed laser frequency) as 16 times the measured master laser linewidth, i.e 4.8 kHz which is conveniently lower than the transition’s linewidth to be accessed.

A final frequency doubling step is performed with the visible light, with which a maximum produced power of 1 W at 326 nm is generated. The visible light is first passed through an AOM to allow the intensity of the zeroth-order to be stabilized with a bandwidth of \( \sim 10^4 \) Hz, before being directed to a bow-tie cavity (Agile Optic) with a Brewster-cut BBO crystal (Raicol). This cavity is

![Figure 4.3](image)

Figure 4.3: Left: Measured frequency noise of the master laser at 1304 nm when stabilized to the Fabry-Pérot cavity. The inset shows the calibrated error signal used to measure the spectral noise density. Right: Generated UV in the BBO cavity and corresponding conversion efficiency in terms of power as a function of the light coupled into the BBO cavity. The theoretical fit is calculated according to the equations presented in Section 3.2.2 and using the measured finesse value. Adapted from [58].
specifically designed for working in the UV and for long-term mechanical stability [151]. The finesse of the cavity is measured as $225 \pm 4$ and the visible light is coupled with an efficiency of around 85%.

About 2.5 W of light at 652.4 nm is coupled to the non-linear bow-tie cavity and a maximum produced power of 1 W at 326 nm is achieved, giving a maximum conversion efficiency of 40 % from the crystal (Figure 4.3). The produced SHG is in agreement with the theoretical values for low coupled powers, but at higher coupled powers a deviation is observed, with the conversion efficiency saturating. This implies the possibility of heating effects within the crystal leading to thermal lensing effects [155].

In any case, these power of the produced UV is compatible with Bragg interferometry, being able to drive fast Rabi oscillations ($\Omega/2\pi \sim 10$ kHz) with large beams (see Figure 2.6). Likewise there is more than sufficient UV power for the broad range of cooling techniques planned with 326 nm on the new cold cadmium apparatus (see Section 7.3.3).

4.3 Laser for the $^1S_0 - ^3P_0$ clock transition at 332 nm

As discussed in Section 2.3.2, in order to use the clock transition ($^1S_0 - ^3P_0$) to perform large-momentum transfer atom interferometry, it is necessary to have a high power, Hz-level linewidth laser system with excellent mode-quality and low relative intensity noise. As for the 326 nm laser presented above, such a system is not currently commercially available and therefore it has been developed specifically for this project. A detailed explanation of this laser and its locking electronics can be found in [59, 156].

The optical schematic of the laser for the production of the required 332 nm light is shown in Figure 4.4. As can be seen, a very similar optical set-up to the 326 nm laser is utilized. Again, the seed laser is a home-made external cavity diode laser arranged in Littrow configuration which is frequency stabilized by sending about 1 mW of power to a medium-finesse Fabry-Pérot pre-stabilization cavity ($\mathcal{F} \approx 5000$) using the PDH method. The derived error signal allows for feedback with a bandwidth of up to 700 kHz onto the laser. The majority of the power (about 35 mW, 1328 nm) of the seed laser is sent to the Raman fiber amplifier where the infrared light is amplified ($\sim 10$ W, Figure 4.1) and then frequency doubled to the red at 664 nm (about 3 W) using a single-pass waveguide containing a PPLN crystal.

Whilst the above is very similar to the 326 nm case, further reduction in the laser frequency noise is required. Therefore, an acousto-optical modulator (AOM) is introduced onto the 664 nm light.
Figure 4.4: Experimental set-up of the laser system for generating 332 nm. See text for details.

Figure 4.5: (a) Measured frequency noise of the laser at 664 nm after stabilization to the ULE cavity. (b) Free-running relative intensity noise of the 332 nm output.
A small portion of the first-order mode from the AOM is sent to a stable, super high-finesse cavity and is locked using the PDH locking scheme. This cavity is under ultra-high vacuum and is made of ultralow expansion glass (ULE) and has a measured finesse of 130000 at 664 nm. The cavity is known to be ultra-stable due to previous measurements and use in a strontium optical clock [157]. The use of an AOM has the additional advantage that it can control the intensity as well as the frequency, allowing for the simultaneous compensation of the amplitude noise added by the visible Raman fiber amplifier.

The PDH error signal is generated by use of an electro-optical modulator (EOM) on the red light. This error signal is split and the fast feedback (up to 50 kHz) is sent to the AOM in the visible and the slow-feedback is sent to the PZT of the pre-stabilization cavity. In this way, the excellent long-term stability of the super-high finesse cavity laser is transferred to the pre-stabilization cavity and the laser frequency noise can be further suppressed. The error signal from the super-high finesse cavity is used to perform an in-loop measurement of the frequency noise. The power-spectral density measurement of the frequency noise at 664 nm is shown in Figure 4.5. This measurement gives a fast linewidth calculation of 2 Hz in the visible, thereby about 8 Hz in the UV regime.

The remaining major portion of the visible light is sent to a non-linear bow-tie cavity with a Brewster-cut BBO crystal and about 1.2 W of light at 332 nm is produced with a ~Hz-level linewidth. Figure 4.6 shows the produced UV as a function of visible power coupled into the cavity. The free-running relative intensity noise of the UV is shown in Figure 4.5. The noise excess around

![Figure 4.6: Generated 332 nm in the BBO cavity in terms of (a) power and (b) conversion efficiency. Shaded regions represent that uncertainty of the calculations (see Section 3.2.2).](image)
1 kHz is from acoustic noise, which remains after passively shielding the cavity in an additional protective housing and mounting on vibration damping sorbothane. The spike is believed to be due to a mechanical resonance due to the screws in the mount for the PZT-mounted mirror.

With these measured frequency noise and relative intensity noise values, we calculate that the laser is suitable for performing state-of-the-art clock interferometry [59]. Specifically, we have calculated that it is suitable for performing large-momentum-transfer clock atom interferometry up to the order of $n = 10$ and that Rabi frequencies of $\Omega/2\pi \sim$ kHz can be achieved (cf. Figure 2.7).
Chapter 5

Laser sources for strontium transitions at 461 nm, 689 nm and 698 nm

This chapter presents the new laser sources which have been developed for atom interferometry with strontium. Firstly, another frequency-doubled laser at 461 nm based on an upgraded master VECSEL is briefly presented, where the problems identified at 922 nm in Chapter 3 have been resolved. Secondly, a Ti-sapphire laser capable of addressing both the $^1S_0 - ^3P_0$ and $^1S_0 - ^3P_1$ intercombination transitions, at 689 nm and 698 nm respectively, is presented. Details of the stabilization of this laser to a super-high-finesse ULE cavity are reported, as previously presented also in [59].

5.1 Upgraded VECSEL for 461 nm transition

The laser and optics used for generating the 461 nm light needed for the $^1S_0 - ^1P_1$ transition of strontium is essentially the same as presented in Chapter 3. However, due to the newness of the technology, there are some significant changes in the master VECSEL as this is a more recent model. The performance obtained in the wavelength regime of 910 - 930 nm led the Vexlum company to further develop the gain chip in order to produce higher powers, specifically to counter the runaway heating effects which damaged the chip when operating at high powers at 922 nm (see Figure 3.6). With this updated gain chip functionality, the main improvement is in power and stability at 922 nm,
Figure 5.1: Power generated by the VECSEL as a function of laser diode current at a wavelength of (a) 915.50 nm and (b) 921.72 nm after purging the laser cavity with low-flow nitrogen. Purging with nitrogen can give about a 1 W gain in power at 921.72 nm.

Figure 5.2: (a) Image of the VECSEL beam profile when operating at 922 nm. (b) Beam profile of the IR beam after the mode-matching lens used to attain a waist of approximately 200 µm to couple to the LBO frequency doubling cavity to generate blue light at 461 nm. The fits give a measured $M^2 = 1.05 \pm 0.03$. 
so we use this laser to generate blue light at 461 nm.

Mechanically, the design of this laser is almost completely similar to that of the previously described VECSEL in Chapter 3. It comes with a water cooling chiller which keeps the aluminium casing and the components within the laser at 20 °C. The footprint of the laser is exactly identical to that of the previous one, which allows us to easily interchange between the two optical set-ups. Keeping in mind the grander purpose of this experiment, i.e, building a dual-species atom interferometer with cadmium and strontium, this is useful as the same master laser technology can be easily tuned for producing either 229 nm or 461 nm. For this purpose and also for comfortable movement of the laser systems, the optical set-up is compactly mounted up on a 75 cm × 75 cm breadboard.

Figure 5.1 shows the power produced as a function of pump laser diode current at both 922 nm and 915 nm. The laser begins to lase at about 13 A of pump laser diode current. This master laser used to produce 461 nm light is capable of producing high powers up to 3.88 W at 922 nm and 2.7 W at 915 nm, this represents gains similar to 1.8 W and 0.7 W, respectively, compared to the previous VECSEL (cf. Figure 3.4 and Figure 5.1). This is therefore a major power enhancement at the required wavelength for strontium, so this system can be specialized for this atom.

The high-power IR beam from the master laser is shaped and aligned to the home-made bow-tie cavity with an LBO crystal mounted on the translation stage. The mechanical design, optics and dimensions of the cavity are the same as described in Section 3.2.2, except that the LBO crystal

![Figure 5.3](image)

Figure 5.3: (a) SHG produced at 461 nm as a function of IR coupled power. A maximum of 1.4 W of blue is observed. (b) Conversion efficiencies up to 65 % are observed with this cavity and is plotted against IR coupled power and (c) coupling efficiencies up to 80 % is observed and is plotted as a function of the IR input power.
is specialized for producing 461 nm. This results in the crystal being cut with a slightly different phase-matching angle, but more substantially having a different anti-reflection coating. With an electro-optical modulator (EOM), side-bands on the laser frequency are generated, spaced at 10 MHz which is used to measure the linewidth, which is estimated to be 1.88 MHz. The secondary waist of this cavity is calculated to be 200 µm between the two plane mirrors and the laser is matched with a single from the bi-convex (f = 400 mm), mode-matching lens placed at an approximate distance of 63 cm from the cavity waist. Figure 5.2 shows the beam profile measured from the lens. The $M^2$ value is measured as 1.05 ± 0.03, taken from the weighted mean of the $M^2$ in the horizontal and vertical directions. This again shows the excellent mode quality typical of VECSELs and allowing the target waist to be well-matched with this single singlet lens as shown in Figure 5.2.

Figure 5.3 shows the SHG produced at 461 nm as a function of the IR in power coupled into the cavity, which are measured as 75 - 80 %. A maximum of 1.4 W is obtained at the highest VECSEL laser diode current of 25 A. The conversion efficiencies range from 52 - 66 % with this LBO crystal from Raicol company and Figure 5.3 shows the conversion efficiency change as a function of the circulating power. At these higher powers than Figure 3.9, the conversion efficiency seems to have saturated, suggesting the possibility of inhomogeneous temperature changes in the LBO, like in the
case of the cadmium intercombination lasers (Figure 4.3).

The frequency noise of this laser has also been measured. The frequency noise measurement is performed by looking at the change in the laser frequency with respect to the resonant frequencies the cavity can withstand by generating an error signal from the dips of the reflected signal using the Hänisch-Couillaud locking scheme. This error signal is calibrated using the linewidth of the cavity which is known by generating side-bands on the laser frequency at 10 MHz. The error signal measurement is taken over a range of Fourier frequencies and is shown as the blue data in Figure 5.4. The background (red) in the graph is measured when the laser is out of resonance with the cavity. With this measurement, we estimate a fast linewidth of 6 kHz (equation 3.1), very slightly reduced compared to the previous VECSEL, but with a similar spectrum (Figure 3.7).

5.2 Ti-sapphire laser for intercombination transitions of strontium

A commercial titanium-sapphire laser (Matisse, Sirah Lasertechnik) is used to generate light at 689 nm and 698 nm allowing to access the intercombination transitions in strontium, especially for generating the high powers required for atom interferometry on these transitions (see Section 2.3.2). This laser was selected due to its excellent power, noise and mode quality features. This laser emission band is around 670 nm–1020 nm which makes it unsuitable to produce the 652 nm and 664 nm light (to generate 326 nm and 332 nm, respectively) required to access the intercombination transitions of cadmium. This means the 689 nm transition is also towards the edge of the operation. It should be noted, however, that this laser model is compatible with replacing the Ti-sapph crystal with a dye module allowing wavelengths down to 550 nm to be reached.

The internal structure of the laser is shown in Figure 5.5. It consists of a temperature cooled Ti-sapph crystal acting as the lasing medium pumped with up to 25 W of green light at 532 nm (Millemina eV, Spectra-Physics). As in the VECSEL systems presented earlier, there is additionally a birefringent filter (BRF) for wavelength selectivity and a thin etalon for ensuring single-mode operation. Unlike the VECSEL, however, there is an additional intra-cavity etalon to ensure the light only circulates in one direction in the cavity. The continuous and fine tuning of the laser frequency is performed by two piezo-electric transducers (PZT) mounted on mirrors. One is optimised for low-frequency changes and the other for fast frequencies with a bandwidth up to \( \sim 100 \, \text{kHz} \). An electro-optic modulator (EOM) can optionally be placed inside the laser cavity for frequency control.
with a bandwidth $>10$ MHz.

The power and noise qualities of this laser have been tested at 689 nm, 698 nm and also at 813 nm, which is the magic wavelength of the strontium clock transition. Although not discussed in detail in this thesis, this could be useful for generating a magic-wavelength lattice for trapping strontium, or even for Bragg interferometry on atoms in a superposition of the two clock states [61]. The powers and the linewidths at these different wavelengths are shown in Table 5.1. These linewidth measurements were performed by stabilizing the laser to a broadband, low finesse Fabry-Pérot cavity ($F \sim 50$) using the PZTs on the mirrors and the side-of-fringe method. The error signal of this lock is used to determine the reported root-mean-squared linewidths of $<40$ kHz.

As can be seen in Table 5.1, substantial powers are available even with the introduction of the EOM. For comparison, previous clock atom interferometry experiments with strontium used a tapered amplifier system which generated a maximum power 300 mW at 698nm, so this system represents an order of magnitude increase. Moreover, the tapered amplifier suffered from severe ageing and mode quality issues [43], which are not present in this system.

Further relevant optical properties of the laser are tested at the clock transition wavelength of 698 nm as shown in Figure 5.6. The relative intensity noise of the laser at 698 nm is measured using a small-area photodiode and is shown in Figure 5.6 along with the background measurement where the light hitting the photodiode is blocked. This noise is integrated between 10 Hz - 10 MHz to give an root-mean-squared value of just 0.04%. The beam quality is also measured and is nearly circular and close to diffraction-limited with a measured $M^2 < 1.1$, determined from the beam profile measured following focusing by a single spherical lens.
Figure 5.6: Properties of the Ti-sapph laser measured at 698 nm. The laser shows (a) low RIN and (b) a nearly circular, Gaussian output. (c) Measured $M^2$ in the horizontal (red line and squares) and vertical (blue line and circles).

Table 5.1: Overview of Ti-sapph properties at relevant wavelengths. Linewidth is when stabilized to the reference cavity.

<table>
<thead>
<tr>
<th>Wavelength</th>
<th>Power Without EOM</th>
<th>Power With EOM</th>
<th>Linewidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>689 nm</td>
<td>4.2 W</td>
<td>3.5 W</td>
<td>40 kHz</td>
</tr>
<tr>
<td>698 nm</td>
<td>5.6 W</td>
<td>4.1 W</td>
<td>40 kHz</td>
</tr>
<tr>
<td>813 nm</td>
<td>8.7 W</td>
<td>–</td>
<td>18 kHz</td>
</tr>
</tbody>
</table>
5.2.1 Stabilization to the ULE cavity

In order to achieve the Hz-level linewidth to access the clock transition $^1S_0 - ^3P_0$ in strontium, a small fraction of the power at 698 nm from Ti-Sapphire laser is sent to the same stable super-high finesse, ultra-low expansion (ULE) cavity as was used for the stabilizing the cadmium clock laser (Section 4.3). The finesse of the ULE is estimated to be about 410,000 from previous measurements at this wavelength and was used as the reference for an strontium optical clock [157]. The error signal from this cavity is generated in the same way as discussed in that chapter.

The optical set-up of the stabilization to the ULE cavity is shown in Figure 5.7. A small portion of the power is sent to a Fabry-Pérot pre-stabilization cavity to stabilize the laser to the $\sim$kHz level. This lock is performed by the slow and fast PZTs present in the Ti-sapph laser cavity. Another fraction of the laser is sent to the ULE cavity using the Pound-Drever-Hall method and the error signal is split. The fast error signal is sent as a feedback to the electro-optic modulator (EOM) in the laser cavity, while the slow one is sent to the PZT within the pre-stabilization cavity. The use of the EOM means that an external AOM is not required as in the case of the cadmium clock laser. Likewise, the low RIN of the Ti-sapph means it does not require active suppression as was the case with the Raman fibre amplifiers.

When the laser is stabilized to the ULE cavity, the error signal is utilized to perform an in-loop frequency noise measurement and the results are shown in Figure 5.7. The power spectral density
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Figure 5.7: (a) Optical set-up for locking the Ti-sapph to the super-high finesse ULE cavity at 698 nm. See text for details. Adapted from [59]. (b) Power spectral density of the frequency noise of the laser when locked to the ULE cavity. The deduced linewidth from this measurement is 10 Hz.
of the frequency noise gives an estimated linewidth of 10 Hz at 698 nm when integrating according
to equation 3.2. This can be used to estimate the large-momentum transfer possible with this laser,
which should be viable up to \( n = 100 \) [59]. This around an order of magnitude higher than for
the cadmium set-up, due to the higher power and wavelength allowing for faster Rabi oscillations
(\( \Omega/2\pi \sim 2 \text{ kHz} \)). This laser therefore seems to be an excellent choice for clock atom interferometry
experiments.
Chapter 6

Spectroscopy of cadmium on a atomic beam

This chapter presents the vacuum set-up built for high resolution spectroscopy of cadmium transitions. The experimental system consists of an oven, with a geometry optimized to produce a collimated and intense atomic beam of cadmium. The oven has been mounted and tested in a vacuum chamber specialized for performing spectroscopy, the design of which is described. Spectroscopy on both the broad $^1S_0 - ^1P_1$ transition at 229 nm and the narrow $^1S_0 - ^3P_1$ transition at 326 nm is shown. In particular at 229 nm, the absolute frequency of the $^{114}$Cd transition and the isotope shifts relative to this transition are determined, with some of these shifts measured for the first time [57]. This transition is also used to characterize the atomic beam’s properties, such as flow rate and divergence. Spectroscopy at 326 nm instead focuses on generating an error signal to allow the laser presented in Section 4.2 to be frequency stabilized to the 66.6 kHz wide transition.

6.1 Oven and spectroscopic chamber design

6.1.1 Oven for generating a cadmium beam

Compact and efficient atomic beams are useful and advantageous for the production of ultra-cold atoms and for precision spectroscopy. These ovens in combination with an ultra-high vacuum chamber help in the production of collimated sources of atoms which can be used directly for performing spectroscopy or as the main source for the efficient loading of magneto-optical traps. This rep-
Figure 6.1: (a) Vapor pressure of cadmium and strontium as a function of temperature. (b) Mean free path length of the cadmium vapor, modeled as an ideal gas. The mean free path is orders of magnitude larger than the capillary length (8 mm) for $T < 200$ °C.

represents the first step in experiments for metrological purposes, tests fundamental physics, atom interferometry and much more.

For the production of ultra-cold atoms, it is advantageous to have an oven which is capable of producing a high flux of atoms while consuming less power and more importantly with a good heat management within the system. A fully characterized oven can help us in estimating the expecting loading rates and trap efficiencies of the cooling techniques involved (see Chapter 7).

Cadmium has a higher vapor pressure in comparison to other alkaline-earth and alkaline-earth-like elements such as strontium and ytterbium, which makes it easier to generate high-flux collimated beams at much lower temperatures. Figure 6.1 compares the vapor pressure values of cadmium and strontium giving an idea of the required temperatures and shows that there is about a 7 orders of magnitude difference between the vapor pressures of cadmium and strontium at 100 °C. Also the higher mass of cadmium allows for lower beam velocities making it easier to slow and trap the atoms for the generation of ultra-cold atoms. Working at lower oven temperatures is advantageous for maintaining lower pressures in the overall vacuum system. The melting temperature of cadmium is 321.1 °C. Hence, only temperatures comfortably lower than this value are considered.

A novel atomic oven is developed for cadmium whose design is based on [159], but with several upgraded features. This oven is made of a stainless steel reservoir and its internal schematic design is shown in Figure 6.2, within which the cadmium cylindrical sample is placed. This reservoir is wrapped up with tantalum wires threaded through an insulating ceramic multi-bore tube. The
cylindrical opening of the reservoir has the capacity to withhold 120 capillary tubes with a length of 8 mm and with an internal radius of 100 µm. The diameter of this aperture is 10 mm whereas the length is 34 mm. An aluminium heat shield is placed around the reservoir and ceramic tube, to reduce the radiative heat transfer from the oven to the rest of the chamber.

The oven has four feedthroughs out of which two are used for heating the cadmium sample via running current through the tantalum wire. The other two ports are used for temperature read out via a thermocouple inserted into the base of the flange where the cadmium is placed. These feedthroughs are compatible with ultra-high vacuum, allowing external control of the oven without compromising the vacuum level.

For the best performance, it is assumed that this oven is operated in Knudsen regime, where collisions among the atoms are neglected which means that the divergence of the emitted atomic beam is determined by the capillaries and not increased by the intra-atomic collisions. This is justified by the mean free path being much larger than the capillary length at the operating temperatures. The initial simulations of this atomic oven designed for the MOT of cadmium atoms, estimates the efficiencies of $10^6$ - $10^7$ atoms at a temperature of about 100 °C [160]. This can be validated by considering the mean free path of cadmium, modeled as an ideal gas, at a typical operating temperature of 100 °C. This is calculated as $\sim$500 m and therefore is much larger than the capillary length, as shown in Figure 6.1. At 250 °C the mean free path is only around 2 cm, so it is advisable to stay below such temperatures.

Figure 6.2: CAD of the oven design.
6.1.2 Vacuum environment for spectroscopy

The oven is inserted in a vacuum chamber suited for spectroscopy and the design of the chamber is shown in Figure 6.3. The oven is connected to the left of the spectroscopic chamber using a standard CF40 flange. The design also allows for optics to be put inside the chamber for improved collection efficiency (solid angle). A concave mirror placed at the bottom of a chamber and a plano-convex lens placed at the top are inserted into the vacuum chamber to maximize the fluorescence signal collected through the top viewport (see Section 6.2).

Ultra-high vacuum levels are typically requested for atomic physics experiments, to minimize the interactions of the atoms with the environment. This is done by removing the atmospheric gas inside the chamber with a series of vacuum pumps and also by baking the chamber at high temperatures. This procedure is outlined in detail in Appendix B, but in brief, the chamber is first cleaned with distilled water and acetone by hand and subsequently, for small parts, in a heated ultra-sonic bath. A scroll pump and a turbo pump are connected via a valve to reduce the pressure to the high vacuum regime, while an ion pump is permanently attached to the chamber. The chamber is baked at approximately 120 °C for at least two weeks to remove water vapor and other contaminants from the system. Following this procedure, the background pressure of this chamber while the oven is at room temperature is measured to be $10^{-10}$ mbar according to the calibrated current of the ion pump. At the working temperature of 100 °C, the pressure goes up to about $10^{-9} - 10^{-8}$ mbar.

6.2 Spectroscopy of the $^1S_0-^1P_1$ transition at 229 nm

6.2.1 Optical set-up of spectroscopic measurements

Spectroscopy on the atomic beam aiming at the $^1S_0-^1P_1$ transition is performed using the 229 nm radiation generated from the frequency-quadrupled VECSEL (Chapter 3). For these measurements, it is important that the properties of the light being sent to the atoms is well known. Since there is a dearth of cameras which are used for a generic beam profile at such low wavelengths, we use the knife-edge approach [161] to measure the waist of the beam (vertical and horizontal axes) at various distances. This experiment was performed with utmost care to ensure protection from the scattered 229 nm photons. The blade is attached in a vertical and horizontal fashion and measurements are taken at different distances to order to verify the size and focus of the beam. Figure 6.4 shows the beam profile of the UV coming out the BBO frequency doubling cavity at 3 different locations.
The beam waist in the horizontal direction is estimated to be 32 µm centred close to the crystal position and is therefore highly divergent outside the cavity (Rayleigh length ~14 mm). The beam appears to be approximately collimated in the vertical direction, however, and the waist is measured to be 420 µm. In order to send a collimated beam to the atomic beam, a 200 mm focal length horizontal cylindrical lens is placed approximately at the focal length from the BBO crystal. The beam profile is performed precisely at the distance where the DUV beam interacts with the atoms in the chamber. A single measurement was performed at the approximate middle-distance of the two beam sent to the atomic beam (input and retro-reflected). The power is split using a polarizing beam splitter and the transmitted power is sent to the knife-edge measurement. The reflected beam was used to monitor the produced UV power to correct for power variations during the knife-edge measurement. Figure 6.5 shows the beam profiles where the fitting offset and the amplitude is fixed to remove any errors from the tail of the fit. These fits give the beam diameters to be 1.10 ± 0.02 mm and 2.88 ± 0.12 mm in the horizontal and vertical dimensions, respectively, and value of 3.1 ± 0.3 mm² for the beam area.
Figure 6.6 (a) shows the optical schematic of the experiment. The power used to do spectroscopy is generally low (about 1 mW) in order to stay well below the saturation intensity \( I_{\text{sat}} = 0.99 \text{ W/cm}^2 \). The beam is sent through a half-wave plate and then retro-reflected. The beam polarization is set to be horizontal, which is optimized by maximizing the fluorescence from the atoms with the half-wave plate. Since we are looking at the dipole emission, in the ideal case, there would be no emission in the direction parallel to the polarization of light and it is instead maximized in the vertical direction [67].

The light emitted by the atoms is collected by a photomultiplier tube (H9307, Hamamatsu) placed on the top of the spectroscopic chamber. Since the light emitted by the atoms is of the order of nW, optics are placed within the chamber to maximize the solid angle of the collected fluorescence. We place a 30 mm concave mirror underneath the beam and a 40 mm focal length plano-convex lens in order to collimate the collected light, which is finally focussed onto the photomultiplier tube using a 60 mm focal length plano-convex lens, placed outside the chamber. A narrow optical filter is also placed directly before the photomultiplier tube to block any external light. The schematic of the collection optics is shown in Figure 6.6 (b). This device has gains of the order of \( 10^5 \) and is dependent on wavelength of the radiation.

Using a triangular wave sent to the VECSEL PZT, the frequency of the UV light sent transversely to the atomic beam is altered. This sweep takes place after locking the LBO cavity to the VECSEL and then subsequently locking the BBO cavity to the LBO cavity. While these cavities are in resonance with the master laser, the VECSEL PZT is slowly swept up to a peak-to-peak voltage of 80 V which allows at least 3 GHz of sweep in the UV regime. To monitor the power fluctuations in
the UV, a portion of the UV power is sent to a photodiode while performing the experiment. This also acts as a good monitor everyday, in order to better understand the behaviour of the cavities and also the BBO crystal.

We estimate the angle that the UV interacts with the atomic beam, which should be orthogonal to minimise the Doppler shift. This is done by overlapping the reflection from the vacuum viewports and the input beam, assuming that the atomic beam is traveling straight and therefore parallel to the viewports. Based on this measurement, the deviation from orthogonality between the laser beam and the atomic beam is estimated to be <4 mrad.

### 6.2.2 Oven characterization

From the fluorescence signal obtained from the atoms, the height and width of one of the peaks is used to determine the flux, flow rate and divergence of the atomic beam at various temperatures [162].

From a single sweep of up to 3 GHz in the DUV, we observe the signal from all the 8 isotopes of cadmium (see Section 6.2.3). To determine the properties of the oven, one of the dominant peaks is selected, which is due to $^{114}\text{Cd}$ and which has negligible contributions from the other isotopes. This peak is fit with the method of least squares to a Voigt profile, which is a convolution of Gaussian and Lorentzian distributions representing the Doppler broadening and the natural linewidth distributions, respectively. In the performed fit, the Lorentzian width is set to be constant at the known natural linewidth and from the fitted Gaussian, we obtain the Doppler spread of the atoms,
Figure 6.6: (a) Optical schematic of the spectroscopy measurement. The BBO cavity for UV production is locked to the first-stage doubling cavity, which is in turn locked to the VECSEL. The laser frequency is swept by sending a triangular wave to the VECSEL PZT. Frequency calibration is ensured by sending a small fraction of the master IR light to a wavemeter and also by using a reference bow-tie cavity in the visible region. (b) Optical schematic diagram on top of the chamber which collects the fluorescence emitted by the atoms.
assum ing the transverse distribution of the velocities is Gaussian, ignoring the time taken by the light to interact with the atoms. At 100 °C, time-of-flight broadening can be estimated based on the measured beam radius and the most probable velocity of the beam as \( \sim 200 \text{ kHz} \), which is much smaller than the \( \sim 40 \text{ MHz} \) width typically seen in the fits. Similarly, the amplitude of the fitted signal is used to estimate the flow rate of the atoms. Figure 6.7 shows a sample fit, which is performed for all the peaks taken at temperatures ranging from 85 - 120 °C.

From the Gaussian part of the fit of the fluorescence peaks, the divergence can be estimated. Assuming the transverse velocity of the beam follows a Gaussian distribution, the divergence of the atomic beam is given by equation 6.1, where \( \sigma_t \) is estimated from the performed fit and \( v_{\text{beam}} = \sqrt{3k_B T/m} \) is the longitudinal velocity of the atomic beam [159].

\[
\theta = \frac{\sigma_t \sqrt{2 \ln 2}}{v_{\text{beam}}} \tag{6.1}
\]

With this estimate of divergence, the dependency on the temperature is shown in Figure 6.8, where a slight a linear dependence of the beam divergence as a function of temperature is measured. The large error bars are mainly systematic uncertainty, rather than statistical, explaining the seemingly excellent fit compared to the error bars. This divergence of \( \sim 40 \text{ mrad} \) is similar to that measured for the previous oven design [159], which in both cases is broader than expected from theory, in this case around a factor of 2.

The fitted amplitude of the peak can be converted to the flow rate using the following method.
Firstly, the voltage of the signal obtained is converted to optical power using the sensitivity of the photomultiplier tube at the used control voltage. This is used to estimate the total power emitted by the atoms, keeping in account all the optical losses (e.g. viewports, optics, filter) as well as the solid angle of the fluorescence pattern and the collection optics. This gives us the atomic density $\rho$ at respective temperatures expressed as the equation 6.2, where $V_{int}$ is the interaction volume, $P_{max}$ is the optical power of the peak chosen, $\Omega_{tot} = 8\pi/3$ is the total solid angle of the dipole emission and $\Omega_{ph}$ is the total angle as seen by the photodiode.

$$\rho = \frac{1}{V_{int}}P_{max} \frac{\Omega_{tot}}{\Omega_{ph}} \frac{h\omega_0\Gamma s}{2\sigma_t\sqrt{2\pi}} \int_{-\infty}^{\infty} \frac{\exp \left[-v^2/(2\sigma_t^2)\right]}{1 + 4(kv_t/\Gamma)^2} dv_t$$  \hspace{1cm} (6.2)

The results from the measurements are shown in Figure 6.8. The vertical error bars come from the uncertainty of the fit and the conversion of the measured voltage to the emitted fluorescence power. This conversion gives a large error due to the logarithmic dependency of the gain, making it difficult to measure precisely. The horizontal error bars arise from the systematic uncertainty of the temperature reading as specified by the manufacturer. A full description and discussion of the various error sources is given in [162]. This measurement gives a flow rate of about $10^{10}$ atoms/s at a temperature of 100 °C.

With this performance of about $10^{10}$ atoms/s and a divergence of about 40-50 mrad, this oven can be used as the source of atoms in order to generate the ultra-cold samples using the standard
state-of-the-art cooling techniques and also to perform spectroscopy.

6.2.3 Precision frequency measurement of the $^1S_0-^1P_1$ transition

The atomic beam is used to measure the absolute frequency and isotope shift values of the $^1S_0-^1P_1$ transition of cadmium. Earlier absolute frequency measurements of this transition are limited and often decades old [163, 164]. Many of these earlier measurements used interferometers operating in air for their frequency calibration and therefore require the refractive index at 229 nm to be well known. The refractive index of air as a function of wavelength can be calculated from empirical formulae [165], but it also depends upon ambient environmental factors, such as temperature, pressure and humidity. Moreover, a full measurement of the isotope shift values of this transition has not been performed before, with values for only some of these shifts published [166]. Otherwise, the only available data comes from the frequency dependence of MOTs [56, 99]. Furthermore, precise and accurate measurements of isotope shifts have gained considerable recent attention due to the possibility to search for and constrain potential extensions to the standard model, including new long-range or Higgs-like forces [167–169]. They can also provide valuable data for atomic structure calculations [170].

At the above discussed parameters of ambient pressure of the chamber, divergence and flow rate of the atomic beam at 100 °C, we identify the peaks clearly from all the eight isotopes of cadmium in a single 3 GHz sweep in the DUV. In order to convert the time axes of the obtained fluorescence spectrum, a frequency reference is necessary, which in this experiment is another home-made bow-tie cavity which is designed to have a long path length in order to reduce the free spectral range and increase the number of resonances observed during a spectroscopy measurement. To this cavity, a part of the blue light generated by the first frequency doubling step at 458 nm is sent.

The design length of the cavity results in a free spectral range of 210 MHz. This was further measured by simultaneously monitoring the transmission of the cavity and the wavelength of the VECSEL as it was slowly swept in frequency. The frequency positions of the resonances were then estimated and fit with a straight line, in both the frequency sweeping up and down configurations. The slope of the fitted lines can be used to extract the free spectral range and a mean of the sweep up and down values, weighted with the error of the fit, is taken to give a measured value of free spectral range of $204.2 \pm 0.9$ MHz.

During a spectroscopy measurement, the transmission of this reference cavity is monitored. The time-to-frequency conversion is performed by fitting a parabola to the measured cavity resonances.
Figure 6.9: Frequency linearization of the PZT sweep. Left plot is for the negative slope of the voltage change and the right is for positive slope. Lower panel shows the residual when performing linear (red circle) and quadratic linearizations (blue square).

and using the measured FSR, allowing the non-linear response of the PZT to be corrected for. Figure 6.9 shows how the frequency of the UV changes with time when applying a linear change in voltage to the PZT. The hysteresis effect is observed as the PZT position is varied at the same frequency while the sweep is in different direction, with both nonlinear and asymmetric behaviour observed. As seen in Figure 6.9, a linear fit does not describe the change in frequency well, though it was found that fitting with both 2nd-order and 3rd-order polynomials provide a good fit, with minimal difference in the observed fit residuals. The 2nd-order (quadratic) fit was chosen for converting the temporal data into smooth and continuous frequency data.

Simultaneously, a fraction of IR light, directly from the master laser source is sent to a wave meter (Bristol Instruments, 621) using fibers. This helps in providing an absolute reference of the frequency with a stated accuracy of 0.2 ppm.

After having obtained the complete fluorescence spectrum from the atoms, it is first converted to the frequency spectrum and the signal is cleaned by using the monitored UV power to remove amplitude noise. This cleaned signal is then fit using a simultaneous fit to ten Voigt profiles where in the weighted distribution from the natural abundance of the cadmium isotopes is assumed. For
Figure 6.10: Isotope shift measurement. Black line is the fluorescence signal and the red is the fit. The dashed colored lines are the individual isotope contributions and the dashed black line is the Doppler broadened spectrum of a vapor at same temperature as the oven. The lower panel shows the mean values of the frequencies obtained from ten fits. From [57].

The fermionic $^{111}\text{Cd}$ and $^{113}\text{Cd}$ isotopes, the strength of the hyperfine splitting is used. With this fit the relative frequency spacing between all the transitions is extracted.

Figure 6.10 shows the fluorescence signal where all the peaks are fit as mentioned above. The relative frequency separations with respect to $^{114}\text{Cd}$ are presented in Table 6.1, which is the average value from 10 spectra. The first error in the frequency values arises from the statistical error from the fitting procedure and the second one is the systematic error from the frequency conversion.

However in order to measure the absolute value of the transition frequency, the Bristol wave meter is used to the frequency calibrate the signal. Similarly like the relative frequency measurement, we take multiple sweeps obtaining the $^{114}\text{Cd}$ trace, which as shown in Figure 6.10 has negligible contributions from other isotopes. Instead of using the reference cavity, the value of the wavemeter is recorded simultaneously to the sweep. The fluorescence is plotted against the wavemeter reading.
Table 6.1: Summary of measured isotope shift relative to the $^{114}\text{Cd}$ isotope. Error values for this work sequentially represent the combined statistical and fitting error and the systematic error of the frequency conversion – see text for details. Two measurements are also presented from [166].

<table>
<thead>
<tr>
<th>Transition</th>
<th>Determination 1 [166]</th>
<th>Determination 2 [166]</th>
<th>This work / MHz</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{106}\text{Cd}$</td>
<td>-</td>
<td>-</td>
<td>$1748.1 \pm 5.2 \pm 9.7$</td>
</tr>
<tr>
<td>$^{108}\text{Cd}$</td>
<td>-</td>
<td>-</td>
<td>$1258.5 \pm 5.3 \pm 7.0$</td>
</tr>
<tr>
<td>$^{110}\text{Cd}$</td>
<td>$878 \pm 17$</td>
<td>$905 \pm 35$</td>
<td>$826.2 \pm 4.2 \pm 4.6$</td>
</tr>
<tr>
<td>$^{111}\text{Cd}$ - $F'=1/2$</td>
<td>-</td>
<td>-</td>
<td>$591.5 \pm 4.4 \pm 3.3$</td>
</tr>
<tr>
<td>$^{111}\text{Cd}$ - $F'=3/2$</td>
<td>$878 \pm 17$</td>
<td>-</td>
<td>$874.7 \pm 4.3 \pm 4.8$</td>
</tr>
<tr>
<td>$^{112}\text{Cd}$</td>
<td>$375 \pm 15$</td>
<td>$395 \pm 30$</td>
<td>$391.6 \pm 4.0 \pm 2.2$</td>
</tr>
<tr>
<td>$^{113}\text{Cd}$ - $F'=1/2$</td>
<td>-</td>
<td>-</td>
<td>$148.0 \pm 4.2 \pm 0.8$</td>
</tr>
<tr>
<td>$^{113}\text{Cd}$ - $F'=3/2$</td>
<td>$375 \pm 15$</td>
<td>-</td>
<td>$426.5 \pm 4.5 \pm 2.4$</td>
</tr>
<tr>
<td>$^{116}\text{Cd}$</td>
<td>-</td>
<td>-</td>
<td>$-298.7 \pm 4.0 \pm 1.7$</td>
</tr>
</tbody>
</table>

and fit to a Voigt profile to find its central value. Again we take multiple spectra and average the result. We obtain the frequency of this transition to be $1309864506 \pm 4 \pm 262$ MHz, where the first error is the statistical error arising by taking the mean of all the measurements and the second error is coming from the uncertainty of the wavemeter. This is much larger than the first and second order Doppler shift and the recoil energy, which are therefore ignored. For example, the first-order Doppler shift is given by $\delta \nu = \vec{k} \cdot \vec{v}$, so the measured beam angle of $<4$ mrad gives $\delta \nu <200$ kHz. This measured value is consistent with the previous value reported in [163].

Since the publication of these spectroscopic measurements [57], more precise and accurate measurements have been very recently reported [171]. These measurements use a temperature-stabilized cavity as a reference and fully calibrate the non-linearity of their wavemeter for improved accuracy. They also use enriched sources of cadmium to allow for the fermionic transitions to be identified more clearly. The measured absolute frequency value of the $^{114}\text{Cd}$ transition is consistent with the value reported here, but there is some discrepancy between the isotope shift values. In particular, there appears to be a systematic difference in the frequency calibration, which most likely arises due to the non-linear response of the wavemeter used here.
6.3 Spectroscopy of the $^1S_0 - ^3P_1$ transition at 326 nm

The laser system for generating light at 326 nm, described in Chapter 4, is also tested by performing high-precision spectroscopy on narrow $^1S_0 - ^3P_1$ transition, as described in [58]. The goal here is to observe saturation absorption spectroscopy and to generate an error signal for locking the laser to these signals. This will verify that the noise properties of the laser are suitable for addressing this narrow linewidth transition.

The optical set-up of the fluorescence collection optics is similar to those employed in the 229 nm spectroscopy, except, a different optical filter and a higher sensitivity photo-multiplier tube is used, due to the reduce fluorescence from this transition. Likewise the oven temperature is raised to $\sim 150$ °C to increase the flow of atoms.

A beam of 326 nm with 6 mW of power and a radius of 5 mm is sent in an orthogonal direction to the atomic beam. The polarization is optimized to be horizontal using the fluorescence signal. A triangular wave is sent to the PZT of the pre-stabilization cavity, which allows a sweep of about 4 GHz in the UV with which all the eight stable isotopes are visible, the isotope shifts of which have
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Figure 6.11: (a) shows the optical schematic of the 326 nm interacting with the atoms while (b) shows the signal from the atoms. Black line is the fluorescence signal and the red is the fit. The dashed gray lines are the individual isotope contributions to the complete spectrum. The inset panel shows the error saturation absorption spectroscopy signal and generated error signal. Adapted from [58].
previously been measured [100, 172]. The Voigt fitted peaks of the signals from all the isotopes is shown in Figure 6.11, where the fit performed is assumed to have the amplitude based on natural abundances, as in the previous section.

The saturation absorption spectroscopy is also performed on the cadmium vapor which requires a pump and probe beam, overlapped in an approximately in counter-propagating manner at the atomic beam position. The inset of Figure 6.11 (b) shows the saturated dip obtained and also its error signal. The error signal is derived by modulating the laser frequency at 10 kHz with an acousto-optical modulator (AOM) and then using a lock-in amplifier.

6.4 Oven reliability

The oven used for generating the cadmium beam did pose certain experimental challenges. This section briefly discusses the reasons which lead to the breakdown of the oven, i.e, loss of the signal from atoms, and the solutions and plans to counteract these problems.

After the first time that the oven was opened after use for spectroscopy, it was noticed that cadmium had been reacting with the copper gasket used to seal the oven reservoir. This reaction was severe and the copper gasket had been almost entirely eroded, as can be seen in Figure 6.12 which shows the image of the copper gasket after re-opening the oven. This was solved by replacing it with a silver-plated copper gasket which seems to successfully prevent this reaction, which we were not previously aware of and may not have been reported elsewhere.

Another more critical problem seems to have been related to the high vapor pressure of cadmium. While the beam worked very well for some months at the temperatures needed for 229 nm, since the 326 nm fluorescence is fainter than 229 nm, this required a higher working temperature of the oven. At high temperatures of the oven (>150 °C), there was a gradual loss in signal and opening the chamber revealed clogging of the capillaries (Figure 6.12). Capillary clogging tends to occur because the surface area of the capillaries is large, so they cool faster than the rest of the chamber, leading cadmium to preferentially condense there [173]. Clogging can therefore in principle be solved by maintaining the capillaries at a higher temperature than the rest of the oven and the oven has been redesigned for this purpose.

At another instance, problems with the ion pump was observed. It is suspected that this may have occurred due to the pump being filled with cadmium, again due to operating the source at high temperatures. This has made it difficult to subsequently achieve the lowest pressures of ~10^{-9} mbar.
Figure 6.12: (a) The copper-cadmium reaction on the gasket. Almost the entire inner section of the gasket has reacted and the cadmium is attracted out of the main oven chamber. (b) Clogging of the oven capillaries with cadmium following operation at high temperatures ($T > 150 \, ^{\circ}C$).

The vacuum pump companies don’t seem certain about their performance so this remains an open technical question which requires more research.
Chapter 7

Towards the production of ultra-cold cadmium ensembles

This chapter mainly discusses the optical system and vacuum chamber design of a state-of-the-art source of ultra-cold cadmium. It presents thorough numerical simulations of the cooling and trapping of cadmium which is divided into two stages: firstly on the broad dipole-allowed transition at 229 nm; and then on the intercombination transition at 326 nm. The design begins with an atomic oven and uses a minimal amount of laser radiation at 229 nm light due to the known problems with using and producing the light at this wavelength. This is achieved by using the 229 nm light only to slow the output from an atomic oven, allowing for subsequent direct loading into a 3D magneto-optical trap (MOT) at 326 nm. The atomic trajectories throughout the full vacuum chamber is also presented, giving a complete picture of the position and velocity evolution of the atoms and is used to estimate the loading rate of the 3D MOT for a range of experimentally feasible parameters. The final part of the chapter discusses the future prospects towards the realization of the degenerate source of atoms in an optical dipole trap. The theory and the simulations of the power and beam waist requirements to generate the dipole trap for cadmium atoms are discussed.
7.1 Introduction

7.1.1 State-of-the-art and system requirements

A cold, continuous and an efficient source of atoms enables table-top experiments on a broad range of topics such as atom interferometry, quantum information, quantum simulation and many more [174]. Historically, alkali elements have been primarily used to test the initial theories of laser cooling and trapping techniques, often due to the availability of laser sources. For example, high power single-mode sources are readily available for laser cooling and trapping of rubidium due to the principle cooling transition being at 780 nm.

Alkaline-earth elements and alkaline-earth-like elements are often rather recently studied in comparison to alkali atoms, and this is especially true of cadmium. Until now, the production of cold cadmium samples have been done directly from a vapor source onto the $^{1}S_{0} \rightarrow ^{1}P_{1}$ via a MOT [56, 99]. While more recently, cadmium has been cooled using the narrow linewidth intercombination transition, $^{1}S_{0} \rightarrow ^{3}P_{1}$ [54]. The loading of atoms directly from the vapor can cause limitations in the background pressure of the chamber. For this purpose we developed the novel cadmium beam to be used instead of a vapor source (Chapter 6). Furthermore, standard cooling and atom source techniques like a Zeeman slower or a 2D MOT, or further cooling to quantum degeneracy, have not yet been demonstrated with cadmium.

State-of-the-art cooling systems often employ such techniques using spatially separated regions where each transition is addressed consecutively and independently. In strontium, for example, this architecture has been used to develop continuous ultra-cold sources, including the first continuous Bose-Einstein condensate [86, 175, 176]. The aim of this chapter is to design and simulate a similar system for cadmium, having the qualities of fast loading rates, µK or lower temperature atoms, and excellent vacuum for long-lived coherence for the application to atom interferometry.

7.1.2 Laser cooling and trapping of cadmium

Given the novelty of using cadmium as a quantum source and also the power limitations experienced during the development of laser systems in the UV regime, it is important to clearly understand the parameter space required to generate ultra-cold cadmium sources. Therefore, in this chapter, each cooling and trapping stage with the 229 nm and the 326 nm transition is considered in detail, to understand the parameter space as allowed by the developed lasers discussed in Chapters 3 and 4. This will also help to elucidate the specific challenges posed by cadmium in producing a cold atom.
Table 7.1: Relevant properties of the main cooling transitions for Cd, Sr and Yb. Values for the wavelength ($\lambda$), corresponding natural linewidth ($\Gamma$), saturation intensity ($I_s$), Doppler temperature ($T_D$) and the minimum stopping distance for atoms at the most probable velocity ($v = \sqrt{2k_Bm/T}$) of a Maxwell-Boltzmann distributed 100 °C sample ($d_{\text{stop}}$) are reported.

<table>
<thead>
<tr>
<th>Atom</th>
<th>$\lambda$ (nm)</th>
<th>$\Gamma/2\pi$</th>
<th>$I_s$ (mW/cm²)</th>
<th>$T_D$</th>
<th>$d_{\text{stop}}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cd</td>
<td>228.9</td>
<td>91 MHz</td>
<td>992</td>
<td>2.2 mK</td>
<td>6 × 10⁻³</td>
</tr>
<tr>
<td>Sr</td>
<td>460.9</td>
<td>32 MHz</td>
<td>42.5</td>
<td>0.8 mK</td>
<td>4 × 10⁻²</td>
</tr>
<tr>
<td>Yb</td>
<td>398.9</td>
<td>28 MHz</td>
<td>57.7</td>
<td>0.7 mK</td>
<td>4 × 10⁻²</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Atom</th>
<th>$\lambda$ (nm)</th>
<th>$\Gamma/\pi$</th>
<th>$I_s$ (mW/cm²)</th>
<th>$T_D$</th>
<th>$d_{\text{stop}}$ (m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Cd</td>
<td>326.1</td>
<td>66.6 kHz</td>
<td>0.252</td>
<td>1.6 µK</td>
<td>12</td>
</tr>
<tr>
<td>Sr</td>
<td>689.4</td>
<td>7.4 kHz</td>
<td>0.003</td>
<td>180 nK</td>
<td>230</td>
</tr>
<tr>
<td>Yb</td>
<td>555.8</td>
<td>182.2 kHz</td>
<td>0.139</td>
<td>4.4 µK</td>
<td>7.5</td>
</tr>
</tbody>
</table>

Information on the relevant transitions of cadmium are given in Table 7.1, alongside the more commonly employed strontium and ytterbium for comparison. The singlet transition is the main dipole-allowed cooling transition at 229 nm with the highest linewidth among the three atoms ($\Gamma$=2π×90.9 MHz). However, production of high-power continuous-wave light at this wavelength is challenging, as detailed in Chapter 3, with only around 100 mW available for stable operation. The design presented here mitigates for this comparative lack of power by making the capture efficiency of the system as high as possible.

Moreover, the use of high power 229 nm light poses technical and fundamental problems in producing high atom numbers in a magneto-optical trap. As discussed in Section 2.3.1, the 229 nm light is able to photoionize the atoms from the $^1{P}_1$ state and this has a limiting effect on the atom number in the MOT [99]. The energy of the 229 nm photons is also in principle sufficient to cause photoionization from the $^3{P}_1$ state.

Additionally, high-power DUV light is known to be damaging to optical coatings and degrades their performance, especially those under vacuum, where this degradation can be rapid. The complete damage mechanisms are not fully understood, though there seems to be contributions from
both oxygen depletion of the coating material and from UV-induced ionisation of hydrocarbons which subsequently bond to the coating surface. Although research into improving optical coatings under vacuum is ongoing [177, 178] and fluoride-based coatings seem to perform much better [147], this problem is not currently solved. Excessive use of 229 nm light would therefore require the system to be regularly opened or purged with oxygen to recover the coating performance. Furthermore, not all standard optical components are easily available for 229 nm. For example, while single-mode fibres for the UV have been demonstrated, they are not commercially available and require a complex production procedure for a still limited performance [179, 180].

Nevertheless, given its high scattering rate and low wavelength, the 229 nm transition has the ability to slow down fast atoms at very short stopping distances (Table 7.1), which is useful for efficient loading of atoms coming from the oven source. Cadmium has very recently been trapped without using 229 nm, but since this system requires three additional repumping lasers [100], this approach is not considered further here.

Following initial cooling with the 229 nm, atoms can be further cooled down with the 326 nm intercombination transition using optical molasses configuration and also a three-dimensional MOT. Experimentally, the production of the 326 nm doesn’t pose as many challenges as the 229 nm production. A maximum usable power of 1 W has been produced with the system described in Section 4.2 and similar powers have been achieved in this region of the UV elsewhere [151, 181]. This is also true in terms of damage to the vacuum viewports and optics. Furthermore, as shown in Table 7.1, the linewidth of the 326 nm transition is between that of cadmium and ytterbium. This is interesting because it is possible to load $\sim 10^8$ atoms/s directly into a MOT on the $^1S_0 - ^3P_1$ ytterbium transition [182], but this is very difficult on strontium. This suggests that it may be possible to load a MOT on the intercombination transition of cadmium without using a MOT at 229 nm first.

### 7.1.3 Basic idea of the cold atom system

The basic idea of the cold atom apparatus for producing cadmium is shown in Figure 7.1. It is inspired by similar designs for strontium [175]. Most of the remainder of this chapter consists of the numerical simulations this system to understand its feasibility and performance.

In brief, however, the proposal is to load atoms from a collimated source into a 2D MOT at 229 nm. There is the option to additionally perform Zeeman slowing on this collimated beam to increase the atom number in the 2D MOT. The 2D MOT will act as a source of slow atoms, which are
pushed vertically downwards by a low-intensity beam. The remainder of the system uses only 326 nm light to generate lower temperatures, reduced optics damage and no photoionization. Furthermore, spatially separating the oven from the 3D MOT region will assist in achieving better background pressure, as well as isolating the high-energy 229 nm photons from interacting with the 3D MOT and potentially reducing the trap life times and atom number.

Firstly in this second-stage 326 nm section, the atoms are transversely cooled in 2D optical molasses to collimate the falling atoms. They are then slowed vertically by angled beams before being loaded into a 3D MOT, which would ultimately be transferred from the 3D MOT chamber using an moving optical dipole trap to a science chamber to perform interferometry with cold strontium atoms generated elsewhere (see Chapter 8). However, this design is also aimed in such a way that interferometry can be performed in the main chamber on cadmium alone, by leaving the vertical axis open.

This design may also be of use for other alkaline-earth-like systems who have transitions in
the DUV. For example, zinc has similar transitions to cadmium, with its \( ^1S_0 - ^1P_1 \) and \( ^1S_0 - ^3P_1 \) transitions being at 214 nm with \( \Gamma = 2\pi \times 71 \text{ MHz} \) and 308 nm with \( \Gamma = 2\pi \times 4 \text{ kHz} \), respectively. Laser cooling and trapping of zinc is only in its very early stages \cite{183} and the system presented here could prove a guide for future experiments sharing similarities in the transition properties.

### 7.2 Numerical simulation description

The numerical simulation is performed using the Monte-Carlo method with the Python programming language and calculates the trajectories of the atoms by updating their spatial and velocity values in discrete steps of time. This method has been used successfully to simulate a broad range of MOTs and related cold atomic sources, including standard 3D and 2D MOT implementations \cite{184, 185}.

It begins with atoms being assigned a particular position and velocity in a pseudo-random sampling method. At each constant time interval (greater than the lifetime of the transition), the acceleration of the atom is determined from the forces acting on the atom at that point in the space, which are the radiation pressure force derived from the semi-classical theory of atom-light interaction (see Section 2.1.2). The time interval is chosen to be 50 \( \mu s \) and the complete simulation time is assigned as 500 ms. At each cooling stage in the complete simulation, the simulation is terminated based on the final fate of the atom, such as being lost or trapped. That is, when the atoms fulfill certain predefined criteria of having velocities below a critical limit and being at a particular spatial position (e.g. within the central MOT region).

The laser beams are assumed to be Gaussian and the tails on both sides are truncated depending on the radius of the viewport they are assumed to pass through. The interaction is modeled by having the circular polarization of the light decomposed into its respective \( \sigma^+ \), \( \sigma^- \) and \( \pi \) components \cite{186}.

This is helpful when the laser beam and the magnetic field interact off axis, i.e. allowing for the possibility of \( \pi \) transitions. Also considering the direction of the magnetic field (not just the magnitude), the locally induced acceleration onto the atom by a laser beam with a unit vector \( \hat{k} \) is given by the equation 7.1, where \( s = I/I_{sat} \) is the saturation parameter of the laser beam, \( s_{tot} \) is the total saturation parameter from all the beams, \( \Delta \Gamma \) is the detuning of the beam in units of linewidth, \( k_\Gamma = 1/\lambda \Gamma \), \( \mu_\Gamma = \frac{\mu_B}{2\pi} \), and for the bosonic isotopes of cadmium, \( \Delta g_F = g'_F m'_F - g_F m_F \), which is 1 for 229 nm transition and 1/6 for the 326 nm transition.

\[
a = \frac{\hbar \pi \Gamma}{m \lambda} \sum_{n=-1,0,1} \frac{\eta_n}{1 + s_{tot} + 4 (\Delta \Gamma - k_\Gamma) \hat{k} \cdot \vec{v} - \Delta g_F \mu_\Gamma n |\vec{B}|} \tag{7.1}
\]
The parameter $\eta_n$ is given by $\eta_0 = \left(1 - (\vec{k}_i \cdot \vec{B})^2\right)/2$ and $\eta_{\pm 1} = \left(1 \pm \alpha \vec{k}_i \cdot \vec{B}\right)^2/4$, where $\alpha = \pm 1$ is the handedness of the circularly polarised light relative to the propagation direction and the subscript $i$ refers to the beam in question [186]. The summation over $n$ corresponds to the decomposition of the circularly polarized light into its respective three components. This formalism is also extended to account for linear polarisation, as well as circular. In this case the $\eta$ parameters are changed to $\eta_0 = \left(\vec{E}_i \cdot \vec{B}\right)^2$ and $\eta_{\pm 1} = \left(1 - (\vec{E}_i \cdot \vec{B})^2\right)/2$, where $\vec{E}_i$ is the unit linear polarisation vector of the beam.

Another feature while accessing the 326 nm transition is spectrally modulating the beam in order to increase the capture velocity [92]. All the individual modes are considered to behave as an independent beam while the total power in the beam is evenly distributed amongst all the modes. These modes are assumed to be a linewidth away from each other.

The various magnetic fields are pre-calculated in a grid like format in 3 dimensions and then interpolated. The interpolation functions are saved and loaded separately into the main simulation to save computational time. At a given point all the magnetic fields from the various coils and magnets are summed to give the complete field. The magnetic field of Earth is assumed to be cancelled throughout the whole experimental region and therefore not considered.

Finally, the simulation also considers spontaneous emission, which is assumed to be isotropic in nature and results in a heating effect (see Section 2.1.4). It is modeled by $\hbar k \sqrt{R \tau \hat{x}}$ where $R$ is the total scattering rate which can be estimated from equation 7.1, $\tau$ is the simulation step time, and $\hat{x}$ is the direction of the emission chosen pseudo-randomly [134]. This helps to limit minimal velocities the atoms can reach to the respective Doppler temperature of the interacting transition.

### 7.3 Preparation of cold cadmium: Numerical simulation

#### 7.3.1 Phase space of the oven output

This section describes the numerical Monte Carlo simulation of the position and velocity spread of the atoms emitted from the oven, which serves as the distributions for the laser cooling simulation. The oven design assumed in the simulation has a single 32 mm long capillary with a 1 mm diameter aperture. This is a simplified design due to the reliability difficulties encountered with the original oven, as discussed in Section 6.4. The theoretical flow rate is estimated using equation 7.2 which determines the flow rate in the collision-free regime and also assumes the atoms experiencing half
Figure 7.2: Simulated oven output at 100 °C. (a) Atom density in the transverse cross-section at the oven output. (b) Probability density function of atom number as a function of longitudinal velocity. (c) Probability density function of atom number as a function of transverse velocity in agreement with the theoretical distribution.

\[ N \ (s^{-1}) = \frac{2\pi n \bar{v} r_{cap}^2 N_{cap}}{3L} \]  

(7.2)

where \( L \) and \( r_{cap} \) are the length and the internal radius of the capillaries, respectively, and \( N_{cap} \) is the number of capillaries used, which is 1 in this case. \( \bar{v} \) is the mean atomic speed given by \((8k_BT/\pi M)^{1/2}\) and \( n \) is the atomic density given by \( P/k_BT \). This gives an estimate of \( 1.1 \times 10^{10} \) atoms/s at a temperature of 100 °C, similar to the previous oven design (see Figure 6.8).

Despite knowing the velocity distribution of this particular oven design [159, 187], a simulation is performed numerically in order to avoid a bias arising when the transverse and longitudinal velocities are chosen independently. Independent pseudo-random sampling from the known longitudinal and transverse distributions doesn’t account for the dependency of the transverse velocity on the longitudinal velocity or vice-versa. Instead, here a simulation geometrically determines the fate of the atom, i.e. if it will exit the oven capillary, beginning with a velocity from the Maxwell-Boltzmann distribution in three dimensions and a position within the diameter of the capillary.

Figure 7.2 (a), shows the position distribution in the \( x-z \) position plane of \( 10^4 \) atoms selected as exiting the capillary, where the colour code represents the number of atoms in the bin. Gravity is
Figure 7.3: Spatial distribution of the simulated output of the Cd oven: (a) at the oven output ($y=0$ mm); (b) at the position of the 2D MOT ($y=75$ mm), showing that most atoms are within a radius of 2 mm at this point.

assumed to be along the $z$ axis while the atoms are emitted from the oven along the $y$ axis. The expected uniform distribution across the capillary output diameter is observed.

In Figure 7.2 (b) and (c) panels, the normalized atom density is plotted against the longitudinal and transverse velocity in histogram style. Panel (c) shows this simulated velocity distribution in the transverse dimension to be almost in agreement with the theoretical distribution $[187]$, calculated independently (with a different software). This theoretical distribution for a capillary structure is calculated using the equation $7.3$, where $d = 2r_{cap}$ and $L$ are the internal diameter and length of the capillary, respectively, $v_0$ is the most probable velocity for the Maxwell-Boltzmann distribution and $\Gamma (-1/2, v^2L^2/v_0^2d^2)$ is the gamma function.

\[
P(v, d) = \frac{|v|\exp(-v/v_0^2)\Gamma(-1/2, v^2L^2/v_0^2d^2)}{\sqrt{8\pi v_0^2(1 + d^2/L^2)^{1/2}}}
\]  

(7.3)

Finally, the evolution of this atomic beam is studied at distance of 75 mm from the oven output which is the approximate location of the 2D MOT based on the 229 nm transition. Figure 7.3 shows the evolution of the spatial distribution in the $x$ and $z$ dimensions. This serves as preliminary input position distribution that the 2D MOT beams would need to slow the atoms down from. Based on the expanded size of the oven output, it can be seen that most of the atoms are within a few mm, allowing for small beams and CF16 vacuum windows (optical access of 8 mm diameter) as viable
choices.

Due to the good agreement between the simulated and theoretical oven outputs and the reasonable flow rate values ($\sim 10^{10}$), these simulated distributions can be used as the first stage of the remaining numerical simulations.

7.3.2 First cooling stages – 229 nm

Permanent bar magnets

One challenge when dealing with the 229 nm transition is the generation of the necessary magnetic fields. Accounting for the high scattering rate of this broad transition, it naturally demands a large magnetic field and magnetic field gradient for both slowing and MOTs. Employment of magnetic coils for these tasks is ruled out not only due to the caused optical blockage around the chamber, but also due to the high currents required to generate the large magnetic field gradients which in turn are responsible for eddy currents and necessitate undesirable water cooling mechanisms. Permanent bar magnets can be used to generate these fields instead of coils. This is further advantageous as the field dies faster thereby avoiding stray magnetic fields penetrating into the subsequent cooling regimes. This also offers easy assemblage and removal along with a homogeneous field.

The design follows what has been previously done for 2D MOTs [188] and it is based upon neodymium bar magnets for the 2D MOT and Zeeman slower. Each bar magnet is of dimensions 25 mm $\times$ 10 mm $\times$ 3 mm (RS components, N750-RB) therefore compact and weighs only about 5.6 g. The magnetization of the neodymium bar magnets is $8.8 \times 10^5$ A/m and measurements have been performed on 18 magnets using a Hall probe. By fitting the measured magnet field as a function of distance from the magnet, the magnetization of each magnet can be found. Reasonable agreement with the theoretical value is found, as summarized in Figure 7.4, but due to the extreme sensitivity of the measurement to position, it is hard to measure precise values.

For the Monte Carlo simulations, the magnetic field is approximated by assuming a point-like ideal dipole from these rectangular, discrete bar magnets, and use the nominal value of the magnetization. Although analytical solutions for rectangular bar magnets exist, only a small error is found when considering an ideal dipole instead, as has also been found previously [189]. The ideal magnetic dipole moment given by equation 7.4 where $\vec{m}$ is the magnetic moment, $\mu_0$ is the vacuum permeability and $\vec{r}$ is the position vector from the magnet.
Figure 7.4: (a) Geometry and dipole orientation of the bar magnets. (b) Field measured with a Hall probe along the dipole axis fit to equation 7.4 with the magnetization as a free parameter. Shaded region is from the fit uncertainty. (c) Deduced magnetization for 18 tested magnets. The error bars come from the uncertainty of the fit.

\[ B(\vec{r}) = \frac{\mu_0}{4\pi} \left[ \frac{3\vec{r} (\vec{m} \cdot \vec{r})}{r^5} - \frac{\vec{m}}{r^3} \right] \] (7.4)

2D MOT with permanent magnets: Simulation and vacuum design

The 2D MOT beams are in the x-y plane, 45° to the oven output (Figure 7.5). As mentioned earlier, due to the high linewidth of this transition there is a requirement of high magnetic field gradients. Previous 3D MOT implementations have used gradients of 170 G/cm in the axial direction, so about 85 G/cm in the radial directions is assumed [54, 56]. To estimate the required gradient needed for the 2D MOT, the capture velocity can be determined to the nearest m/s for atoms moving on axis and with no transverse velocity. The MOT beams are assumed to have radius \( w = 2 \text{ mm} \) and detuning \( \Delta = -2 \text{ G} \). Furthermore, the magnetic field is assumed to be an ideal gradient \( \vec{B} = B_0 (-a, b, 0) \) according to the co-ordinate system defined in Figure 7.5. Velocities up to around 80 m/s can be captured, provided large gradients (>200 G/cm) can be achieved, as shown in Figure 7.5 (a).

To generate such a high field gradient, it is necessary to get the magnets as close as possible to the MOT. For this purpose, instead of housing viewports, the faces of the chamber adjacent to the MOT beams are used to place the permanent magnets. Figure 7.5 shows the chamber design where a cuboid cut is made on two sides of the octagon where the magnets are placed, with the possibility to stack a total of 3 magnets on each side. With this configuration, the closest point of these magnets is only about 22 mm from the center of the MOT, but the magnets remain outside
Figure 7.5: (a) Capture velocity with an ideal magnetic field gradient. (b) To-scale design of the 2D MOT chamber and magnets including a scale drawing of the calculated magnetic field. (c) and (d) Calculated (lines) and measured (black diamonds) magnetic fields along the MOT beam axes. See text for more details.

The field generated by these magnets can be analytically simulated according to equation 7.4 and with the magnets orientated as in Figure 7.5 (b). This simulation is done for 2 stacks each composed of 1, 2 and 3 magnets. The calculated and measured magnetic fields for the set of 3 magnets are shown in Figure 7.5 (c) and (d). In the central region the field is almost entirely along the MOT beam axes and very large magnetic field gradients >250 G/cm are achievable with this permanent magnetic set-up. The measurements are made in a test set-up with a Hall probe. There is good agreement between the measured and calculated values, with a measured gradient of 260 G/cm.

These calculated fields can be used to determine the capture velocity of the MOT in a more
Figure 7.6: Capture velocity of 2D MOT as a function of beam power and beam detuning for 1, 2 and 3 magnets per stack ((a), (b) and (c), respectively). Increasing the number of magnets increases both the capture velocity and the range of usable detunings.

realistic manner than previously. Figure 7.6 shows the contour plot estimating the capture velocity as a function of beam power and beam detuning for 1, 2 and 3 magnets per stack and Figure 7.7 shows the capture velocity as a function of beam power and beam radius for 1, 2 and 3 magnets per stack. The variation in the colour gradient is observed as the number of magnets per stack is increased, showing the advantage of using more magnets. Assuming 3 magnets in 2 stacks, the 2D MOT beams of waist about 2 mm with reasonable powers of 10 - 15 mW and a beam detuning of -2 $\Gamma$ can capture atoms with initial velocities from 80 - 100 m/s (yellow region).

Values of the beam parameters are chosen for further simulations, using the capture velocity contour plots shown above and the known performance of the 229 nm source (Chapter 3). A beam power of 10 mW, a waist of 2 mm, and 2 stacks of 3 magnets are fixed. At these beam and field

Figure 7.7: Capture velocity of 2D MOT as a function of beam power and radius for 1, 2 and 3 magnets per stack ((a), (b) and (c), respectively). Increasing the gradient increases the capture velocity, especially for smaller beam radii.
parameters, the detuning is set to $\Delta = -1.5 \Gamma$, which is a choice made to be safe for stable operation. Although higher capture velocities are available at larger detunings, the capture velocity falls quickly with the increasing detuning or decreasing intensity once the optimum is reached (Figure 7.6 (c)), meaning that effects such as power fluctuations or UV damage to viewports could cause problems with daily operation at the nominally optimum value.

Zeeman slower - Simulation

Although the capture velocity of the 2D MOT presented above is relatively high, the captured number of atoms can still be enhanced by the use of a Zeeman slower [66]. This component allows the slowing of atoms from the 100 °C beam down to a few 10s of m/s before they enter the 2D MOT at 229 nm transition. As shown in Table 7.1, the minimum stopping distance of cadmium atoms at this temperature is of the order of 6 mm. Such short stopping distances require powers above the saturation intensity, which, however is not considered due to the main goal of keeping the 229 nm power minimal.

In the semi-classical approach, for an atom interacting with a red-detuned counter-propagating laser beam in a magnetic field, the detuning is given by $\Delta = \Delta_0 + kv + \mu_B B$, where $\Delta_0$ is the detuning for the atoms in zero magnetic field at rest, $k$ is the light wave number and $v$ is the velocity of the atoms, with $\mu_B$ and $B$ being Bohr magneton and external magnetic field strength respectively. Assuming this detuning is constant throughout the interaction, energy conservation also demands that $v(y)^2 = v(0)^2 - \eta \frac{\hbar k \Gamma y}{m}$, where $\eta = \frac{s}{1+s+4s^2}$ and $s$ is the saturation parameter. This sets the ideal field to be that of equation 7.5, where $B(0) = h \left| \Delta - \Delta_0 - kv(0) \right| / \mu_B$, $\Delta B = hkv(0) / \mu_B$ and $L = m v(0)^2 / (\eta \hbar k \Gamma)$ [190].

$$B(y) = B(0) + \Delta B \left( 1 - \sqrt{1 - \frac{y}{L}} \right)$$ (7.5)

Generating the required large field gradients over the short distances requested (~ 60mm) is difficult. One option is again to consider using permanent magnets [191]. In particular, a Halbach array of magnets can be used to generate a uniform field within the array, but dies quickly outside the array structure. Zeeman slower using Halbach arrays have been demonstrated and studied in detail with e.g. Rb [190, 192] and Yb [193]. However, slowing the most probable velocity of the atoms from the oven (~ 280 m/s) to 70 m/s (less than the capture velocity of the 2D MOT), requires a change in field of 680 G over ~ 7 cm. For comparison, the Halbach schemes with permanent magnets used previously generated fields of only 3 G/cm [192], 12 G/cm [190] and 20 G/cm [193], an order
Figure 7.8: (a) Blue line shows the ideal field of the Zeeman slower for slowing atoms from 135 m/s to 75 m/s over 58 mm with $\Delta = -6.5 \, \Gamma$. The orange line shows the transverse field from the 2D MOT magnets and the black diamonds the data measured with a Hall probe. (b) The longitudinal velocity of atoms coming from the oven to the 2D MOT when the Zeeman slower beam power is set to 20 mW. Blue traces are those captured in the 2D MOT.

Interestingly, however, the magnetic field from the 2D MOT magnets already gives a reasonable approximation to the ideal field. The magnetic field in the $x$ dimension (transverse to the atomic beam) with respect to position in $y$ (along the atomic beam) is shown in Figure 7.8 (a). Therefore, like in a Halbach configuration, this field is transverse to the atomic beam direction and requires orthogonal and linear polarization of the slowing beam [191]. This is equally decomposed into $\sigma^+$ and $\sigma^-$ components, so only half the input power is available to drive the $\sigma^+$ needed for our decreasing field configuration (see Section 7.2). This effectively doubles the power requirements compared to a configuration where the field and the beam are parallel (longitudinal field Zeeman slower) [194].

The performance of a Zeeman slower using this field is shown in Figure 7.9 as a function of the slowing beam power. The beam waist is 2 mm (focused at the oven output) and the detuning $\Delta = -6.5 \, \Gamma$ to match the ideal field as closely as possible. Here the range of oven output velocities captured by the 2D MOT is given is shown, as atoms that are too slow can be pushed backwards by the Zeeman slower beam, especially at higher powers (Figure 7.8 (b)). This range can be approximately converted into a normalized atom number by integrating the longitudinal velocity distribution of the oven output (see Figure 7.2) within the capture velocity range. As can be seen of magnitude smaller.
Figure 7.9: (a) The shaded region shows the oven output velocities captured in the 2D MOT when adding a Zeeman slowing beam. (b) The corresponding fraction of the oven output. This value peaks for 30 mW of beam power.

at around 30 mW of power, the fraction of atoms it is in principle possible collect is increased to around 30%, an order or magnitude improvement from the case without the Zeeman slower.

The Zeeman slower therefore tremendously increases the effective capture velocity of the 2D MOT, but at the cost of increasing demands on 229 nm production and use. It is consequently generally ignored in the following sections, although interestingly there is still some potential gain even with just a few mW, though this will require some work for generating the necessary -6.5 GHz frequency offset (~590 MHz).

**Push beam: Simulation**

Once the atoms are trapped in the 2D MOT in the $x$ and $y$ dimensions, a low-intensity push beam is used to direct the atoms in the direction of gravity ($z$ axis). This beam is orthogonal to the 2D MOT plane and the longitudinal velocity of the slow beam of atoms exiting the 2D MOT ($z$ axis) is controlled by the intensity of this beam. The push beam has two purposes. One is to push the atoms in the vertical direction and stop them from escaping upwards out of the 2D MOT. The other is to direct the atoms to the main chamber where they will be loaded into the 3D MOT. In general, it is good to push the atoms as fast as possible to minimize their transverse spread during the flight. However, here power on the order of 100 µW is preferred as the atoms can otherwise acquire large velocities along with the existing gravitational acceleration and can be out of the small capture
Figure 7.10: Longitudinal velocity as a function of (left) longitudinal position and (right) time after interaction with the push beam.

Figure 7.11: (a) Mean longitudinal velocity ($v_z$) of the slow atomic beam at a position $z = 50$ mm beneath the 2D MOT. The white dashed line is the approximate target value and atoms should be at or beneath this value. (b) Mean transverse displacement at the same location.

Figure 7.12: (a) Mean transverse displacement (points) and the interquartile range (error bars) of the atoms at $z = 50$ mm. (b) Mean longitudinal velocity (points) and ± the standard deviation (error bars) at the same position. Using $\Delta = -3\Gamma$ reduces the dependence on power fluctuations.
velocity regime of the 3D intercombination transition MOT, which is \(\sim 5\) m/s (see Section 7.3.3). This output is hereafter referred to as the slow atomic beam, in contrast to the fast beam from the oven. For such low velocities (a few m/s) the effect of gravity can become significant if the atoms are pushed horizontally and alignment between the 2D and 3D MOTs can be complicated. For example, for 2D and 3D MOT chambers separated horizontally by 30 cm and with atoms moving at 4 m/s, the atoms will fall \(\sim 3\) cm off axis due to gravity. To counteract this effect, the 2D MOT chamber is placed directly above the 3D MOT chamber meaning the atoms stay on axis throughout their travel.

Sample trajectories of the atoms being pushed from the 2D MOT are shown in Figure 7.10. These trajectories are performed setting the beam radius to 3 mm (to be larger than the 2D MOT) and using a power of 150 \(\mu\)W and a detuning of \(\sim 3\) \(\Gamma\). Panel (a) shows the change in longitudinal velocity as a function of position in \(z\). After exiting the 2D MOT region under the influence of the push beam, the atomic velocities have smoother trajectories and slow acceleration due to the small force of the push beam. Panel (b) shows the longitudinal velocity as a function on time, which shows that most of the scattering events occur in the first 10 ms or so. Keeping this time low is important to help reduce the effect of photo-ionization.

The performance of the push beam is quantified for a range of beam powers and detunings at an offset of 50 mm in the \(z\) direction. Once the interactions with the 2D MOT and push beam have subsided, the key parameter is the longitudinal velocity, which should be kept below the capture velocity of the 3D MOT. This plot shows there is a broad parameter space to achieve this value and that only small powers similar to 100 \(\mu\)W are required. Also shown in Figure 7.11 is the transverse displacement, which is a parameter that needs to be minimized in order to keep the atoms sufficiently confined to the vertical axis before the subsequent transverse cooling and collimation in optical molasses on the 326 nm transition. The mean transverse displacement is inversely proportional to the longitudinal velocity, so the longitudinal velocity should be as fast as permissible.

It is also important to check the spread of the velocity and spatial distributions, not just their mean values. Figure 7.12 shows the dependence of longitudinal velocity and mean transverse displacement as a function of the push beam power. The mean transverse displacement is slightly reduced as the intensity in the push beam power is increased but the dependence isn’t seen to be major. However, the spread of the distribution is reduced with increasing intensity, as represented by the vertical error bars. The error bars represent the inter-quartile range, which is chosen instead of standard deviation as the transverse displacement of the atoms is a wide distribution with long
Figure 7.13: Slow atomic beam exiting the 2D MOT cooling region ($z = 50$ mm). (a) Transverse position distribution and (b) transverse and longitudinal velocity distributions.

tails and doesn’t seem to be fully Gaussian. Conversely, the longitudinal velocity and its spread increases with the push beam power. Here the vertical error bars represent the standard deviation of the velocity spread. At a push beam detuning of $-2 \Gamma$, the longitudinal velocity is seen to be more sensitive to changes in beam power. Hence a detuning of $-3 \Gamma$ is selected to reduce this sensitivity and a power of $170 \mu W$ is chosen to select the desired longitudinal velocity.

With the optimized values of power and detuning from the contour plots, the slow beam of atoms exiting the $229 \text{ nm}$ cooling region can be fully simulated beginning from the oven output. Figure 7.13 shows the simulated cold atoms after the interaction with the 2D MOT beams in the $x$-$y$ plane and the push beam in the $z$ direction. Only atoms which have been successfully cooled, trapped and pushed make up the displayed cross sections of this slow atomic beam in the transverse plane in position ($x$-$y$) and in the velocity distribution in the transverse and longitudinal domain ($v_x$-$v_z$).

This is the cross section $50$ mm below the 2D MOT (whose centre defines the origin) and represents about $1\%$ of the atoms from the oven. The position distribution in the $x$ and $y$ dimensions look identical as expected from the symmetry of the cooling thus far. In velocity space, the transverse spread is lower after the cooling due to the 2D MOT beams within a range of around $\pm 0.5 \text{ m/s}$, whereas in the longitudinal direction, the velocity peaks around $4 \text{ m/s}$ as desired with a spread of around $1 \text{ m/s}$. 
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7.3.3 Intercombination transition - 326 nm

Transverse cooling with optical molasses: Simulation

Following the 2D MOT and push beam stage, the atoms are traveling in the direction of gravity towards the 3D MOT on the 326 nm transition. During this path (∼35 cm), the atoms will acquire a significant transverse spread in the spatial regime (∼±4 cm) which can lead to a reduction in trapping efficiencies. To counteract this spread, molasses cooling is performed in the transverse (x-y) plane, 84 mm below the 2D MOT as shown in Figure 7.14, aiming for the minimum achievable velocity, limited by the Doppler limit. These molasses beams are assumed to be frequency modulated to enhance the capture velocity. Each frequency mode is spaced at a frequency distance equal to the linewidth of the transition (66.6 kHz) and is treated as an individual beam in the simulation (see Section 7.2).

To understand the feasibility of this approach, a simplified source of atoms is considered where they all begin from a fixed point in space (0,0,50) mm. The initial transverse velocities are assumed to be a Gaussian around 0 m/s where the σ of the distribution is 0.3 m/s, while the longitudinal velocity is set to 4 m/s, to approximate the output of the 2D MOT and push beam (Figure 7.13). These trajectories are simulated using 100 frequency modes (full span of 6.6 MHz, similar to an earlier demonstration [54]), 10 mW of power in each beam of waist 5 mm. The beams are centred at a height of z=84 mm. The transverse position distribution is shown in Figure 7.14 (b) as a function of position in z. As the atoms travel down in z, the transverse position, both x and y (not shown), remains effectively constant after the interaction with the molasses beams. All the atoms are collimated suggesting that the transverse cooling beams are functioning effectively at these intensity and frequency modulation levels.

Similarly, the transverse velocity shown in Figure 7.15 (a) as a function of position in z shows the initial velocity spread up to 0.7 m/s. These atoms attain velocities close to zero from the point of interaction (about 80 mm in z) and are limited by the Doppler limit thereafter. Also the transverse velocity as a function of time is shown in Figure 7.15 (b), showing that this interaction occurs rapidly on the ms time scale. However, the effect of this molasses interaction causes a small increase in the spread in the longitudinal velocity, as shown in Figure 7.15 (b). This is due to the random kicks from the scattering process and the absence of cooling in the longitudinal direction. Although this heating effect is not prohibitive (∓0.3 m/s), it highlights the need to keep the beam intensity as low as functional.
Following this proof-of-principle validation, more realistic position and velocity distributions can be considered. The initial position and velocities of atoms from the 2D MOT and push beam are considered to interact with the molasses beams (i.e. the distributions from Figure 7.13). The mean transverse speed of the atoms is simulated as a function of the number of frequency modes and beam power (Figure 7.16 (a)) and as a function of beam power and beam radius (Figure 7.16 (b)). The darkest regions in Figure 7.16 represent atoms close to the Doppler limit set by the intercombination transition. In Figure 7.16 (a), as the number of modes is increased at low powers, the atoms aren’t slowed down to the lowest limit. This is due to the decreasing saturation parameter of each mode, which becomes significantly less than 1 (beam radius of 5 mm). In Figure 7.16 (b), the number of frequency modes is fixed to 100 and the beam radius and power are varied. It is preferable to stay in the top right region of this plot, but this comes with increased random kicks which results in the heating in the longitudinal velocities. However, it can be seen that for radii above ~5 mm, there is limited dependence on beam power above around 5 mW.

As with the output from the push beam, it is necessary to consider the distributions and not just the mean values, which is done with simulations where the beam power is set to 5 mm and the number of frequency modes to 100. The transverse speed and its inter-quartile range as a function of the beam power is shown in Figure 7.17 (a). Increasing the beam power not only reduces the transverse speed but also its spread as parameterized by the inter-quartile range, meaning that a larger fraction of the atoms are fully cooled down. Figure 7.17 (b) shows the probability density function of the transverse velocity, for a beam power of 5 mW around the zero transverse velocity in a
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Figure 7.14: (a) Schematic of molasses cooling at 326 nm. (b) Simulated demonstration of the collimation provided by the molasses beams. See text for details.
Figure 7.15: Simulated atom trajectories following the interaction with the molasses cooling beams. (a) Transverse velocity of the atoms as a function of position in \( z \). Shading approximates the beam intensity. (b) Transverse velocity as a function of time. Collimation occurs efficiently and rapidly. (c) Longitudinal velocity as a function of position – a random heating walk is observed.

Figure 7.16: (a) Mean transverse speed as a function of molasses beam power and frequency modes (radius = 5 mm) and (b) molasses beam power and beam radius (modes = 100).

Figure 7.17: (a) Transverse speed as a function of molasses beam power (modes = 100, radius = 5 mm). Error bars show the inter-quartile range. (b) Probability density of the transverse velocity (power = 10 mW) along with the calculated distribution for Doppler-temperature-limited atoms.
These simulations allow for parameters of the molasses beam to be selected as 5 mW power, 5 mm radius and 100 frequency modes. These values allow for efficient cooling close to the Doppler limit, but keep the saturation parameter per mode at almost exactly 1. This will prevent excess heating in the longitudinal direction, as well as saving laser power for other purposes.

Similarly to the case after the push beam, the velocity and position of the slow atomic beam can be considered using these finalized parameters. This is done at a distance of \( z = 100 \) mm from the 2D MOT location, where the simulated atoms begin at the oven and are slowed and pushed from the 2D MOT before the molasses interaction occurs at 84 mm below the origin. Figure 7.18 shows this slow atomic beam cross section in the transverse position space and also the transverse and longitudinal dimensions of velocity. In comparison to Figure 7.13, the near total narrowing of the transverse velocity peak towards the Doppler limit of the intercombination transition can be observed after the interaction with the molasses. The longitudinal velocity spread is slightly widened due to the random heating in the \( z \) axis and also the lack of cooling. The position spread is significantly larger than in Figure 7.13 even though the vertical travel distance is only 50 mm. This highlights the importance of the molasses beams for collimating the slow atomic beam. Without this transverse slowing the atoms would continue to expand transversely at the rate between Figure 7.13

Figure 7.18: (a) Transverse beam cross-section and (b) velocity distribution after the molasses beam interaction (\( z = 100 \) mm). The narrowing of the transverse velocity is evident and nearly total.
and Figure 7.18 and most would be lost before reaching the 3D MOT.

**Crossed slowing beams: Simulations**

Once the atoms have been slowed and effectively collimated in the transverse direction, another way to increase the 3D MOT efficiency is by reducing the longitudinal velocity the atoms achieve as they progress downwards along the gravitational axis. To avoid heating the atoms in the transverse direction and to protect the 3D MOT, this slowing should be done on the intercombination transition. A set-up for strontium has used a Zeeman slower type configuration on the 689 nm transition [175, 176], but very recently, crossed (or angled) slowing beams have been shown to be effective with demonstrations on systems with erbium, dysprosium and ytterbium [195–197].

To perform this in our case, crossed slowing beams at a full opening angle of 16° are designed to be sent from below the 3D MOT chamber as shown in Figure 7.19 (a). These beams intersect at 100 mm above the 3D MOT (251 mm below the 2D MOT) where the effect of the magnetic field is reduced. The principle of the angled slowing is demonstrated in Figure 7.19 (b), where atoms are simulated falling under gravity along the z axis with variable velocities in $v_z$ and without transverse velocity. Here 2.5 mW of power per beam of 5 mm radius, with each beam having 100 frequency modes. As can be seen, atoms can be cooled efficiently where the range of velocities cooled is determined by the detuning and the frequency modulation.

Aside from successfully overlapping the crossed beams, the main experimental challenge of these
slowing beams is getting them on resonance with the desired velocity class, as even the modulated intercombination transition beams have only about 2 m/s width as deducible from Figure 7.19 (b). Care must be taken to account for the Zeeman shift introduced by the magnetic field at the position of the crossed slowing beams when selecting the detuning. Figure 7.20 (a) shows the expected deceleration from the crossed slowing beams (2.5 mW, 5 mm, 100 modes), when the detuning has been tuned to cool atoms with $v_z > 4$ m/s. In this case the detuning of the highest frequency mode is $\Delta = -650 \Gamma$, with each successive mode red-detuned by a further linewidth.

With this detuning and deceleration, it is possible to slow the fastest atoms down to below the
The capture velocity of the 3D MOT and to enhance the loading rate (see below and Section 7.3.4). This is shown in Figure 7.20 (b) where only a few mW of beam power is required to reduce the mean longitudinal velocity of the slow atomic beam and also to narrow its distribution, as represented by the error bars. Figure 7.20 (c) shows the fraction of atoms in the cold atomic beam having a longitudinal velocity less than 4 m/s and shows that nearly all the atoms can be slowed to this limit, with this fraction saturating at around 1.5 mW of beam power. This shows that like with the molasses beams, the planned cooling is efficient.

The effect of the crossed slowing on the position and velocity distributions of the cold atomic beam is studied at a longitudinal position of 300 mm below the 2D MOT, i.e., about 50 mm after the interaction with the modulated crossed slowing beams and 50 mm above the 3D MOT. The transverse cross section is determined in the spatial domain and the velocity spread in the transverse and longitudinal dimensions, as shown in Figure 7.21. The transverse positional spread is similar to that shown in Figure 7.18, although there is some broadening due to random scattering as only one pair of crossed beams being used. However, the narrowing of the velocity distribution in the longitudinal axis is clear and is a result of the crossed slowing.

### 3D MOT with magnetic coils: Simulation, vacuum chamber

The 3D MOT on the intercombination transition at 326 nm is designed 351 mm below the origin (center of the 2D MOT). Such a MOT has recently been demonstrated for the first time with cadmium [54, 100]. The minimum velocity achievable with this transition is defined by the Doppler

![Figure 7.22: Capture velocity of 3D MOT as a function of magnetic field gradient and as a function of mode number (left) and magnetic field gradient-saturation parameter per mode (right).](image)
The above preliminary cooling techniques leading to this intercombination MOT have been designed carefully keeping in mind the desired final position and velocity regime of the atoms entering the 3D MOT, as should now become clear by considering its simulated capture velocity. The capture velocity of the MOT is plotted in a contour fashion as a function of the number of modes and the magnetic field gradient, and also as a function of saturation parameter per mode and magnetic field gradient as shown in Figure 7.22. In Figure 7.22 (a) the MOT beam power is fixed at 50 mW and the waist is 10 mm. In this fixed power configuration, there is an optimized set of mode numbers where the capture velocity is maximized. Outside of this region, either the number of modes is too few to enhance the velocity range of the radiative force or the saturation parameter per mode is too small as the number of modes is too high. In Figure 7.22 (b), conversely, the number of modes is fixed at 100 and the saturation parameter per mode is increased. This shows that for a given field gradient, increasing the saturation parameter per mode above around 5 does not lead to improved performance. Capture velocities approaching 8 m/s can be achieved, though with experimentally challenging beam powers of 100 mW and magnetic field gradients of 80 G/cm.

Figure 7.23 shows the capture velocity for a magnetic field gradient of 30 G/cm, as used in [54] and feasible with the coil design presented below. Figure 7.23 (a) shows that for this magnetic field gradient of 30 G/cm and 100 modes, atoms with longitudinal velocities from 4 - 6 m/s can be captured, depending on the saturation parameter per mode. This is approximately the longitudinal temperature limit which is 1.6 µK, which is a good initial level for further cooling or atom interferometry, being similar to the level achievable in e.g. a rubidium MOT.

Figure 7.23: Capture velocity of 3D MOT as a function of mode number-saturation parameter per mode and beam power-waist.
velocity range of the atoms arriving after the interaction with the molasses cooling and the crossed slowing beams, meaning this field gradient and frequency modulation is a good choice for our slow atomic beam. Figure 7.23 (b) shows the capture velocity as a function of beam waist and power, with 30 G/cm and 100 modes. The capture velocity can be increased by increasing both the beam waist and the beam power at these settings. This shows that the MOT has the potential to benefit from the high powers achieved with the developed laser system (Section 4.2). In any case, capturing atoms from the slow atomic beam (~4 m/s) should be achievable with a broad range of experimentally feasible parameters.

The above calculations considered the magnetic field as calculated from current-carrying magnetic coils wrapped around the vacuum chamber viewports. These coils are to be run in an anti-Helmholtz configuration to produce the quadrupole magnetic field required for the MOT. They are made up of copper with a diameter of 1 mm and have an assumed spacing of 0.1 mm between each coil. The 3D MOT chamber is a spherical octagon design where the electromagnetic coils with CF100 viewports and the two sets of coils are separated by a distance of 90 mm to each other, 45 mm being the distance to the MOT (see the design in Figure 7.25 below). The minimum winding radius is taken as 77 mm (the radius of the flange is 75.82 mm), while the maximum radius is set to 90 mm to prevent blockage elsewhere in the system. This gives a maximum number of horizontal windings of 11. There is, however, in principle no maximum on the axial number of windings. Figure 7.24 shows the current required to generate a field gradient of 30 G/cm and the corresponding power dissipated by the coils, as a function of number of axial windings. Figure 7.24 (c) shows the calculated radial
and axial magnetic field generated for 20 axial windings, when generating a field gradient of 30 G/cm in the axial direction. This requires a current of about 6 - 10 A and a power dissipation of 5 - 10 W, requirements which are easily achieved in the laboratory.

### 7.3.4 Chamber design and loading rate of 3D MOT

With the above information it is possible to finalize the design of the vacuum chamber and numerically simulate the atomic trajectories throughout the full system using the finalized distances and magnetic fields. The atomic trajectories throughout each stage of interaction with the 229 nm and 326 nm beams in the form of 2D MOT, push beam, transverse molasses, crossed slowing beams and the 3D MOT are determined in a single simulation, whose beam parameters are given in Table 7.2. The finalized computer-aided design (CAD) of the chamber is shown in Figure 7.25 (a). As can be seen, the 2D MOT chamber is extremely compact to allow for the transverse cooling to occur as soon as possible and to minimize the travel distance to the 3D MOT chamber. There is a gate valve between the two MOT chambers to allow for the top chamber to be opened without breaking the vacuum of the main system, for example if the cadmium has to be reloaded or if the 229 nm viewports need to be replaced due to UV-induced damage. The vacuum pump by the 2D MOT is capable of being operated with its internal components held at high temperatures (∼200 °C), which may help to prevent problems due to cadmium condensing and damaging the pump operation (see Section 6.4). Currently, there is no differential pumping between the two MOT chambers to allow for vertical interferometry beams as a first test of atom interferometry with cadmium, but once the atoms start being transferred to the main science chamber (see Section 8.2 below), this can be inserted. With differential pumping, the system may be a good option for the continuous production of ultra-cold or even quantum degenerate sources [86].

A complete pictorial representation of the path the atoms follow in the vacuum chamber, is presented in Figure 7.25 (b), which is shown to scale. To summarize the optical design, the atoms are first loaded from an oven operating at 100 °C into the 2D MOT on the 229 nm transition. Using a low-intensity push beam on the same transition, the atoms are directed downwards and encounter the transverse molasses beams on the 326 nm transition where they get collimated in the x-y plane. In order to optimize the efficiency of the 3D MOT on the intercombination transition, a cross-slowing beams are employed at an angle of 16° from below, 100 mm above the 3D MOT, to reduce the longitudinal velocity of the atoms to match with the capture velocity of the subsequent 3D MOT below. The effect of all these stages are visible in the trajectories of Figure 7.25.
Figure 7.25: (a) The vacuum chamber designed for the production of ultra-cold cadmium with each individual part labelled, (b) Schematic of the same chamber showing some simulated trajectories of atoms, all the way from the oven until they are captured in the 3D MOT. The grey lines are those atoms which are lost (top region). Green lines are atoms that are captured without the transverse or crossed slowing beam active. Light blue lines are those atoms captured only once the transverse cooling is turned on. Red lines are atoms captured only once both the transverse and crossed slowing beams are activated. (c) The initial velocity distribution of the atoms. The same colour scheme is used as in (b).
Table 7.2: Properties of the laser beams in the final simulation of the system, including optical power per beam $P$, beam waist $w$, detuning $\Delta$, number of frequency modes and the saturation parameter per mode $s$. The Zeeman slower is not used unless specifically mentioned.

<table>
<thead>
<tr>
<th>Beam (number)</th>
<th>$P$ (mW)</th>
<th>$w$ (mm)</th>
<th>$\Delta$ (Γ)</th>
<th>Modes</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>229 nm – $^1S_0^\rightarrow^1P_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2D MOT ($\times 4$)</td>
<td>10</td>
<td>2</td>
<td>-1.5</td>
<td>1</td>
<td>0.16</td>
</tr>
<tr>
<td>Push beam ($\times 1$)</td>
<td>0.17</td>
<td>3</td>
<td>-3</td>
<td>1</td>
<td>$10^{-3}$</td>
</tr>
<tr>
<td>Zeeman Slower ($\times 1$)</td>
<td>30</td>
<td>2</td>
<td>-6.5</td>
<td>1</td>
<td>0.48</td>
</tr>
<tr>
<td>326 nm – $^1S_0^\rightarrow^3P_1$</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>3D MOT ($\times 6$)</td>
<td>50</td>
<td>5</td>
<td>-2</td>
<td>100</td>
<td>5.1</td>
</tr>
<tr>
<td>Molasses ($\times 4$)</td>
<td>10</td>
<td>5</td>
<td>-1</td>
<td>100</td>
<td>1.0</td>
</tr>
<tr>
<td>Angled Slowing ($\times 2$)</td>
<td>2.5</td>
<td>3</td>
<td>-650</td>
<td>100</td>
<td>0.71</td>
</tr>
</tbody>
</table>

Furthermore, it is now possible to estimate the real benefits of the various cooling stages above by running the simulation with the same initial set of atoms, but with and without certain cooling stages. For example, the red coloured trajectories are the atoms successfully captured in the 3D MOT only when both the transverse molasses and the crossed slowing beams are used. The light blue trajectories are atoms captured in the 3D MOT without the crossed beam slowing, but with the transverse molasses cooling. The green trajectories are the atoms captured in the 3D MOT directly from the 2D MOT, even in the case without the transverse or crossed beam slowing. Grey trajectories are atoms which are always lost. These results are also shown in Figure 7.25 (c) which considers the results as a function of initial velocities from the oven. This shows that when the transverse and the crossed slowing beams are active, the system is very efficient at transferring slow atoms from the oven all the way to the 3D MOT.

These improvements can be quantified by considering the loading rate of the 3D MOT. This is estimated from the simulated efficiency of the system in loading atoms into the 3D MOT from the oven scaled by the oven flow rate. These rates can be further scaled as per the fraction of the abundance of the $^{114}$Cd isotope which is 0.29. This gives an idea of the upper bound of the key feature of the system, i.e. the rate at which cold atoms are loaded. The discussed loading rates are to be considered the upper limit of the performance because the simulation doesn’t account for losses
Table 7.3: Capture Efficiency and loading rates of the 3D MOT at 326 nm for natural $^{114}$Cd and an oven temperature of 100 °C. These simulations use $10^4$ atoms. Errors are from the counting statistics of the simulation.

<table>
<thead>
<tr>
<th>Capture Efficiency</th>
<th>Loading Rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>2D MOT &amp; 3D MOT</td>
<td>0.02 %  $6 \pm 4 \times 10^5$ atoms/s</td>
</tr>
<tr>
<td>$+$ Transverse Cooling</td>
<td>0.34 %  $1.0 \pm 0.2 \times 10^7$ atoms/s</td>
</tr>
<tr>
<td>$+$ Longitudinal Cooling</td>
<td>0.85 %  $2.6 \pm 0.3 \times 10^7$ atoms/s</td>
</tr>
</tbody>
</table>

emerging from the intra-atomic collision and also the collisions with the background gases or other atom-atom interactions. The results of this are shown in Table 7.3 for an for an oven temperature of 100 °C. As can be seen, the key feature is the introduction of the transverse cooling which increases the capture efficiency by about a factor of 20. The crossed slowing beams seem to further improve the efficiency by a factor of around 2. The estimated loading rate is $2.6 \pm 0.3 \times 10^7$ atoms/s, which compares favourably to that measured using a two-stage 3D MOT process, where $10^6$ atoms are loaded in 200 ms with 30 mW of 229 nm power ($s=0.2$) and a sourced enriched for 93% $^{111}$Cd [54].

By looking at the loading rate, the parameters of the beams can be optimized and their criticality understood. For example, Figure 7.26 shows the loading rate when varying the beam power and

Figure 7.26: Loading rate of the 3D MOT for $^{114}$Cd when varying the (a) MOT beam radius and (b) MOT beam power. These simulations use $3 \times 10^4$ atoms and the error bars are from the counting statistics of the simulation.
Figure 7.27: (a) Loading rate of $^{114}$Cd into the 3D MOT as a function of oven temperature and (b) as a function of the 2D MOT beam powers. Simulations with $10^4$ atoms and parameters as in Table 7.2.

waist of the 3D MOT beams, with the other values kept the same as in Table 7.2. As can be seen, the loading rate saturates with around 50 mW per MOT beam and a beam radius of 5 mm, allowing these values to be selected as optimum values.

Figure 7.27 shows the change in loading rate as a function of the oven temperature. This is one of the simplest way to increase the flux of atoms. At a temperature of 100 °C, around $10^7$ atoms/s is estimated. At higher temperatures the capture efficiency of the system decreases (as there are proportionally more fast atoms) but this is compensated for by the non-linear increase in flow rate and the capture rate continues to rise. While higher temperatures are experimentally possible, around 100 °C is chosen to prevent problems with background pressure and to minimize the losses due the collisions within the cadmium gas and also with other background gases.

Finally, Figure 7.27 compares the loading rate as a function of the power in the 229 nm beams in the 2D MOT and the power in the 326 nm beams in the 3D MOT (varying waists). For a workable 229 nm power of 10 mW in each beam, a loading rate up to $10^7$ atoms/s in 3D MOT is estimated. The loading rate here seems to saturate around 40 mW of power per 2D MOT beam. The design is still limited to 10 mW powers, however, due to the problems with DUV-induced damage and generation. If these can be overcome with technological advances, then this represents an excellent way to increase the atom number of the 3D MOT, so the loading rates given above should not be considered a fundamental limit for this design. Furthermore, cadmium sources with natural
abundance have been considered. The use of isotope-enriched sources [54, 171] would allow for an increase in the loading rate by a factor 4.

7.4 Preparation of quantum degenerate sources

7.4.1 Nd:YAG laser set-up – 1064 nm

Once the atoms are trapped in the 3D MOT on the intercombination transition at the temperature of the order of $\mu$K [54], an optical dipole trap with a far-off-resonant beam can be employed, to further cool the atomic ensemble down to nK level, such that interferometry with the highest precision can be performed. By slowly lowering the trap depth, evaporative cooling can occur and quantum degenerate sources can be produced [198], although this remains an open question for cadmium as its cold collisional properties are yet to be measured.

In order to have a large trap depth but minimal spontaneous single-photon scattering, the trapping laser should produce high intensities at large detunings from the atomic transition (see Section 2.1.7). Such intensities require a tight focus which also means that the laser should have excellent mode quality and should be low noise (frequency and intensity) to prevent heating inside the trap. These requirements can be met by amplified Nd:YAG lasers operating at 1064 nm or doubled to 532 nm.

The laser to be used in this case is a commercial system with a maximum output power of about 45 W at 1064 nm (ALS-IR, Azur Light). It consists of a single-frequency seed laser which is amplified in Yb-doped fibre, with a specified linewidth of 50 kHz and a root-mean-squared RIN value of 0.02%. An important feature is that the laser is air-cooled only and does not need a chiller, which is useful for reducing noise in the laboratory and complexity. The measured properties of the laser are shown in Figure 7.28. A maximum measured power of 46 W is achieved and the beam is nearly circular and close to diffraction-limited ($M^2 < 1.1$). The beam profile is power dependent, however, in terms of both size and focal position, which means that the laser must be operated at the same power settings for consistent results. Nevertheless, the laser has the required characteristics for optical dipole trapping and for lattice launching (see Section 8.4).
Figure 7.28: (a) Measured output power of the 1064 nm laser as a function of pump laser current. (b) Sample image of the mode. (c) Measured beam profile from the laser at different output powers.

7.4.2 Optical dipole trap calculations

This dipole trap is designed to be in the transverse (x-y) plane at the location of the 3D MOT in the main chamber, before the atoms are transferred to the science chamber (see Section 8.2). The potential is calculated according to equation 2.30 and assuming atoms in the ground state and a two-level system spanned by the \( ^1S_0 - ^1P_1 \) transition. Figure 7.29 shows the case of two circular Gaussian beams (A and B) of equal waists and orthogonal polarization considered to overlap at the 3D MOT location and with a full opening angle of \( \theta = 60^\circ \). The power of both the beams is 6 W and the waist of the beams is 35 \( \mu \text{m} \). This power is limited so as to allow for the potential to use the laser simultaneously on strontium and the used waist is smaller than typical for e.g. strontium [199]. This is due to the strong dependence of equation 2.30 on the transition frequency \( (U_{dipole} \propto \omega_0^{-3}) \), meaning that the trap is relatively shallow for cadmium. This can be compensated by decreasing the waist, as here, or by increasing the power.

The calculated potential in the x-y plane is shown in Figure 7.29 (b). The generated potential is used to calculate the depth of the trap in the x, y and z dimensions as shown in Figure 7.29 (c), where the dipole trap beams make an angle \( \theta/2 \) with the x axis. For beams crossed at 90\(^\circ\), the x
Figure 7.29: (a) Schematic of the optical dipole trap beams showing the co-ordinate system and approximate beam powers and waists. (b) The same beams in $x$-$y$ plane where the color code represents the dipole potential in $\mu k$. (c) The 1D potentials in $x$, $y$, $z$ and along the beam axes.

Figure 7.30: (a) The trap depth potential in $x$ as a function of the beam waist for different powers (similar for $y$). (b) The trap depth in $z$ (direction of gravity) as a function of waist for different powers. This is lower than the corresponding depth in $x$. (c) The trap volume as a function of the beam waist for variable powers.
and y traps are identical, but even with angled beams the trap depth is the same and can be taken as the minimum value of the potential. The trap in the z dimension, however, must consider the effect of gravity, which is why the two trap beams are orientated in the horizontal plane. In this case the trap depth is taken as the difference between the minimum and the turning point of the potential, i.e. at the trap centre and the position of the turning point below z=0. In this particular case, the trap depth in x, y and z (given in µK) is an order of magnitude larger than the assumed temperature of the atomic ensemble in the 3D MOT (∼2 µK) thereby allowing for efficient loading into the optical dipole trap. The trap depth in z is approximately 42 µK.

The effect of the trapping beam parameters on the trap performance can be considered in more detail. Figure 7.30 (a) shows the trap depth potential as a function of the waist of the beam. This is in the x direction, but similar behaviour is observed in the y dimension. This is shown for different powers and the higher the power the deeper the trap. This trap depth is seen to decrease as the waist of the beam is increased. However, even at the lowest calculated beam power of 5 W, a trap depth in x of about 40 µK can be achieved with a 35 µm waist, already an order of magnitude higher the Doppler temperature of the MOT, highlighting that there is a large parameter space available for this laser to generate sufficiently deep traps (> 20 T_D). Figure 7.30 (b) shows the trap depth potential in the z direction for different powers as the waist varies, where similar though slightly reduced depths are achieved.

Figure 7.30 (c) shows the dependence of the trap volume as a function of the waist for different powers. This trap volume is calculated by multiplying the trap size in the x, y and z dimensions and increases with the waist of the beam. The trap size is taken from the sigma of the Gaussian fitted to the potential along the dimensions x and y (see Figure 7.29 for the geometry). Higher waists and powers corresponds to a wider trap thereby increasing the trap volume, which is beneficial for loading more atoms from the 3D MOT.
Chapter 8

Vacuum chamber design for the dual-species atom interferometer

This chapter describes the design of the chamber in the dual-species interferometer which is utilized for generating strontium atoms and the plans for bringing the two systems together. This includes the calculation of the optical set-up for transferring the atoms from the MOT regions to a fountain region, where the two species can be launched simultaneously in a chirped 1064 nm lattice. The efficiency of this launch is investigated, with a focus on losses due to Landau-Zener tunneling, is studied for both the species. Finally, a full design of the dual-species vacuum chamber is presented and its suitability for atom interferometry discussed.

8.1 Design of upgraded vacuum apparatus for strontium

The generation of ultra-cold samples of strontium is advanced and the techniques are therefore well-known and studied, as previously discussed. Therefore a full simulation as in Chapter 7 is not required. Instead, previously implemented systems from the University of Florence for generating ultra-cold atomic strontium atoms can be used to design a system suited for the specific task of atom interferometry, rather than for atomic clocks as previously [200]. For example, one important requirement for a fountain interferometer is good optical access in the vertical direction, not typically required for clocks [82].

Figure 8.1 shows the vacuum chamber design for the strontium atomic ensemble. This design
Figure 8.1: Vacuum chamber design for the new strontium apparatus. (a) Side view of the chamber showing the different regions. The magnetic coils for the Zeeman slower are not shown. (b) Top view of the chamber showing the optical set-up. See text for more details.
consists of an oven similar to that presented in Chapter 6. The atoms from the oven are slowed using a Zeeman slower on the 461 nm transition, whose design can be taken directly from previous demonstrations. The extra blue power now available due to the VECSEL-based system can be utilized in a transverse cooling scheme of these atoms before they enter the Zeeman slower. After slowing, these atoms are first trapped in a MOT on the 461 nm transition, a so-called blue MOT, before being further cooled down using a red MOT on the 689 nm transitions. Following the cooling in the red MOT to the µK level, atoms can be loaded into an optical dipole trap (see Section 7.4.2) and undergo further cooling to quantum degeneracy [87]. Figure 8.1 also shows space left for the connection to the dual-species interferometer and the optical transfer beams used to transport the ultra-cold strontium ensemble from the main chamber towards the science chamber, as outlined in Section 8.2.

One important detail for generating ultra-cold sources of strontium compared to cadmium, is that a 3D MOT on the broad $^1S_0 - ^1P_1$ transition is in general required, although direct capture on the 689 nm transition is possible in a highly optimized system [175]. This is due to the weak force generated by the $^1S_0 - ^3P_1$ transition of strontium which is an order of magnitude less than for the same transition in cadmium. It is generally simpler to perform two 3D MOTs sequentially on 461 nm and then on 689 nm in the same position which rules out the possibility of using permanent magnets to generate the large gradients required for the dipole-allowed transition, as this cannot easily be changed during an experiment. It is therefore important to design magnetic coils which are capable of generating large gradients of 50 G/cm and also consider how the power dissipation will be removed from the coils.

The typical configuration of generating the field required for a 3D MOT is an anti-Helmholtz configuration, as discussed in Section 2.1.5. In this case the magnetic field gradient in the axial ($z$) direction can be written as shown in equation 8.1. Here the case of a pair of single coils with radius $a$ and separation $2d$ are considered, through which a current of $I$ is running.

$$\frac{\partial B}{\partial z} = 3\mu_0 \frac{Ia^2d}{(a^2 + d^2)^{3/2}}$$  \hspace{1cm} (8.1)

As can be seen in equation 8.1, the key requirement for a large field gradient is that the axial separation between the two coils is as small as possible, because of the approximate $1/d^4$ dependence. For this reason a re-entrant flange has been designed to house the MOT coils and minimize the axial separation of the coils. The flange is also designed to minimize $a$ without reducing the optical access afforded by the CF40 viewport. Figure 8.2 (a) shows the re-entrant flange placed above the MOT.
chamber which holds the magnetic coils required to generate the gradients required for the 3D MOT while Figure 8.2 (b) shows the positioning of the electromagnetic coils above the chamber. It should be noted that the axial direction of these coils is vertical so that the strongest field gradient is in the direction of gravity (see equation 2.22). This is to help support the weak 689 nm MOT which tends to sag under gravity [201], especially for the fermionic $^{87}$Sr.

The size of this re-entrant flange decides the minimum inner and maximum outer radius of the coils. A design of these coils is made using cuboidal copper tubes (cross-section of 5 mm×5 mm) with an internal hole (3 mm diameter) through which cooling water can flow and the large surface area of the coils of 25 mm$^2$ allows for large currents to be safely used. This design is highly efficient in removing heat as the cooling is internal and follows a recently demonstrated design [202]. The current required to produce 50 G/cm is simply estimated using equation 8.1 where each coil windings is considered as a current loop at the winding’s geometrical centre. The number of windings in the axial direction can be altered, while the number of radial windings is fixed at 6 by the re-entrant flange geometry. Figure 8.3 shows the required current and the power that must be dissipated as a function of axial windings. A winding number of 8 is selected as this is at the minimum of the power to be dissipated and requires 35 A of current, producing 21 W of heat. The estimated mass of the coils is 2.5 kg.

The magnetic field in the axial direction can also be calculated analytically according to equation 8.2, while the radial field requires a numerical approach using the Biot-Savart law. Figure 8.3
Figure 8.3: (a) Current required for generating 50 G/cm as a function of the number of axial windings. (b) Power dissipated by the coils operating at this current. (c) Magnetic field in the radial and axial directions generated by the coils.

shows the calculated radial and axial fields about the MOT centre.

\[ B_z(z) = \mu_0 \frac{I}{2a} \left[ \left( 1 + \frac{|z/a - d/a|^2}{2} \right)^{-3/2} - \left( 1 + \frac{|z/a + d/a|^2}{2} \right)^{-3/2} \right] \]  

(8.2)

### 8.2 Optical transfer: 3D MOT chamber to science chamber

In the final vacuum chamber design of the dual-species interferometer, the atoms must be transferred from the separate cadmium and strontium chambers to the main science chamber. This requires the atoms to be transferred a distance of \( \sim 40 \text{ cm} \). The plan to perform this is based on the design of an optically compensated zoom lens consisting of 5 lenses (symmetrically) whose effective focal length
Figure 8.4: (a) Optical schematic of the transfer scheme consisting of five lenses. L1 and L5 have $f = 250$ mm; L2 and L4 have $f = -75$ mm; L3 has $f = 75$ mm; and $t=86$ mm (b) The evolution of the beam radius as it propagates through the lens system.

is tunable to perform the transfer. This has been recently demonstrated as an efficient method for transferring ultra-cold atomic samples [203]. This set-up reduces the mechanical footprint and cost by a large amount, in comparison to a set-up using a translation stage to linearly shift the lens by the transfer distance [204].

The optical schematic and the chosen lens focal lengths are shown in Figure 8.4. In the optical schematic, the first, third and the fifth lenses in the sequence are the convex lenses whereas the second and the fourth lenses are concave. The spacing between the convex lenses and between the concave lenses is fixed, however these two lens sets move relative to each other which results in a change in effective focal length. The displacement parameter is labelled as $x$, which is the distance between L1 and L2. As $x$ changes adiabatically using e.g. an air-bearing translation stage, the waist position of the optical dipole trap beam (1064 nm) can be shifted to the desired position, without changing the waist size.

The lenses L1, L3 and L5 are designed to be spaced at a distance of $t$ (86 mm) and the lenses L2 and L4 are also at a distance of $t$ from each other. For L1 and L5 of focal length 250 mm and L3, 75 mm and L2 and L4 being -75 mm, Figure 8.5 shows the effective distance from the last lens where the focal spot is formed as a function of the displacement parameter. These focal lengths are chosen based on the availability of 50 mm diameter achromatic doublets coated at this wavelength. Figure 8.4 (b) shows the Gaussian beam propagation through the lenses for an input beam of waist
10 mm. Each sharp transition represents the position of a lens and the negative focal length lenses are placed at the mid-point between the positive length lenses. As can be seen, the beam radius does not change much throughout the lens system and so it is requested to use the lenses of diameter of 50 mm to reduce diffraction effects.

The waist position changes with the displacement parameter as shown in Figure 8.5 (a). For example, to shift the waist from a position of from 60 cm to 100 cm, the displacement parameter $x$, i.e. the relative positions of lenses L2 and L4, needs to be changed from only 5.4 cm to 3.3 cm. The corresponding change is the waist is negligible as shown in Figure 8.5 (b). The waist size is determined from the input beam waist, as shown in Figure 8.5 (c). For example, to generate the tight focus of around 30 $\mu$m required for cadmium (see Section 7.4.2), an input beam radius of $\sim$10 mm is required.

### 8.3 Design of full vacuum apparatus

This section shows the complete design of the atom interferometer with its two arms designed for generating ultra-cold cadmium and strontium ensembles, to scale. The interferometry region is 1 m long with a detection possibility on the top as well as bottom as shown in Figure 8.6. The material is chosen to be stainless steel 316 while the viewports are made up of excimer-grade UV-fused silica which are capable of better withstanding the intense UV radiation required for cadmium.

The main science chamber is a spherical octagon laid horizontally so that the vertical axis is of size CF100. This large tube is chosen to minimize diffraction effects on the interferometry beam,
Figure 8.6: The complete design of the vacuum chamber showing both the arms to generate the ultra-cold ensembles of cadmium and strontium along with the 1 m interferometric arm with the detection chambers.
which should be as close as possible to a plane wave in the ideal case (see Section 2.2). The intensity ripple introduced by the viewport can be calculated in the axial and radial directions by considering the diffraction of a Gaussian beam from a circular aperture [105]. For a circular aperture of radius $a$ this results in equation 8.3, where $J_0$ is the zeroth-order Bessel function of the first kind and $w(z)$ is the Gaussian beam propagation formula and $N = a^2/z\lambda$ is the Fresnel number. This formula is valid assuming that $r \ll a$, i.e. close to the optical axis, and is exact along the beam axis ($r = 0$) [105].

$$I(r, z) \approx \left( \frac{w_0}{w(z)} \right)^2 \left[ 1 - e^{-a^2/w_0^2} e^{-i\pi N} J_0(2\pi N r/a) \right]^2$$  (8.3)

From equation 8.3, it can be deduced that the axial intensity varies approximately as $e^{-a^2/w_0^2}$. This leads to the definition of a 1% ripple criterion of $w_0 = 2a/4.6$ [205], which has been used in designing state-of-the-art atom interferometry experiments [27]. At this ratio of the input waist and the aperture size, there is a ripple in the intensity of approximately 1% along the beam axis. The magnitude of this ripple is independent of the propagation distance, but the spatial frequency of this ripple is dependent on distance, with higher frequency oscillations occurring nearer the aperture. Figure 8.7 shows the calculated ripple and how it dramatically increases once the beam waist is greater than the 1% value. Also shown is the ripple in the radial direction, highlighting how the maximum ripple is along the axis.

For a CF100 viewport of diameter 98 mm, the 1% criterion allows for a beam with a waist of 21.3 mm, more than sufficient to be considered very large compared to an ultra-cold source of atoms. The Rayleigh length at this diameter is 4.4 km and 2.1 km for 326 nm and 689 nm, respectively,
orders of magnitude larger than the length of the fountain, meaning the laser can be considered fully collimated during an e.g. Bragg interferometry sequence and other effects such as the Gouy phase can be neglected.

Atoms from the cadmium and strontium cold apparatus can be transferred into this science chamber, as outlined in Section 8.2, and then launched a total height of 1 m in the main interferometry region, limited by the tube in the design. The laboratory supports the option of increasing this height to over 2 m. Due to the potential difficulties of launching cadmium with an optical lattice, discussed above in Section 8.4, the possibility to instead drop the atoms around 50 cm is also present. This length is chosen to leave room underneath the fountain for optics for the interferometric beams optics, a vibration-isolation stage etc.

### 8.4 Lattice launch efficiency

This section describes the calculation of the simultaneous launch of the cadmium and strontium atoms in the interferometer. Once the atoms are transferred into the science chamber, they can be launched using optical lattice beams which are sent in a retro-reflected configuration to trap the atoms in the periodic lattice maxima [43]. This fountain configuration enhances flight time and therefore the interferometry sensitivity, as discussed in Section 2.2, and the current design has a 1 m launch tube for this purpose (Figure 8.6).

It is important that both species are launched with the same velocity, which means that the same mechanism should be used for both. Therefore a lattice based on a high-power, single-mode 1064 nm laser as presented in Section 7.4.1, is preferable to launching with sequential Bragg pulses or a lattice based on intercombination transitions, which are atom specific. Atoms can be launched using a lattice by chirping the frequency of the lattice laser to generate a moving standing-wave pattern. For a lattice formed from light with a wave number $k$ and with a chirp rate $\alpha$, the acceleration $a$ of the launch is given by equation 8.4.

$$ a = \frac{\alpha}{2k} \tag{8.4} $$

There are two main fundamental sources of loss when using this lattice launch: spontaneous emission due to the lattice light and Landau-Zener tunneling. In practice, other losses due to e.g. the temperature of the atoms and imperfections in the lattice will also be present. The losses due to spontaneous emission can be calculated simply according to equation 2.13 and will be small for such a far detuned lattice. Landau-Zener tunneling, in classical terms, is when atomic are forcefully pushed
Figure 8.8: (a) Scheme for launching the atoms with a 1064 nm lattice. (b) Calculated energy bands for cadmium for a trap depth of $10 E_R$, where $E_R$ is the lattice recoil energy.

out of the lattice sites when the lattice acceleration is too much for the atoms to bear compared to their trapped potential energy arising from the lattice depths. Quantum mechanically, these losses occur even when the lattice depths are larger than the atomic energy due to the tunneling effect.

The losses due to Landau-Zener tunnelling can be estimated by considering the launch as a sequence of Bloch oscillations [205, 206]. For a launch velocity $v_L$ the atoms will pass through a number of avoided crossings $N$ given by equation 8.5.

$$N = \frac{mv_L^2}{\hbar k} \quad (8.5)$$

Also required is the band gap energy $\hbar \Omega$ of the lattice potential, which can be calculated by numerically solving the Schrödinger equation [207]. From this the fraction of surviving atoms $f$ can then be calculated according to equation 8.6.

$$f = \left(1 - \exp \left[-\frac{\pi \Omega^2}{2a}\right]\right)^N \quad (8.6)$$

Equation 8.6 shows that large trap depths and slow chirp rates minimize tunnelling losses. These atom losses are investigated by fixing the distance over which the atoms are accelerated for to 10 cm, as shown in Figure 8.8. The target launch height is around 1 m. Based on the launch height, the final
velocity of the atoms when released from the lattice can be calculated, and therefore the required acceleration and chirp rate can be determined allowing the losses to be calculated according to equation 8.6.

Figure 8.9 shows the estimated number of atoms surviving the launch for cadmium and strontium at different lattice and launch parameters. It is clearly seen that losses are much worse for cadmium and efficient launching requires very high intensity beams. This is a consequence of the $1/\omega_0^3$ dependence of equation 2.30 which reduces the band gap energy and therefore increases Landau-Zener tunnelling. It is clear that this will be a challenge for the dual-species interferometer, but reasonable launch heights and atom numbers (>50%) should be achievable for the experimental powers. In the case, for strontium, the laser seems to be a very good option with efficient launches up to 2 m available.
Chapter 9

Summary and future prospects

This thesis has presented the experimental and simulation work performed towards the construction of a dual-species atom interferometer with atomic cadmium and strontium. Complete baseline lasers systems for both cadmium and strontium have been presented, including lasers with W-level power and Hz-level linewidth for performing clock atom interferometry. Designs of the cadmium and strontium vacuum apparatus have been presented, including a full numerical simulation in the former case. Based on these systems, a design for a vacuum chamber for a dual-species fountain atom interferometer is presented, including information about the optical transfer and lattice launching.

The systems for accessing the relevant UV transitions of cadmium have been developed and characterized in house using novel designs [57–59]. They have further been used to perform spectroscopy on a novel cadmium atomic beam [57, 58], whose performance has likewise been characterized. The most challenging of these systems is the 229 nm laser system for the $^1S_0 - ^1P_1$ due to the difficulty in achieving high-power continuous-wave light with long-term stability and even sourcing suitable optics and non-linear crystals at such a low wavelength. Nevertheless, stable production up to a maximum value of 100 mW has been observed. The 326 nm and the 332 nm laser set-ups for addressing the $^1S_0 - ^3P_1$ and $^1S_0 - ^3P_0$ transitions, respectively, share a common design which allows for the reduction of the linewidth in the UV to kHz level in the case of 326 nm and down to the Hz level for the ultra-narrow 332 nm clock wavelength. These laser set-ups are furthermore capable of generating powers of 1 W and 1.2 W at 326 nm and 332 nm, respectively. The laser systems for strontium are also developed.

The laser which generates the 461 nm light has the same master laser set-up as that of the
229 nm laser, but with one frequency-doubling step fewer, highlighting the technical advantage of using cadmium and strontium as a pair. It can produce powers up to 1.4 W. The light for the strontium intercombination transitions at 689 nm and 698 nm is generated using a Ti-Sapph laser with which the intercombination transitions are accessible.

The production of a cold source of cadmium is thoroughly simulated, due to it being an unproven element for generating quantum degenerate gases or performing atom interferometry with. These simulations were performed keeping in mind the experimental and technical limitations of the powers produced at the less-explored UV wavelengths. Nevertheless, a state-of-the-art system based on segmented regions for improving vacuum is presented, with loading rates of $>10^7$ atoms/s into the 3D MOT is expected.

In the very near future, work will begin on the construction of this system. The vacuum chamber is currently being manufactured at the time of writing and is expected to be delivered imminently. Once the chamber has been constructed it will be baked at a high temperature for a considerable time (more than one month) to make it as clean as possible to try to reduce problems of damage induced by the UV. Following this, the production of ultra-cold cadmium will be established according to the simulated design.

There is a great deal of physics to be studied that will be possible with these ultra-cold cadmium atoms. Naturally, early attention will be focused towards an initial demonstration of atom interferometry with cadmium by using Bragg interferometry with the high power 326 nm laser developed here (Section 4.2). However, many properties of cadmium are still to be explored, such as its cold collisional properties. These can be measured in conjunction with trying to make a quantum degenerate source of cadmium. From such measurements an isotope with the lowest scattering length in its ground state can be known from an available pool of eight isotopes. Such an isotope would be useful to maintain higher coherence time in interferometric sequences.

Furthermore, cadmium atoms can be a good frequency reference for future optical clocks due to the presence of their clock transition at 332 nm. High intrinsic sensitivity clocks can be prepared due to their low wavelength and reduced sensitivity to the black-body radiation. High precision frequency measurements can be performed with cadmium species to measure their internal properties, such as the mass and field shifts by looking at the isotope frequency shifts with high accuracy. If this is done with two intercombination states, such as the 326 nm and 332 nm transitions, it represents an ideal case for making King’s plots and searching for new physics due to the high number of isotopes of cadmium and its nuclear structure [57, 100].
In parallel, work will also begin to establish the upgraded strontium apparatus presented in Chapter 8. In the further future, the dual-species atom interferometer can be used to probe general relativity in a quantum mechanical context [57]. It can be used to test Einstein’s weak equivalence principle, especially by using quantum states of matter, such as superpositions of clock states, not available to classical tests. A very interesting yet challenging possibility is that it can also be useful to determine the time dilation effects and thereby may help in explaining the theory of gravity at minuscule scales, where it intersects in a meaningful way with quantum mechanics. These works will benefit from the growing technique of clock atom interferometry and the high-power clock lasers developed here.
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Appendix B

Ultra-high vacuum preparation

This appendix describes the procedure performed to reduce the pressure of the spectroscopy chamber used in Chapter 6 to the ultra-high vacuum regime.

B.1 Vacuum pump technology

The removal the internal particles in the chamber is firstly done by connecting it to a scroll pump which sucks out the internal matter and thereby reducing the chamber pressure from atmospheric pressure to about a level of $10^{-2}$ mbar. The scroll pump consists of two co-scrolls, out of which one is fixed and the other scroll performs a spiral/circular motion against the fixed one, contrary to the functioning of a piston. The particles enter the scroll set-up from the open end and they slowly get transferred to the center of these scrolls due to the circular motion, where there they finally exit from. During the travel of these gas particles, they reduce in volume and the increased pressure of the collected ensemble aids in the flushing out of the gas. The pump used here is IDP-7 from Agilent Technologies.

Simultaneously, while the scroll pump is connected, we attach the turbo pump (TwisTorr 74 FS, Agilent Technologies) which reduces the pressure from $10^{-2}$ mbar down to about $10^{-7}$ mbar. Any traces of hydrogen, water vapor and various other elements are removed with a combination of high temperatures and the pumping mechanism. The turbo pump functions using high speed rotating blades, like a turbine, which are fixed within a chamber-like structure. These blade type structures sit throughout the length of this chamber. The high speeds gives the gas particles momentum in the axial direction and they are consequently pushed down and experience pressure compression
before they are pushed out through an exhaust valve. Rotation speeds can be of the order of tens of thousand rpm, although our pumps operates at around 1000 Hz.

Finally we use an ion pump (StarCell, Agilent Technologies) which gets the vacuum down to the ultra-high vacuum regime of $10^{-9} - 10^{-10}$ mbar. This is the final stage of pumping which allows to attain the desired ultra-high vacuum system. Unlike any mechanical rotatory movements mentioned in the previous pumps, the ion pump functions by the generation of high voltage within a cell surrounded by a magnetic field for motional control. This high voltage generates free electrons which acquire spiral motion due to the Lorentz force experienced. Collision of these electrons with the gas particles generates ions and more electrons. This allows for the collision of the generated ions with the cathode thereby generating titanium atoms and get trapped in the cathode. The titanium atoms help in adsorption of the gas molecules within the chamber. This system allows for less mechanical noise. However for ion pumps to function, high vacuum is a prerequisite, which is why the scroll and turbo pumps must be first employed.

Nevertheless, limitations in the pressure can arise despite pumping the chamber using these various pumps to low pressures. These can arise due to the particles which remain trapped inside the chamber. The particles mainly exist within the chamber due to four ongoing processes, vaporisation through the surfaces, diffusion of some elements through the mass of the material, permeation of gas particles from the outer atmosphere via the chamber walls and desorption of weakly bound particles on the inner surface of the chamber which might have been introduced during the construction or the maintenance of the material [199]. Although permeation is impossible to prevent, the effect of the other three processes can be reduced by using a clean and baked vacuum chamber, with our procedures discussed in the following section.

**B.2 Oven preparation & baking procedure**

In order to obtain the ultra-high vacuum regime and reduce the effects of trapped gas, it is mandatory to carefully prepare the oven and spectroscopy chamber. The chamber and the individual oven parts were first cleaned with distilled and soapy water to remove any oil remaining from the manufacturing process. A hand cleaning with acetone was then performed and, for those parts which were small enough, a final cleaning in a heated ultrasonic bath with acetone is performed.

The chamber is then constructed. We make sure to place in the cadmium sample very carefully in the oven while wearing a chemical mask, pair of gloves and a fully covering lab coat as it is
highly dangerous to consume cadmium in the form of dust. It is then crucial to tighten all the viewports and other flanges used for connecting the oven and the chamber and also the connection to the ion pump. Care must be taken to tighten the bolts in the correct sequence to achieve an even seal without leaks. In addition to being required for maintaining the vacuum, this is important in avoiding any kind of cadmium leaks to the environment.

In order to obtain the ultra-high vacuum regime, it is mandatory to bake the chamber whilst reducing the pressure in gradual steps from the atmospheric pressure as described previously. Baking the chamber at high temperatures helps to remove any water molecules within and also other elements trapped in the chamber walls and is therefore necessary for attaining the lowest pressures. Also the particles from the air which settle on the windows of the viewports are targeted. Any vacuum system with the best background pressure is always limited by these gas particles. As one of the main contaminants is water vapor, it is best to bake at a minimum temperature of 100 °C. Heating is performed using heating tape and variacs to control the current flow and hence temperature. Current is also run through the tantalum wire to heat the oven part inside the chamber. Without this heating, there is a large difference in temperature between the oven and the rest of the chamber, showing that the thermal isolation of the oven works well.

The temperature during the baking is increased gradually avoiding any sudden gradients, as various vacuum parts have different thermal expansions. The mechanical stress can have negative affects such as breakage of the components, especially the glass viewports. To quantify the temperature gradient in the chamber, we measure the temperatures at various locations of the vacuum chamber using thermocouples to make sure the heating occurs uniformly. The chamber is wrapped in aluminium foil mainly to reduce the losses to the environment by radiation and thereby creating a insulation barrier from the chamber to the surrounding environment. The aluminium foil also helps to reduce gradients and ensure an even temperature. These sequential pumping stages allows us to keep an eye on the leakage during prolonged baking periods. This process can take up to a month till we reach the ultra-high vacuum stage. At this point we turn off the heating and let the system cool down gradually to room temperature and close the valve which connects the turbo pump to the chamber, leaving only the ion pump operating. With this the final background pressure of the system is about $10^{-10}$ mbar.
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