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Chapter 1

Introduction

This thesis covers four topics within the wide area of Discrete Mathematics: for each
of them, we investigate a different open problem and contribute to its solution. Even if
they could appear different at first glance, the leitmotif that connects all of them is the
definition of inverse problems concerning discrete structures, represented as subsets of
points of Z? or as matrices having integer or binary entries.

At first, we focus our attention on an inverse problem classically studied in the field
of Discrete Tomography, that is, the reconstruction of an unknown (discrete) object
starting from partial information on it. Usually, the interior of the object is supposed
to be inaccessible, and the information is acquired by means of X-rays, mathematically
modeled by discrete lines in Z?, and addressed as projections, while the object to be
reconstructed is modeled as a set of points of the discrete plane, or, equivalently, as a
binary image that is represented through a binary matrix. The main drawback in the
reconstruction process is that in most cases the acquired information is not sufficient for
the faithful determination of the unknown image, meaning that, given a set of discrete
directions in Z?2, there exist in general different objects having the same projections along
such directions, and so the reconstruction problem is ill-posed. The problem we consider
in this thesis is the determination of sets of directions satisfying the uniqueness property,
meaning that, when we collect the projections along the directions of such sets, a binary
image can always be reconstructed with no ambiguities.

We then move from the field of Discrete Tomography to the field of Graph Theory, where
a similar inverse problem is defined: the reconstruction of a simple (hyper)graph starting
from the knowledge of its degree sequence and of the cardinalities of its (hyper)edges.
In the previous perspective, this is equivalent to the reconstruction of a binary matrix,
specifically, the incidence matrix that is used to represent a hypergraph, starting from its
horizontal and vertical projections, with the further constraint that all the rows of the
matrix are required to be distinct. This last condition makes the reconstruction problem
to be NP-hard, so that our research consists of the investigation of instances for which a
solution can be easily and quickly detected.

We also consider the inverse problem of reconstructing a generic set of points in Z? using
a generalized notion of projection introduced by Maurice Nivat: instead of considering
discrete lines, so linear projections, we collect the projections using bi-dimensional win-



dows. In this sense, we fix a finite connected set of positions in Z?2, called polyomino, and
we move it on the discrete plane taking note of the number of points that lie inside it, in
order to detect the presence of the points of the set we want to reconstruct. In this case,
a special role is played by exact polyominoes, i.e., those polyominoes that can be used
to tile the discrete plane by translation.

In the last part of the thesis, we move apart from inverse problems and we focus our
attention on exact polyominoes. We consider a special class of them, called prime double
squares, and we carry on the study of a conjecture proposed by Blondin Massé et al.
in 2013. We provide a solution for it, relying on tools from Combinatorics on words. We
conclude by presenting some results that may constitute a step ahead the exhaustive
generation and enumeration of the class of prime double square polyominoes.

In the following, we briefly detail the main results we reached in this work, giving a first
sketch of the considered problems and of the approaches we used to study each of them.

1.1 Reconstruction of binary and gray-scale images

Tomography is a discipline that fits in the wide area of inverse problems, and whose main
aim is the detection of an unknown object starting from a quantitative analysis of its
primary constituents along a set of (discrete) directions. Generally speaking, the task is
to reconstruct the density function, or image, of an unknown object starting from some
information, as an example collected by means of X-rays. More in detail, given a set
of directions, we count the number of points of the object that are intercepted by lines
parallel to them. The so collected data are called projections, and the goal is to retrieve
the object starting from them. Examples of practical applications range form medicine
to crystallography.

While in some cases the unknown image can be assumed to have a continuous support,
as well as the collected data, this model cannot be applied in general. This is the case
when the object to be reconstructed has peculiar discrete characteristics, for example
in case of crystalline structures, so few materials are present, or when only a very low
number of X-rays data can be collected, for example due to the fragility of the analyzed
body. In these cases we speak of Discrete Tomography, and more specifically of Binary
Tomography when the image that we want to detect is binary, that is, when the object
is homogeneous.

When moving from a continuous to a discrete model, the inverse problem becomes ill-
posed, since few projections are collected: the image to be detected is modeled by a
matrix whose entries can be, for example, only equal to 0 or 1 in the binary case. Such
a restriction leads to the existence of many solutions starting from the same projections,
and so to ambiguity in the reconstruction process. An important research line in the field
focuses on the study of such ambiguities, and on the investigation of new techniques to
overcome them and go back to uniqueness of reconstruction, as occurs in the continuous
case when all the projections are available. As a first step, one can impose some conditions,
supposed to be known a priori, on the object to be reconstructed. These constraints
restrict the number of allowed solutions for a given set of projections, and in some cases
guarantee the uniqueness, if properly chosen. This may occur under various conditions:



the number of different materials that constitute the object, that can be modeled choosing
integer matrices where different entries correspond to different materials or, equivalently,
to the gray levels of the discrete image to be reconstructed; the dimension of the image;
some geometrical properties, as connectivity or convexity. From a practical point of view,
these constraints are not so restrictive, since one can suppose to know, at least in part,
the nature of the body being analyzed.

Other restrictions can be imposed on the directions that are chosen to collect the pro-
jections. Our studies follow this last research line.

In particular, we investigate special sets of directions, whose projections are unambiguous
and so guarantee uniqueness of reconstruction. Focusing on binary images of given size,
we move from the results presented in [26] 34, 35] and generalize them, finally defining
special sets of directions that we call simple cycles of uniqueness. Starting from our
theoretical results, we investigate a reconstruction strategy that leads to the definition
of an algorithm that quickly reconstructs a binary image with no ambiguity.

We can summarize our results as

Theorem (see Theorem and Corollary [2.3.12)). Given A a binary image of size
m X n, it is always possible to select a proper set of directions, .S, such that uniqueness
of reconstruction from the projections collected along S is guaranteed. Moreover, there
exists an algorithm that explicitly and uniquely provides the reconstruction of A in
polynomial time.

The information that we assume to know a priori is fundamental to select a proper set
of directions S, and consists of the size of the unknown image and the number of its
gray levels. A full description and characterization of cycles of uniqueness, as well as
techniques for their practical detection, are detailed in Chapter 2] where we also describe
the reconstruction algorithm together with experimental results that underline how our
theoretical outcomes can be applied in practice. As a final step, we show how to generalize
our results to higher dimensions, moving from Z? to Z", and give some preliminary results
for their application to gray-scale images.

1.2 Reconstruction of uniform hypergraphs

Among the most interesting structures studied in Discrete Mathematics, particular at-
tention is deserved to graphs. Their importance is underlined by the existence of a full
branch of mathematics called Graph Theory, that dedicates its attention to their study
both from a combinatorial and an algorithmic perspective. Graphs are a useful and ver-
satile tool, that is used for the description of relations among objects, as well as for
modeling complex networks. The most natural way to visualize the (binary) relation-
ships modeled by a graph is to represent each object with a point, namely, a vertex, and
each connection with a line between the two involved vertices, namely, an edge. In our
work, we will consider one of the standard tabular representations of a graph, i.e., the
incidence matrix. This matrix, A = (a;;), describes the edges of the graph pointing out
their presence among vertices: each column corresponds to a vertex, each row to an edge,



and the element in position a;; is defined as follows:

—1 if the edge e; leaves the vertex vj,
a;j; = ¢ +1 if the edge e; enters the vertex v,

0 otherwise.

We only consider simple and undirected graphs, meaning that an edge always connects
distinct vertices (no loops), all the edges are distinct (no repeated edges), and that the
relations between vertices are symmetric. Under this hypothesis, the incidence matrix is
binary, that is, a;; = 1 if the i-th edge contains the j-th vertex, a;; = 0 otherwise.
Moreover, we take one step forward and consider a generalization of graphs: hypergraphs.
While in graphs edges show relationships between pairs of vertices, in hypergraphs rela-
tionships among more than two vertices are also taken into account. This generalization
consists of replacing an edge with a hyperedge, that is a subset of vertices that can have
any cardinality. As in case of graphs, also hypergraphs can be represented through an
incidence matrix, as already described. In this case, an entry of the i-th row is equal to
1 if and only if the vertex of the corresponding column belongs to the i-th hyperedge.
A further information can be retrieved from this matrix: its row sums describe the car-
dinality of each hyperedge, while the sum of the (non-null) elements of the j-th column
corresponds to the degree of the j-th vertex, that is defined as the number of hyperedges
in which the vertex appears. The list of all the degrees is addressed as the degree sequence
of the hypergraph.

The connection between Binary Tomography and Graph Theory is now clear. Through
the tabular representation given by its incidence matrix, any hypergraph can be seen as
a binary image. On the other hand, if we consider the vertical and horizontal projections
of a binary image, in case it is an incidence matrix, these are exactly the degrees of
the vertices and the cardinalities of the hyperedges of the corresponding hypergraph,
respectively. Then, the following, well known, reconstruction problem can be defined:

Problem: given two sequences of integers k and 7, reconstruct (the incidence matrix of)
a hypergraph having 7 as degree sequence and k as the sequence of the cardinialities
of the hyperedges, that is, equivalently, the reconstruction of a binary image from
the horizontal and vertical projections.

Even in this case, the problem is ill-posed, and the solution may be not unique in general.
However, one of the solutions can be quickly reconstructed if the required structure is a
graph ([38] 49, 50, [59]), or a hypergraph in which we allow repetitions of edges [58]. When
removing these constraints, the problem becomes NP-hard [33], even if we try to move
closer to the classic structure of graph by asking the hyperedges to have all the same
cardinality k, that is the case of simple k-uniform hypergraphs. Motivated by this recent
NP-hardness result, the studies carried on in this thesis aim at the detection of classes of
degree sequences for which the reconstruction problem can be solved in polynomial time.
As detailed in Chapter [3] we try different approaches, each of them leading to the char-
acterization of some of these classes.

We start with pure deterministic and algorithmic strategies, mainly based on greedy ap-
proaches, that lead us to characterize and reconstruct the so called pattern sequences.



Their definition starts from a generalization of a type of degree sequence that is involved
in the NP-completeness proof in [33]. They are characterized by the property of unique-
ness, that is rare and allows to make the reconstruction problem no more ill-posed. Such
a property can be considered as a hint for a possible reconstruction strategy that works in
polynomial time. Then, we find a link between degree sequences of 3-uniform hypergraphs
and Order Theory. In this case, we focus on those degree sequences that we can put in
relation with the down-sets of a partially ordered set, since easier to manage. Finally,
we introduce randomness, and we define a randomized algorithm that reconstructs with
positive probability a further class of degree sequences. These sequences are character-
ized by constraints on their maximum entry, similar to the cases studied by the authors
in [16].

We conclude the chapter by studying a variant of the reconstruction problem, that is
defined on graphs instead of hypergraphs. We consider the new notion of sequence of
the co-degrees of a graph, instead of the degrees, that describe the number of common
neighbors between each pair of vertices. We provide some properties concerning the case
when any pair of vertices in a graph share at most one neighbor, and then we consider
the reconstruction problem of a graph from its co-degree sequence.

Problem: given an integer sequence «y of length (Z), for some n > 2, find a simple graph
on n vertices having v as its co-degree sequence.

We characterize those graphs that realize binary co-degree sequences, and then solve the
reconstruction problem for the class of trees.
Hereafter we detail the above described research lines.

1.2.1 Pattern sequences

If we consider an n-tuple s = (s(1),...,s(n)) of positive and negative integers, arranged
in non-increasing order, it is possible to define a 3-uniform hypergraph H; on n vertices
1, ...,y as follows: each vertex is associated to an element of s, and the triplet (v;, vj, vg)
is defined as a hyperedge of H, if and only if s(i) + s(j) + s(k) > 0. If the sequence s
is properly chosen, the elements of the degree sequence of Hy can show a characteristic
behavior. An example is given by pattern sequences, defined as those degree sequences
obtained when s is of type s = st = (it, (i—1)t, (i—2)t,...,0,—1,—2,..., —(2i—1)t+1),

with ¢ > 1 a fixed integer, and varying the value i > 1. We point out them as 7!, referring
to the parameters ¢ and ¢ characterizing the sequences s that define them.
Example 1.2.1. If we fix t = 2 and i = 4, the sequence s*? = (8,6,4,2,0, —1,-2,...,—13)
generates the pattern sequence

m = (55,44, 35,28,22,19,16,14,12,10,7,6,4,4,2,2,1,1).
On the other hand, if t = 3 and i = 4, the sequence s*3 = (12,9,6,3,0, -1, -2,..., —20)

generates the pattern sequence

T = (93,71,54,41,32,28,25,22,19,17,15,13,11,8,7,6,4,4,4,2,2,2,1,1,1).



In the previous example, we put in boldface the lowest degrees of m; and s, that we
address as tail, and whose behavior characterizes pattern sequences. Indeed, once a value
t is fixed, when increasing the value of the parameter i, we observe that the last elements
of the degree sequences can be grouped in ¢ — 1 sets of cardinality ¢, whose entries are
given by the numerical sequence {ay},>1 whose generic element is a,, = ["T‘H] . L”THJ
More in general, we obtain the following result:

Theorem. (see Theorem [3.2.9) For a fixed step ¢ > 1 and index ¢ > 1, the tail related
to the i-th pattern sequence is
T(i) = (a;,at_q,...,ah,a),

with {ap}n>1 the numerical sequence whose generic element is

an = n+l . ntl for n > 1.
2 2

In Chapter [3] we further detail this result and show that the tail of a pattern sequence ac-
tually identifies it uniquely, and that it is possible to retrieve from it the integer sequence
s»' that generates the corresponding hypergraph. As a consequence, we can define an
algorithm for the quick reconstruction of the 3-uniform hypergraphs associated to these
type of degree sequences.

After this result, we generalize and define the wider class of degree sequences P, that are
obtained similarly, starting from a sequence s of type (s’,0,—1,..., —¢q), where s’ consists
of non-negative integers arranged in non-increasing order and —¢ = —s'(1) — §'(2) + 1.
In this more general case, the notion of tail, as well as the nice regularity of its elements,
is lost. However, a polynomial time algorithm for the reconstruction of the hypergraphs
associated to the sequences in this class is provided.

We can summarize our results as

Theorem (see Theorems [3.2.10(and [3.2.16)). If = € P, then the 3-hypergraph having 7
as its degree sequence is unique, and can be reconstructed in polynomial time.

The complete study of the sequences in P, and the algorithms that solve the associ-
ated reconstruction problem, in polynomial time, are described in detail in Chapter [3]
Section

1.2.2 Hypergraphs defined as ideals of a partially ordered set

The definition of pattern sequences is given starting from an integer sequence s and
defining a 3-uniform hypergraph Hy according to the rule: (v, v;,vs) € H, if and only if
s(i) + s(j) + s(k) > 0. From this construction, a trivial property follows:

Property 1.2.2. Given 7, the degree sequence obtained from s = (s(1),...,s(n)) and
Hj the related hypergraph, if (vi,vj,vx) is an edge of Hy, then (v;,v;,vy) is an edge of
H, forall j+1<k <k



This property emphasizes a descending structure in the hypergraphs thus constructed,
that suggests a relation with the ideals of a partially ordered set. Starting from this idea,
we introduce a new class of degree sequences, as well as a quick reconstruction strategy
for some of them.

For a fixed integer n > 3, we define the set of triplets Q, = {(a1,a2,a3) s.t. 1 < a1 <
as < ag < n} and the following order relation on them,

(a1, az2,a3) = (b1, ba,bs) if and only if a; < b;, with ¢ € {1,2,3}.

We address the pair 7, = (Q,, X) as the partially ordered set of triplets, and consider
the set Z,, of its ideals. Each triplet (a1, a2, as) naturally corresponds to the hyperedge
(Vay ;s Vay, Vag) in the complete 3-uniform hypergraph on n vertices. As a consequence, the
elements in Z,, are in bijection with a class of 3-uniform hypergraphs whose hyperedges
have a descending structure induced by the ideals.

We dedicate Section 3.3 of Chapter [3] to the study of the degree sequences of the hyper-
graphs in bijection with Z,, specifically, to the case of ideals with one or two generators.
We briefly summarize our main results in the following theorems.

Theorem (see Theorem [3.3.5)). Let g = (a,b,n) € Q. The i-th entry of the degree
sequence of the hypergraph associated to the principal ideal [{g} is
O=DEnb=2)  if 1 < < q,
d; = { «@na=s) ifa+1<i<b,

a(2b-a-1) ifb+1<i<n.

Theorem. (see Theorems|3.3.12/and |3.3.14)) Given an integer sequence 7 = (dy, ..., dy),
if there exists a principal ideal | {g} € Z, realizing 7, then 7 is unique. Moreover,
the unique 3-uniform hypergraph having 7 as degree sequence can be reconstructed in
polynomial time.

The degree sequences realized by the ideals of 7, with two generators have been also
characterized (Theorem, and we implemented a quick algorithm that reconstructs
the corresponding hypergraph in the most cases. Since a case analysis occurs, we decide
to postpone their description to the corresponding section of Chapter

1.2.3 Randomized algorithms for the generation of hypergraphs

Through the definition of deterministic algorithms, we are able to solve the reconstruction
problem of uniform hypergraphs from degree sequence in polynomial time only for few
specific classes of 3-uniform hypergraphs, all corresponding to some down-set of the
poset Tp. To enlarge the set of solvable instances, we relax such a rigorous structure of
the incidence matrix, and also consider a general uniformity value k > 3. Since we still
require a simple hypergraph as a solution, the problem continues to have an NP-hard
complexity, so the goal is again the investigation of classes of instances that are solvable
in polynomial time. We decide to try a different approach, introducing randomness. This
new perspective leads to the definition of randomized algorithms, that give rise to some



conditions that, if satisfied by a given integer sequence, immediately reveal the existence
of (at least one) k-uniform hypergraph having the input sequence as its degrees. In
particular, the required constraints concern the highest entry of the integer sequence, i.e.,
the highest degree of the related hypergraph, that we bound in terms of the uniformity
value, k, and of the number of edges, o.

In other words, we make use of the probabilistic method to show the existence of a struc-
ture satisfying prescribed constraints, in this case a simple k-uniform hypergraph with a
given degree sequence, thus characterizing a class of k-graphic sequences. Moreover, the
randomized algorithm we define is also constructive, meaning that, if it exists, it provides
a solution to the reconstruction problem with a positive probability, that tends to one
as the number of vertices of the hypergraph tends to infinity. We recall here our main
result:

Theorem (see Theorem and Remark . For n € Nand k > 3, let 7 =
(di,...,dy) be a non-increasing integer sequence such that k(k + 1)dgio < o, with o =
>, d;. Then, there is a polynomial time randomized algorithm that always returns a
k-hypergraph H with degree sequence m, and satisfies

1 k—2 k
P(H is simple) > 1 — k% (2’“) Uﬁfi?.

Therefore, P(H is simple) "= 1 holds if d¥ = o(c*~2).

From a more practical point of view, we find that if the degrees are either sufficiently
small or close to each other, then a simple hypergraph realizing the required degree
sequence exists.

Corollary (see Corollaries and . Let k£ > 3 and define p := %' If

k—2
d? (p> -0,
n

2
d1SCnaforsomeC>Oanda<1—%,

or

then P(H is simple) "= 1 holds.

The detailed description of our approach, and the definition of the mentioned randomized
algorithm, can be found in Section [3-4] of Chapter [3]

1.2.4 Trees and co-degree sequences

The last part of Chapter [3]is dedicated to a variant of the reconstruction problem that
brings us back to the classic structure of graph. We generalize the concept of degree of
a vertex and consider the co-degrees, that describe the number of common neighbors
between pairs of vertices. The reconstruction problem is defined exactly the same way.

10



Problem: given a sequence of integers, find a simple graph having those values as its
co-degrees.

Up to our knowledge, the problem has not been studied yet. As a starting point, we focus
on the easier instances of binary sequences. We characterize all those graphs realizing this
type of co-degree sequences (see Theorem , and solve the reconstruction problem
for the class of trees, a special case of graphs having binary co-degree sequence.

We first define the so called canonical trees, that is a special structure that we can give to
a tree through the iterative application of an operation that does not alter its co-degree
sequence. Then, using an algorithm that makes use of dynamic programming, we provide
a solution to the reconstruction problem in polynomial time, constructing for a given
integer sequence -, if it exists, a canonical tree having ~ as its co-degree sequence.

We postpone the definition of canonical trees to Section [.5] since it is reached construc-
tively by performing simple operations on a given tree T. Our results can be summarized
as follows:

Theorem (see T heorem. Given a binary sequence 7 of length (g), for somen > 2,
it is possible to establish in polynomial time if there exists a tree 7' on n nodes having
as the sequence of its co-degrees. Moreover, it is possible to reconstruct a solution having
a canonical structure in polynomial time.

As detailed in Section [B.5] not all binary co-degree sequences can be realized by trees.
We will provide some examples of such a situation, and present some preliminary results
that we achieved during our research about the general case.

1.3 Exact polyominoes and homogeneous configurations

So far, we made use of the notion of linear projection for the analysis and inspection of
unknown objects, equivalently modeled as binary images or binary matrices.

In 2005, Maurice Nivat introduced the notion of rectangular scan, that is a new concept
of bi-dimensional projection, generalizing the linear projection classically employed in
tomography. The idea is to replace X-rays with rectangles, and then use them as a probe
to inspect the discrete plane Z? and its binary configurations. A binary configuration is
defined as a subset A of points of Z?, where the symbol 1 points out the presence of a
point of A, while 0 its absence. Instead of counting the number of points in A intercepted
by a straight line, we move a rectangle W over the discrete plane, and then count, for
each position, the number of 1s that are revealed by the probe. The configuration A is
defined h-homogeneous with respect to the rectangle W if, for each possible position of
W in Z?2, the number of elements that occur into the rectangle is always equal to h.
Rectangles and homogeneous configurations have been studied in depth, as well as their
properties, in [56]. Among the others, an important result is the following decomposition
theorem:

Theorem (Nivat [56]). If a configuration A is h-homogeneous with respect to a rectangle
W, then it is possible to decompose A in h disjoint configurations such that they are all
1-homogeneous with respect to W.
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Example 1.3.1. If we consider the rectangle of size 4 x 3, three possible homogeneous
configurations are depicted in Figure [L.1[a), (b) and (c). The decomposition of the 2-
homogeneous one is also provided, in (e) and (f).

Figure 1.1: On the top, from left to right, three homogeneous configurations w.r.t. the rect-
angle of size 4 x 3, with homogeneity values h = 2,3 and 5, respectively. On the bottom, the
decomposition of the 2-homogeneous configuration in two disjoint 1-homogeneous ones.

Later, the concept of bi-dimensional projection was further generalized, considering as a
probe not only rectangles, but any polyomino, namely, a finite set of 4-connected points in
72. Since dealing with the discrete plane, exact polyominoes acquired significant relevance
in its inspection. These polyominoes, also called tiles, are defined as those ones that can
be used to create a tessellation of Z?2, meaning that it is possible to cover the whole
discrete plane using infinitely many copies of the same tile placed side by side, as shown
in Figure[[.2] A rigorous definition of exact polyominoes, together with their classification
in classes, is given in Chapter [4]

Figure 1.2: An exact polyomino can always be surrounded with copies of itself, and then used
to cover the whole plane Z2 by translation.

As in case of rectangles, if we consider an exact polyomino W and a configuration A,
it is possible to inspect A using W as a probe, and similarly to extend the definition

12



of h-homogeneous configuration to any tile. More in detail, exact polyominoes become
relevant when dealing with homogeneous configurations due to the following result:

Theorem (Nivat [56]). Given a polyomino W, there exists a 1-homogeneous configu-
ration w.r.t. W if and ounly if the polyomino is exact. Moreover, such a configuration is
periodic w.r.t. the directions of periodicity of W.

Since exact polyominoes characterize homogeneous configurations, in some sense, the
research line in the field moved in the direction of tiles, and in 2005 Frosini and Nivat
conjectured that the decomposition theorem, that holds for rectangles, could be extended
to any exact tile [42]. In fact, these are the only ones for which 1-homogeneous configu-
rations exist, and so for which a decomposition result could be achieved.

Chapter [ of this thesis is dedicated to the study of such a conjecture. We start with an
overview of the classes in which exact polyominoes can be classified, and then present an
algorithm that is used for the exhaustive generation of them and of the corresponding ho-
mogeneous configurations. Using our algorithm, we are able to provide a counterexample
to the conjecture, from which we get the following result:

Theorem (see Section 4.3.3)). The decomposition theorem, proven for rectangles in [56],
does not hold for a general exact tile.

This result opens a new research line in the field, mainly concerning the possibility of
a new clagsification of tiles, that could be divided in classes looking at the homogeneity
values for which the decomposition theorem holds or not. Some examples of these classes
are characterized and described at the end of Chapter [4

We furthermore present a new conjecture, stating that the decomposition theorem holds
when the considered tile W is exact and its area is a prime number.

1.4 Prime double squares

Combinatorics is a huge area of Discrete Mathematics mainly dealing with counting,
but that finds many applications in the most different fields, from pure mathematics to
the analysis of algorithms. The branch of Combinatorics we focus on is Combinatorics
on words, from which we borrow basic tools to describe, generate, and finally enumer-
ate a class of discrete objects, thus resulting in the most classical area of Enumerative
Combinatorics.

Moving from the classification of exact tiles analyzed in Chapter[] a specific class of them
arouse our curiosity: double squares. The peculiarity of these polyominoes is that each of
them can be used to tile the discrete plane by translation in two different ways, that is the
reason why many studies were carried on to mark out their characteristics (|19, 20, 21]).
An example of double square is given in Fig. [[.3]

Combinatorics on words plays a special role in these studies, since polyominoes are coded
and uniquely identified through their boundary word. With the aim of reaching their
exhaustive generation, the authors in [21] defined the class of prime double squares, and
marked out many properties that are typical of their boundary words. In the same paper,
they stated the following
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Figure 1.3: A double square tile, together with its two different tilings of Z2.

Conjecture: two consecutive equal letters are never present in the boundary word that
identifies a prime double square.

Starting from this conjecture, in Chapter 5| we carry on the study of the properties of
prime double squares, specifically of their boundary words. We provide a proof to the
conjecture, that leads to a complete characterization of the boundary words of these spe-
cial tiles. This important result automatically leads to the generation with no repetitions
of a subclass of prime double squares, and finally to their enumeration with respect to
the semi-perimeter. We can summarize the main results of the chapter as

Theorem (see Theorem 5.3.13]). Let P be the boundary word of a polyomino, defined
on an alphabet ¥, and let be a € X. If P identifies a prime double square, then the factor
aa does not occur in the word P.

Moreover, a complete characterization of a subclass of prime double squares is provided
in Section [5-4] as well as their exhaustive generation with no repetitions, Section [5.5] and
their enumeration with respect to the semi-perimeter, Section [5.6
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Chapter 2

Sets of uniqueness for the
reconstruction of binary and
gray-scale images

In this chapter, we consider a discrete approach to the problem of the reconstruction
of images of given size starting from valid sets of directions. We face the problem of
ambiguity, very puzzling and relevant in the field of inverse problems, and develop some
techniques for the construction of sets of directions that guarantee uniqueness. We first
focus on binary images, and then move to the general case of more gray levels. In addi-
tion to important theoretical results, we also provide a practical reconstruction strategy
through the implementation of an algorithm, whose efficiency is supported by the exhi-
bition of experimental results.

The results described in this chapter are joint work with P. Dulio and S.M.C. Pagani
in [2] and [3].

2.1 Introduction and preliminaries

In this section, we give the motivations of our work together with the notations and the
mathematical tools we are going to use.

General framework

Tomography is the branch of inverse problems dealing with the reconstruction of un-
known objects using data acquired by means of X-ray radiation. The unknown object is
represented by a density function f : R® — R, whose support consists of the points of
the body we are studying, and that assumes different values depending on the different
materials that constitute the object. As a first simplification, we can assume to be in
the 2D case, since a 3D reconstruction can always be achieved through the reconstruc-
tion of a large number of suitable 2D slices. The collection of data is made by means of
parallel X-rays, that, starting from sources placed at a certain distance, hit the object
with prescribed slopes, or angles, so reducing their intensity according to the different
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densities of the body. The attenuation of the X-rays’ intensity is measured by means of
detectors and collected as a projection. From a theoretical point of view, if we collect
projections along all the possible angles in the interval [0, 7), then the density function
of the object can be easily and univocally computed using the analytic inversion of the
Radon transform [57]. We do not go into details, since the study of the continuous case
is beyond the scope of this thesis. Anyway, it is clear that the collection of data along all
possible directions is impossible in practice, and that some discretization is required. As
a matter of fact, the image is modeled as a set of pizels, whose size is determined by the
quality of the acquisition system, and reflects in the image resolution. Consequently, in
each pixel the density function f is constant. In this way, each point encodes the density
of the corresponding pixel, so a density function f : A C Z? — R is obtained, where A is
a finite subset of weighted points, in fact representing the object itself. In other words,
the image can be modeled as a matrix of size m x n, whose entries are real values that
represent the densities of the materials corresponding to the different pixels. As part of
the discretization process, the number [ of these materials is also few in general, and
reduces to [ = 2 if the unknown body is assumed to be homogeneous. In this case, we
speak of Binary Tomography, and the detection of the presence or absence of material in
the points of A reflects in the reconstruction of an m x n binary image. We call N := mn
the number of pixels of the image and || f|| = max¢ ;)c4{|f(£,7)|} the norm of the den-
sity function. We mainly work in the binary framework, but some results about the more
general case | > 2 will also be given.

Hajdu and Tijdeman [48] observed that the set of binary solutions is precisely the set
of shortest vector solutions in the set of functions f : A C Z? — 7Z with the given
line sums, provided that such solutions exist. This inspires us to focus on integer valued
density functions, namely, we assume that the line sums are integers. It is not obvious
that integer solutions exist for a given tomographic problem. However, this is guaranteed
by the following result of Stolk (Corollary 3.2.10 in [60], see also Lemma 2.3 in [32]):

Theorem 2.1.1 (Stolk [60]). Let A, S be given. Suppose all the line sums in the direc-
tions of S are integers, and there exists a real function g : A — R satisfying the line
sums. Then, there exists a function f : A — Z satisfying the line sums.

In particular, when dealing with an image on [ gray levels, we always mean a function
f:A—{0,1,...,1— 1}, with [ = 2 in the binary case.

We also work under the hypothesis of perfect acquisition of the data, meaning that no
noise is present in our modeling.

Modeling the tomographic problem: the grid model

As already mentioned, the modeling of the tomographic problem goes through a dis-
cretization process, that can take place at more levels, so leading to different models. For
our research, we make use of the grid model.

Discretization of the image. The pixels that constitute the grid A, as well as the
object to be reconstructed, have a finite size in general, given by the fact that the
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acquisition of data is made through a finite number of detectors. So, the density
function f can be correctly reconstructed up to the size of the pixels. Since we do
not have any information inside pixels, each of them can be collapsed in a single
point of the discrete lattice Z2, so that the reconstruction problem is studied in
such a discrete space.

Discretization of X-rays. X-rays are discretized as well, and become part of Z? as
discrete lattice lines, in other words, sets of points of Z? belonging to the same
continuous line (see the formal definition below).

Discretization of the density function. The object is supposed to be constituted of
| different materials, so that the density function is f : A C Z? — {0,1,...,1 —1}.
In case of homogeneous object, [ = 2 and we speak of Binary Tomography.

The grid model finally leads to the formulation of the reconstruction problem as the
detection of the solution of a linear system.

A lattice direction u = (a,b) is defined as a pair of co-prime integers, with a = 1 if
b=0and b =1if a = 0 (horizontal and vertical direction, respectively). Without loss of
generality, we can always assume a > 0. We denote S = {uq,...,uq} a set of directions,
with h = 2% a; and k = % |b;|. A line of direction (a,b) is given by the equation
ay = bx +t, t € Z, and, given a function f : A C Z? — Z, the projection along the
previous lattice line is Zan:b& 4+ f(§,m). In other words, if the object is homogeneous,
meaning that f only assumes value 0 or 1, the projection counts the number of points
of the object that are intercepted by X-rays taken along the direction (a,b). Once a set
of directions S is chosen, we can take all the measurements along S and collect them in
the vector of projections p € N®. Now, the reconstruction problem consists in solving the
linear system
Ax = p,

where x € {0,1}" is a vector of N unknowns, each of them representing a pixel of the
image to be detected, and A is the projection matrix. According to the grid model, A is
binary as well, since the generic entry a;; is equal to 1 if the j-th pixel is intercepted by
the i-th X-ray, and equal to 0 otherwise.

We finally recall some definitions of norm. For a vector x € R™, we denote ||x||s =

1

(Zf\;l x?) * its Euclidean norm, and ||x||; = Zfil |z;|. For a matrix A € RM*N_ the
1

Frobenius norm is ||A||r = (Eﬁl ;-V:l ]aijP) ’

Example 2.1.2. In Figure 2:1]is depicted a set of lattice points that represent a homo-
geneous object in the grid model. Black points stand for the presence of the body, white
points for its absence. To compute the projections along a given direction, we need to
count the number of black points that are intercepted by each line. Choosing the direc-
tions u; = (1,0), ug = (0,1) and ug = (2,1), we scan the object from left to right for
what concerns uq, from the bottom to the top for ug, and from the bottom-left corner
along us. The obtained vector of projections is

p=1[55,5,7,5,4,4;4,4,6,3,5,2,2,5,4:5,3,3,0,2,1,1,1,0,2,3,1,2,3,2,1,1,2,1,1,0,0].

17



D) A Vai
N\ N~ N> N>

Figure 2.1: The discretization of a homogeneous object consisting of 9 x 7 pixels. According
to the grid model, each pixel collapses in a point of the integer lattice Z2. In this case, the
coordinates are given by the bottom-left corner of the square representing the pixel.

Ghosts in Discrete Tomography

Ghosts as solutions of homogeneous linear systems. We recall that one of the
constraints that we have to face when we work in Discrete Tomography is the few number
of projections, so in general the linear system that we have to solve is strongly underde-
termined. Fixing a set of directions S, if we consider the associated homogeneous system
Ax = 0 we can find many non-trivial integer solutions in general, meaning that there
exist many non-trivial density functions having zero line sums along all the directions in
S. These objects are called S-ghosts, and are the reason of ambiguity in the reconstruc-
tion process. More specifically, we are interested in the study of binary ghosts, so ghosts
whose density function assumes value in the set {0, £1} only, since these are those ones
that can lead to the existence of different binary solutions (see Example [2.1.3)).

Example 2.1.3. Let us consider an image of size 3 x 3 and the set of directions S =
{(1,0), (0,1)}. After the acquisition of data, we get the vector of projections

p=[2,221,3,2]
and set up the following linear system to solve the tomographic problem:

T+ x9 + 13 =2
T4+ x5 + 16 = 2
T7 4+ x8 + 19 = 2
T +rx4t+a7r=1
To+ x5 +x3 =3

T3+ T+ x9 =2

where the pixels x1,...,x9 are encoded row-by-row, starting from the top-left corner.
We now consider the associated homogeneous system Ax = 0. There exist (at least) two
different non-trivial solutions,

g1 = [_1707+17070707+1707 _1}7
g2 = [+1707 713030707 71507+1}7
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both assuming values in the set {0,41}. In other words, g1 and gz are two binary S-
ghosts, that give rise to ambiguity in the resolution of the tomographic problem we set.
As an example, the following binary matrices have both projections equal to p along the
horizontal and vertical directions, but represent two different (binary) images, namely,
two different solutions:

01 1 1 10
x1=|(0 1 1 Xg=|(0 1 1
1 10 01 1
Notice that xo = x1 + g2.

Geometric description of ghosts. Ghosts can be associated to sets of weighted
lattice points, having zero line sums along prescribed directions. Given a set of directions
S, we call a weakly bad configuration with respect to S a pair of sets (Z, W) consisting
of 2k lattice points, z1,...,2x € Z and wy,...,wr € W, not necessarily distinct, and
counted with their multiplicity, such that for each direction u = (a,b) € S, a line with
direction u meets the same number of points in Z and W. In other words, if we consider
the configuration (Z, W) as an image, and we give a weight to the points according to
their multiplicity, considering a negative weight for the points in Z and a positive weight
for those ones in W, then a weakly bad configuration w.r.t. .S corresponds to an S-ghost.
If all the points in Z and W are distinct, we speak of bad configuration. Since in this case
all the lattice points have weight equal to 0 or £1, the associated ghost is binary.

Example 2.1.4. The set B of black points in Fig. and the set BR consisting of black
and red points in Fig. 2.2 represent homogeneous objects having the same projections
along the directions uy = (1,0), ug = (0,1) and uz = (2, 1).

This implies that the set G = B\ BR is a binary ghost. It consists of the circled and
filled red points in Fig. 2.2] corresponding, respectively, to the lists Z and W composing
the bad configuration.

N

Figure 2.2: A different solution to the tomographic problem presented in Example

An example of weakly bad configuration can be found in Fig. (a), where a point of
weight two is present.

Ghosts are not easy to avoid in general, as highlighted by the following result.

19



Theorem 2.1.5 (Hajdu and Tijdeman [48]). For any d € N, and for any set of directions
S ={u1,...,uq}, there exists a ghost with respect to S.

To show this, it suffices to start with two points of opposite weight, z; and wq, lying
on a line along the direction u;. Then, we consider a copy of these two points along the
direction wug, but changing the sign of the weights. Iterating this construction for d times
leads to the desired configuration. Example shows the iterative construction of a
bad configuration for the directions in S = {(1,0), (0,1),(2,3), (4,5)}.

Example 2.1.6. We provide an example of the iterative procedure that leads to the
construction of a binary ghost along the set of directions S = {(1,0), (0,1), (2,3), (4,5)}.
First of all, a bad configuration along u; = (1,0) is constructed, Fig. (a). Then,
such a configuration is translated along the direction ug = (0,1), changing the sign of
the weights of the involved lattice points, Fig. b). The same is repeated along the
direction uz = (2, 3), Fig.[2.3(c), and then along us = (4, 5), finally reaching the S-binary
ghost depicted in Fig. [2.3(d).

/L

&
&

. < & 32

() (b) () (d

Figure 2.3: The iterative construction of a (weakly) bad configuration along a prescribed set of
directions.

The previous construction is always possible, provided that we can move in the whole
lattice Z2. Differently, one can confine the tomographic problem in a grid A of size m x n.
In view of uniqueness of reconstruction, we want to investigate how to choose S such that
a (weakly) bad configuration does not exist inside the grid A. We will actually focus on
bad configurations, since we only need to avoid binary ghosts.

The problem can be faced from different perspectives: as an example, uniqueness of
reconstruction inside a finite grid of given size m x n is guaranteed by the Katz con-
dition [53], stating that it is not possible to have a ghost entirely contained in A if
h=23 (g p)es@ = mor k=73 cq|bi| > n. In this case, the explicit reconstruction
is obtained by means of the Mojette transform (see [46]).

On the other hand, one can assume that the set of directions S is valid inside the grid A,
meaning that h < m and k < n hold at the same time. We work under this hypothesis,
so looking for further constraints on the set S to avoid ambiguities. On one hand, the
hypothesis of validity allows to work with a reduced number of directions, that are also
not too long (in the sense of Euclidean norm) with respect to the grid size, in general,
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and so satisfy the characteristics that are required from a practical use. On the other
side, since such sets of directions produce ghosts, then further information is needed to
solve the ambiguity problem of reconstruction. As an example of prior information, the
knowledge of the number of gray levels [ will be a key point for the selection of suitable
sets of directions that guarantee uniqueness.

An algebraic approach to the study of ghosts

A further description of ghosts can be given in terms of special polynomials. This ap-
proach has been introduced by Hajdu and Tijdeman in [48], and here recalled.
Given a direction u = (a,b), we consider

2y —1 ifa#0,b>0,
2 —y b ifa#0,b<0,
x—1 ifa=1,b0=0,
y—1 ifa=0,b=1.

flap) (@, y) =

For the sake of brevity, we will write x* instead of z%°. Given a set of directions S =
{ui,...,uq}, we define

d
FS(‘T7 y) = H f(ai,bi)(mv y)
i=1
Using the notation u(A) =", c 4 u, with A C S, it results

Fi() = 3 (~1)/S-Mixeca),

ACS
Remark 2.1.7. We underline that the sign of the monomial x*4) depends on the
cardinality of the set A, more precisely from its parity. This will be a key point in our
approach for the detection of sets of uniqueness.

Given a density function g : A — Z, its generating function is the polynomial

Gylz,y) = > g(&m)aty",

(&meA

that associates to the lattice point (&,7) the monomial maSy”, with m the weight, or
multiplicity, of the corresponding point. So, we have a correspondence between generating
functions and sets of (weighted) points in the integer lattice.

Conversely, given a polynomial G(z,y), we denote by G (z,y) and G~ (z,y) the polyno-
mials given by the sum of the monomials in G(z, y) with positive and negative coefficients,
respectively. The corresponding sets of lattice points will be G, G* and G~. If ¢ is a ghost,
then the corresponding pair (G—,G") is a (weakly) bad configuration.
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Example 2.1.8. The polynomial associated to the set S = {(1,0),(0,1),(2,3),(4,5)} is
Fs(z,y) = (z = 1)(y — 1)(=%° — D)(a'y® — 1) = 2Ty — 2Ty® — 2% + 2%® — 2% +
2590 + xS — 24P — a3yt + 2Py L a2yt — a2 by — 7 —y + L

Looking at the configuration in Fig. [2.3(d), it is immediately clear the bijection between
the monomials in Fg and the lattice points in Fg. Monomials with coefficient —1, re-
spectively +1, correspond to white, respectively black, lattice points whose coordinates
equal the exponents of z and y. As an example, the origin corresponds to the monomial
290 = +1, while the white point (7,8) is associated to the monomial —z"y%. In this
case, Fg is a bad configuration, and in fact all the coefficients in Fg are equal to 1 in
absolute value (no multiple point occurs).

Theorem 2.1.9 (Hajdu and Tijdeman [48]). Given a set of directions S and a density
function g : A — Z2, g has zero line sums along the directions in S if and only if
Gy(z,y) = H(z,y)Fs(z,y) for some H(z,y) € Z[z,y].

The previous theorem basically states that each point of the discrete lattice whose coor-
dinates are given by u(A), for any A C S, can be associated to a monomial of Fs(z,y), up
to possible translations defined by the polynomial H(x,y). In particular, looking at the
monomials in Fg(z,y), we can immediately retrieve the basic (weakly) bad configuration
w.r.t. S. We denote such configuration by Fg.

2.2 Sets of uniqueness for binary images in a finite grid

We dedicate this section to the description of a family of valid sets of directions for the
unique reconstruction of binary images of given size. Starting from an important previous
result in the field, by Brunetti et al. [26], we introduce the concept of simple cycle of
uniqueness, and necessary and sufficient conditions for their construction.

2.2.1 Simple cycles

Let S = {ul,y\g,u3,U4}, with us = u1 +u2 +ug or us = ug +uz —ug, and u; = (ai, b;) for
i=1,...,4; S = £(u; — ug) s.t. u; € {ug,ug,ug —uy —u2}; D=+SUS; A= {(a,b) €
D s.t. |a| > |b|} and B = {(a,b) € D s.t. |b| > |al}.

Theorem 2.2.1 (Brunetti et al. [26]). Let S = {uy, u2, us, ug = u1 +ug £us} be a valid
set for the grid A = {(&,7) € Z2,0 < € <m,0<n <n},and S+, a; = h, S35 |bs| = k.
Suppose that g : A — Z has zero line sums along the lines in the directions in S, and
[lgl| < 1. Then, g is identically zero if and only if

min A > min{m — h,n — k} and HllbilnB > min{m — h,n — k},

lal

and
m—h<n—k,=V(a,b) €B |a|>m—hor|b]>n—k,
n—k<m-—h,=V(ab) €A |a]>m—hor|b>n—k,

where, if one of the sets A, B is empty, the corresponding condition drops.
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The theorem, that extends some preliminary results obtained in [25], provides necessary
and sufficient conditions for the selection of a set of four directions, valid in a grid of
size m x n, for the reconstruction of a binary image with no ambiguities. The authors
actually characterize sets already introduced by Hajdu in [47].

Despite the relevance of the above result, some drawbacks stimulate us to look for other
sets of uniqueness with similar but more general properties:

> Even if four directions represent a minimal choice for uniqueness (see Theorem 2.4
in [47]), larger sets could be desirable in view of explicit reconstruction algorithms.

> Using only four directions reflects in having large Euclidean norms, or very skew
slopes, which is undesirable from a practical point of view, since facilitates the
introduction of artifacts in the reconstruction process.

> The result with four directions provides uniqueness for binary images, but cannot
be applied in case of an increasing number of gray levels, even when [ = 3.

We define a cycle to be a set of lattice directions S = {uq,...,uq} such that there
exists a partition of S = IUJ with u(I) = u(J). A cycle is called simple if no other
pair {A, B} of disjoint subsets exists such that u(A) = u(B), that is, no other proper
subset of S is a cycle. By definition, we can always suppose, up to a reordering of indices,
that the direction wug is obtained as sums and differences of the others, being ugy =
Zle u; — Z?;,iﬂ wj, with I = {uy,...,ux} and J = {upy1,...,uq}. We underline that
the sets of uniqueness characterized in Theorem [2:2.1] are all simple cycles of cardinality
d = 4, that is the minimum number of directions that allow such a construction (see [47],
Theorem 2.4).

We are interested in the weakly bad configurations associated to simple cycles, in par-
ticular when the cardinality of the set is even. Indeed, this is the only case in which we
can avoid binary ghosts, according to the following result.

Proposition 2.2.2 ([2]). Let S = IUJ = {u1,...,uq} be a simple cycle. Then, the
associated weakly bad configuration Fg has a multiple point if and only if d is even.
Moreover, in this case there is exactly one coefficient of Fs(z,y) not in {0,£1}, and its
value is either +2 or —2.

Proof. We have to distinguish two cases, regarding the parity of the number of directions
in the set S. If d is odd, then |I| and |J| have different parities, being a partition of S. By
Remark it follows that the corresponding monomials in Fg(z,y), x“! and x*(/),
have opposite coefficient, and therefore vanish being u(I) = u(.J).

On the other hand, if d is even then the coefficients of the monomials x
have the same sign, since |I| and |.J| have the same parity. So, they are both equal to +1
or —1, thus resulting in the monomial +92x%(0) Since the cycle S is simple by hypothesis,
there is no other pair of sets {A, B} # {I,J} such that u(4) = u(B), so no other
pair of monomials that sum to a monomial with coefficient greater than one in absolute
value. O

u([l) u(J)

and x
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We underline that the double point is defined by the partition of the set S = IUJ, and
its coordinates in the discrete lattice are given by w([). From now on, we will assume
d > 4 and even, since other cases are not relevant for the results we want to achieve.

Example 2.2.3. The set of directions S; = {(1,—4),(6,5),(2,1),(3,2),(4,1),(2,-1)}
is an even simple cycle valid in a grid of size 19 x 15. Its unique double point has
coordinates A\s = (9,2), and it is related to the partition I = {(1,—4),(6,5),(2,1)},
J ={(3,2),(4,1),(2,—1)}. The polynomial associated to the weakly bad configuration
Fs,, depicted in Fig. a), is

Fs, = (x —y (2% — 1)(z*y — D(2’y* — 1)(z'y — D) (2? —y~!) =

g18y9 — p1Ty13 _ 16,10 _ 51648 | 15,14 4 15,12 15,7 L pddy 11 4 p0d, 9 14,8
g3y 13 4 1312 | p138 4 1306 12012 012010 4 512,94 1207 1204 a1 13 p 11,01
gl g8 — g1y 4 11g6 4 10011 10,10 10,8 4 10,5 4 01043 4 09,12 19,9 93907
2995 + 2992 + 28yl + 28y — a8yb — 28yt + 283 + aTyS — 2TyT +2TyS — 2Ty — 2Ty —
20y10 4 pByT 4 g8y5 _ g8yd _ p6y2 4 pBu8 4 p506 L g5y By pde6 | pdyS 4 a4y
23y7 4 23y 4+ 28 — 22yb — 22yt — zy + o

The exponents of the monomials in Fg, correspond to the coordinates of the points of
the bad configuration up to a translation of v = (0, Z(a pesb<o [b]) = (0,5), which does
not alter any of the following arguments (see Theorem .

Example 2.2.4. The set S = {(3,1),(1,2),(1,-3),(1,3),(2,3)} is valid in a grid of
size 15 x 15. Its directions form an odd simple cycle, defined by the partition I =
{(3,1),(1,2)}, J = {(1,-3),(1,3),(2,3)}. According to Proposition 2.2.2] Fg, is a bad
configuration, where no multiple points occur, see Fig. b). Indeed, the corresponding
polynomial has all coefficients equal to £1,

Fs, = 2%y — 2Ty12 — 2Ty — 27yS + 2610 4 2699 — 2695 4 264 4 2599 — 2598 — 2597 +
2Byt + aPyd 4 oty — T 4+ atyd — 2ty — a3y® — a3y ady® 4 eyt — adyd — a2+
228 — 22y% — 2292 + ayb + 2+ — o5

Even in this case, the exponents of the monomials correspond to the coordinates up to a
translation along v = (0, -, yyesp<o b)) = (0,3).

2.2.2 Enlarging regions

Before going on in our work about simple cycles, we need to introduce the concept of
enlarging region, useful when studying sets of valid directions in a grid of given size. We
entirely dedicate this section to its definition and description, since it plays a special
role both in the detection of sets of uniqueness and in the implementation of an explicit
reconstruction strategy.

Let us consider a finite grid A of size m xn, and S = {u1,...,uq} aset of directions valid
in A, with u; = (a;,b;) for i = 1,...,d. We recall that h = 3.7 a; and k = 3% |by].
The enlarging region associated to Fg is the rectangle

E={&n)st.0<¢{<m—h—-1,0<n<n-Fk-—1}.

Each point of the (weakly) bad configuration Fg can be paired with its own enlarging
region. Formally, given a point A € Fg, the enlarging region associated to X is the set of
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Figure 2.4: The (weakly) bad configurations associated to the sets Sy (on the left) and Sy (on

the right) described in Examples and

lattice points A 4+ E, obtained by translating each point of the rectangle E by the vector
whose coordinates are given by A. In a general framework, enlarging regions related to
different points can overlap. If this does not happen for some point, let us say A, we say
that the enlarging region associated to A is free. Figure 2.5]shows an example of enlarging
regions associated to the points of a weakly bad configuration.

In practice, the rectangle E characterizes the region inside which we can move a point
of Fg still remaining inside the grid A. Recalling how binary ghosts can be constructed
(see Example , the idea is to look for sets .S such that the construction of S-binary
ghosts is not possible without exceeding the grid size. This means that, if we move the
points of Fg inside their respective enlarging region, then the configuration keeps at least
one point with multiplicity strictly greater than one.

When considering the sets of uniqueness characterized by Theorem 2.2.1] the enlarging
regions of the associated weakly bad configurations show a peculiar behavior. Indeed, the
following result holds:

Theorem 2.2.5 (Dulio and Pagani [34], 35]). Let A be a grid of size m x n, S a set
of uniqueness for A defined as in Theorem [2.2.1] and As the unique point in Fg =
{Xo, ..., 14} that is counted twice. Then,

P

M+ E)N (Mg + E) =0 for all indices t # 4.

Theorem states that, in case S is a set of uniqueness chosen as in Theorem [2.2.1]
then the enlarging region related to the unique double point in Fg does not intersect any
other enlarging region, see Fig.

Example 2.2.6. The four directions S = {(3,-2),(3,—-1),(1,3),(5,—6)} constitute a
set of uniqueness in a grid of size 15 x 15, according to Theorem [2.2.1] The corresponding
weakly bad configuration is depicted in Fig. 2.5 where the enlarging region associated
to some pixels is highlighted in red. In this case, E is a rectangle of size 2 x 2. According
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to Theorem [2.2.5] the enlarging region associated to the unique multiple point (double
circled) does not intersect the others, that may overlap in general.

Sae

Figure 2.5: The weakly bad configuration associated to S = {(3,-2),(3,-1),(1,3),(5,—6)}.
In general, different enlarging regions may overlap, while the enlarging region associated to the
unique double point is always free.

Remark 2.2.7. Sometimes it is possible to choose a set of directions S such that no
overlapping occurs among all the enlarging regions associated to the points of Fg (see

Fig. for an example).

2.2.3 Forbidden translations and uniqueness

Even simple cycles are the easiest way to construct a weakly bad configuration having
only one multiple point, so in this sense are the easiest sets of directions that we can study
when looking for uniqueness results. Proposition [2.2.2] provides a necessary condition for
the construction of a weakly bad configuration, but the condition is not sufficient. Indeed,
as we showed in Example some translations which cancel the double point can be
applied to Fg, still keeping the bad configuration inside the grid A. Then, the next step
will be the characterization of the forbidden translations inside the grid, so to provide
conditions that are also sufficient for the existence of a double point. The proof, also
sketched in [2], follows the same steps used by the authors in [26], but we decide to
report it entirely for the sake of completeness.

Let us consider a vector w € Z2, that will represent a generic translation of the weakly
bad configuration Fg associated to an even simple cycle. We call f* and f{’ the den-
sity functions associated to the generating functions G v (z,y) = (x* — 1)Fg(x,y) and
Gy (r,y) = (x* + 1)Fg(z,y), respectively. Our aim is to characterize those vectors w
leading to bad configurations for f* and f%. We use the standard notation =3 to describe
the mutual parity of numbers, crucial point when considering the cardinality of the sets
that are involved in our proofs.
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Lemma 2.2.8 ([2]). Let S = {u1,...,uq} be an even simple cycle, with TUJ the partition
that individuates the unique double point u(I) = u(J) in the corresponding weakly bad
configuration. Then,

Lo ||/ <1if and only if w € {£(u(I") —u(J")) st. I' CI,J C J,|I'| = |J'|},
2. || f¥]] < 1if and only if w € {£(u(l") —u(J")) s.t. I' CI,J C J |I'| £ |J'|}.

Proof. The proof of both statements proceeds analogously, so we focus on f* only.
First, suppose that ||f¥]| < 1. We have that all the coefficients in the corresponding
polynomial G v (z,y) are equal to 0 or 1. By definition, Gyuv(z,y) = x*Fs(z,y) —
Fs(x,y), so we can write

Grole,y) = 30 (—1MIx ) — 37 (1) Blxu®), (2.1)

ACS BCS

We also recall that |S| is even, so that (—1)!8I=141 = (=1)I4 in Fg(z,y).

By hypothesis, S is an even simple cycle, with the unique double point in correspondence
of u(I) = u(J). Then, by Proposition there are only two monomials in with
coefficient greater than one in absolute value, and are precisely (—1)M12x®+u(D) and
(—1)‘I|2x“(1), given by the first and second sum, respectively. On the other hand, we
are assuming ||f%|| < 1. It follows that the monomial (—1)/I2x**%() in the first sum
vanishes with some monomial of the second sum having same exponent and same sign,
namely, there exists a subset K C S such that |K| =2 || and w+u(]) = u(K), meaning
w = u(K) — u(l). Since the sets I and J define a partition of S, there exist disjoint
subsets T' C I and J] C J such that K = T'U J]. We then have

w=u(T) +u(J]) —u(l) = u(Jj) — u(l}),

where I is the complement of 7" in I. Moreover, by considerations on the cardinality we
see that |I1]| =2 |J{|, as required.

Similarly, the monomial (—1)12x*(!) in the second sum vanishes with some monomial
in the first sum having same sign and exponent, that is, there exists H C .S such that
|H| =2 |I| and w+u(H) = wu(I). Since I and J define a partition of S, there exist @ C I
and Jj C J such that H = Q U Jj, and then

w=u(l) —u(H) = u(l) - u(Q) — u(Jz) = u(ly) — u(J3),

where I} is the complement of @ in I. Again, we underline that |I}| =5 |J5], as required.
In both cases, we showed that w € {+(u(l") —u(J")) st. I' CI,J C J |I'| = ||}

On the other hand, assume that w € {£(u(I') —u(J")) s.t. I' C1,J" C J |I'| = ||},
and we want to show that in this case ||f*|| < 1.

Let us consider two monomials having the same exponent in the first and second sum,
given by w + u(A) = u(B) for some A, B C S. By the hypothesis on w, we get u(B) —
u(A) = u(I") — u(J’") for proper I' C I and J' C J. We consider the following disjoint

subsets B]:(B\C)ﬁf A[:(A\C)ﬂl
By = (B\C)NJ A, —=(A\C)NJ,
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where C'= AN B. It holds
w=u(l")—u(J") =uB)—u(A) = u(B\C)—u(A\C) = u(Br) +u(By) —u(A;) —u(Ay).

Being A;,Br,I' c I and A;,B;,J C J,withINJ =0, A;NnB; =0 and A;N By =0,
we must have I’ = By U (—Aj) and —J = B; U (—Ay), where the notation —A points
out the set given by the elements in A after changing the sign of all their entries.
Finally, some considerations on the cardinality of these sets occur. We recall that, by
hypothesis on w, we have |I'| =5 |J'|, and then |B;U(—A;)| =2 |ByjU(—A)|. Being the
sets mutually disjoint, it holds

|Br| + |Azr] =2 |By| + Al

If |Br| =2 |By|, then |A;| =2 |Ay|, and consequently |A| =2 |B|. On the other hand,
if |By| #2 |Byl, then |Aj| #2 |Ay|, and consequently |A| #2 |B|. In both cases, the
monomials (—1)4lx¥+44) and (—1)IBIx*B) have the same coefficient and the same
exponent, and so can mutually cancel in Gyw, or sum to a monomial having coefficient
equal to £1. Therefore, ||f¥|| < 1, and the statement follows. O

So, we have a characterization of the single translations that we can apply to Fg to
cancel the unique multiple point of the weakly bad configuration. We address the set of
forbidden translations as

D= {+u(l")—u(J))st. I'CI,J C J}.

Notice that, as expected, if d = 4 the set D coincides with the set defined before Theo-
rem 2211

Example 2.2.9. Let us consider the even simple cycle analyzed in Example 2.2.3]
S = {(17 _4)7 (67 5)7 (27 1)7 (37 2)7 (47 1)7 (27 _1)}'

We refer to Fig. a) for the associated weakly bad configuration. The set S is valid in
a grid A of size 20 x 20, but is not of uniqueness. Indeed, it is possible to construct a
binary ghost, still remaining inside A, through the translation w = (0,2). According to
Lemma [2:2.8] we have

Gru(z,y) = (x* = 1) Fs(z,y) = (v* — DFs(z,y) = 2"y" — 2%y — 2Ty 4+ 217y'3 —
p16q12 4 1608 4 215,16 215,12 2159 4 15,7 4 414,13 o 14,10 o149 | 14,8
g13y15 4 1814 | 13018 _ p1312 4 213,10 18,6 12,14 4 212,11 4 512,10 12,7
21290 4 1294 plly15 | gLl 1110 11y 9 4 p 11,7 pl16 4 10,13 10,12
glOy1L 4 51008 1 10,7 01003 1 0014 09,12 0011 19,9 4 09,7 4 905 1 004 29,2 4
a8y13 — 28y® — 28y8 1+ a8yS + a8yt — 28yP 4 2Tyl0 — 2Ty 4 aTyT — aTyb — 2TyP 2Ty —
20y12 4 28y10 4 2649 — 2646 _ 4605 1 4602 4 gByl0 356 4 g5yd g5y g5y 4 By
whyB oty xS — aty® — 2390 + By 4 adyt — 28 — 228 a2yt — ayd oy +yT — 4P,
where no coefficient greater than one (in absolute value) is present. Referring to Fig.[2.4[a),
we can see that if we repeat the construction described in Example using the fur-
ther translation w = (0,2), the unique double point vanishes, and we obtain a bad
configuration still remaining inside a grid of 20 x 20 pixels.
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Now that we found the set of single movements that give rise to a bad configuration,
we are able to describe a generic function g assuming only values in {0, £1} inside our
grid. In other words, we can characterize, through the polynomial of the corresponding
generating function, any S-binary ghost inside the grid A.

Theorem 2.2.10 (|2]). Let S = {u1,...,uq} be an even simple cycle, with IUJ the
partition that individuates the unique double point u(Il) = u(J) in the corresponding
weakly bad configuration. Let g : Z? — Z be a non-trivial function having zero line sums
along the lines in the directions in S. If ||g|| < 1, then there exists » € N such that

r

Gylz,y) = > (0% + ux")Fy(,y),
t=1

where 0y, iy € {£1} and 2z, — v, € D.

The proof follows the same arguments as in [25] and [27], but we present it also here
to underline the analogies among the defined set D, the notion of independence ([27]),
and the notion of simple cycle. We also underline that such analogies are important for
a possible generalization of our results in many directions, as we will discuss at the end
of the chapter.

Proof. By Theorem Gy(z,y) = H(z,y)Fs(z,y) for some polynomial H(z,
that we can write explicitly as sum of single monomials, thus resulting in Gy(z,y)
S oioq 0ex* Fg(x,y), for some z; and with §; = £1, forall t =1,...,7.

Let us consider the unique monomial in Fg(z,y) with multiple coefficient, £2x%(/), This
corresponds in G4(x,y) to the translated point u(I)+z, forallt =1,...,r. Being ||g|| <1
by hypothesis, the double coefficient must be reduced by adding a monomial of opposite
sign, that is, for each t = 1,...,r there exists a point vy # z;, whose corresponding
monomial in H(z,y) has coefficient p;, = 1, such that u(I) + z; = vy + u(A4;) for some
A; C 5. Tt follows that

Y),

(0™ + px™) Fs(, y) = X" (0> + ) Fs (2, y)

has no multiple points and so, by Lemma[2:2.8 2z, —v; € D for all t =1,...,r.
We finally have that Gg(z,y) = > j_;(6x* + ux")Fg(x,y), with &, e € {£1} and
z — vy € D, and so the statement follows. ]

We are now ready to state and prove the main result of this section, that consists in the
characterization of simple cycles of uniqueness for the reconstruction, with no ambiguities,
of binary images in a grid of given size.

Theorem 2.2.11 ([2]). Let S = {ui,...,uq} be an even simple cycle, with u; = (a;, b;)
fori=1,...,d, Zgzl a; = h and Zle |b;| = k, and valid for a lattice grid A = {(&,n) €
725t 0 < ¢ <n,0<mn<m}. Then, S is a set of uniqueness for A if and only if for
each w = (w1, we) € D it holds either |wi| > m — h or |we| > n — k.
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Proof. We consider a function g : A — Z having zero line sums along the directions in
S and with ||g|| < 1. We have to show that g is identically zero if and only if either
|wi| > m — h or |we| >n—k for all w € D.

First, assume that there exists w = (w1, wz) € D with |w1| < m —h and |we| < n — k at
the same time, and let us show that a non-trivial binary S-ghost g exists.

Since w € D, by Lemmawe have either ||f*|| < 1 or [|f{[| < 1. We also know that
the polynomials G v (z,y) and Gyv (z,y) have degree less or equal than |wi[+h in z and
|wa| 4+ k in y, by our assumption on w. It follows that both f* and f}’ are non-trivial
functions and, being |wi| + h < m and |wa| + k < n, have support inside the grid A.
Then, we can choose g = f* or g = f¥, depending on which one has norm less than one.
On the other hand, let us suppose that either |wi| > m — h or |wa| > n — k holds for

each w = (w1, wz) € D, and let us consider g : A — Z, ||g|| < 1, a non-trivial function
having zero line sums along S. By Theorem [2.2.10},

r

Gg(.%‘, y) = Z((StXZt + Ntxvt)FS($7 y)a
t=1

with z; — v, € D and 0y, iy € {1} for all t = 1,...7, and the polynomial must have all
degrees less than m in z and less than n in y, being g defined inside the grid A. Again
by Theorem [2.2.10| for all t = 1,...,r the polynomial G4(z,y) contains the expression

(0¢x™ + x"* ) Fs(z,y) = X" (0™ 7" + ) Fis (7, y)

and, being z; — vy = (w1 (t), wa(t)) € D, it holds by assumption either |w;(t)| > m — h or
|wa(t)| > n — k. Since the degrees of Fg(x,y) are h in x and k in y, respectively, we get
that the degrees of Gy(z,y) are greater or equal than m in = or greater or equal than n
in g, in contradiction with our hypothesis. It follows that ¢ is identically zero, and this
concludes the proof. O

Example 2.2.12. The set S = {(4,-1),(4,1),(1,2),(3,—4),(1,—2),(5,8)} is a simple
cycle of uniqueness in a grid A of size 20 x 20. We describe here all the elements necessary
to verify the assumptions of Theorem [2.2.T1]

Size of the grid A: m x n = 20 x 20.
Validity of directions: h = 18 < 20 and k = 18 < 20.
Weakly bad configuration Fg: see Figure 2.6]

Associated polynomial:

Fs = (a' —y)(aly — D(wy® — 1)(@® —y*) (@ —y*)(@°y* — 1) =

g8 p1Ty18 1709 1 p 16,01 15,15 4 14017 4 14013 o 14012 514,10
g13y15 1314 | 218,12 4 213,10 4 (13,8 (13,3 12012 012,10 4 2125 4 212, 4
g6 ¢ plly14 _ p 11,3 210418 510,16 10,14 410,12 4 210,11 4 510, 7 4
29916 1 a9y g9y 18 _ox9v9 _ g905 1 p9y4 4 902 4 a8yl L 8T 086 o84
28y — 2® — 2Ty’ 2Tyt 4 2Ty + aByl7 £ 26y13 — g6yS — g6y6 _ 45915 1 45y10 4
2598 + 20y8 1+ aPyt — 25y3 — py® — atyS + 2ty® 4+ oty — 23y + a2y — xy® — xS + o7
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Double point: \s = (9,2), whose coordinates are given by the monomial with double
coefficient up to a vertical translation along the vector v = (0,32, y)esp<o [b]) =
(0,7).

Size of the enlarging region: £ =1 x 1.
Set of forbidden translations:

D = +{(0,4),(0,5),(0,7),(1,-2),(1,2),(1,3),(1,5),(1,7),(1,9), (2, —6),
(2,5),(2,7),(3,-8),(3,—4),(3,1),(3,3), (4, =6), (4, 1), (4, 1), (4,3),
(4,5),(4,6),(5,1),(5,3),(5,4),(5,8),(6,6),(7,2),(8,0),(8,4)}.

It is easy to check that for each w € D the conditions of Theorem [2.2.11] are satis-

fied. Therefore, any translation that could lead to the construction of an S-binary ghost
exceeds the size of the grid A.
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Figure 2.6: The weakly bad configuration Fg associated to the simple cycle of uniqueness
described in Example The translation along the vector w = (4,1) € D, in blue, exceeds
the grid size, thus preventing the construction of a binary ghost inside A. The same holds for all
the other vectors in D.

Remark 2.2.13. Comparing Theorem [2:2.T] and Theorem [2.2.17] the latter is an exten-
sion of the previous one, where the cardinality of cycles was fixed at d = 4. The key points
for the characterization of sets of uniqueness are the set D of forbidden translations and
the enlarging region F. In fact, it is crucial that the directions in D exceed the size of
E, meaning that a binary ghost cannot be constructed still remaining inside the grid A.

Practical implications (and improvements) of our results can be summarized as follows:
sets of uniqueness can be found with no restrictions about the number of directions, aside
from the even cardinality, so leaving more freedom in their choice, especially concerning
their length and skewness. As previously discussed, these properties are very important
from the point of view of real applications.
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2.2.4 Sets of uniqueness for gray-scale images

In this section, we focus on some preliminary results that we achieved for gray-scale
images. Our research still bases on a uniqueness result, and aims at generalizing to [ > 3
gray levels the same techniques used for the binary case.

Theorem 2.2.14 (Brunetti et al. [28]). Let [ > 3,and S = {u; : t = 1,...,2l} be a valid
set of lattice directions for a given grid A of size m xn. Suppose that w; +uj1; = uj+ui;,
and both w; € S and w;4; € S cannot be written as sum of directions of S\ {u;, iy},
fori,j=1,...,1. Set (a,b) = u; + w44, and

D ={t+ws.t. w=u(X) - (a,b) #0,X C S}.

If, for each w = (wy,w2) € D, either |wi| > m — h or |wa| > n — k holds, then each
g : A — Z with zero line sums along the directions in S and s.t. ||g|| < [—1 is identically
Z€ero.

First of all, we can notice many analogies between Theorem and the uniqueness
results provided for binary images (see Theorems [2.2.1| and [2.2.11]), but it is important
to underline that, for [ > 3, the uniqueness conditions described in Theorem are
sufficient but not necessary. Indeed, the set D provided in Theorem [2.2.14]is larger than
the set of translations that allow to lower the multiple point still remaining inside A.
Moreover, as shown in the following Example 2.2.15] sets of uniqueness with an odd
number of directions can exist when [ > 3.

Then, as far as we know, differently from the binary case, a characterization of sets of
uniqueness in case of gray-scale images is not available in the literature yet.

Example 2.2.15. If we consider a grid A of size 34 x 34, the set of directions
S = {(1’ 1)7 (17 _2)’ (374)7 (5’ 3)7 (17 6)7 (17 7)a (37 _10)}

provides uniqueness for an image on [ = 3 gray levels. Indeed, there are two points in the
weakly bad configuration Fg having weight equal to 3, and it is not possible to decrease
their multiplicity remaining inside A (see Figure .

Actually, the size of the grid can be increased in the horizontal direction to any value
m > 16, still keeping the uniqueness property for the set S. Indeed, any forbidden
translation exceeds the grid size vertically, if n = 34.

As a matter of fact, the idea that lies behind the uniqueness result provided in Theo-
rem is exactly the same carried on in case of binary images. It is essential to find
a set of valid directions that gives rise to a weakly bad configuration with at least one
point having multiplicity greater than or equal to [, thus preventing the existence of an
S-ghost for [ gray levels images inside the grid A. So, again we need to describe the set of
the corresponding forbidden translations. As we already pointed out, the set D described
in the statement of the theorem does not match the set of forbidden translations, but is
slightly larger.

In fact, as shown in Example [2.2.T5] it is not always necessary to choose 2 directions for
the unique reconstruction of an I-gray levels image. We now give a different interpretation
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Figure 2.7: The weakly bad configuration associated to the set S described in Example
Double and triple points are doubly and triply circled, respectively. Any translation that may
lower the multiplicity of the triple points (vertically) exceeds the size of the grid, that is 34 x 34
pixels. Actually, the set S is of uniqueness in any grid of size m x 34, with m > 16.
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to the construction of the weakly bad configuration Fg, in terms of paths defined by
subsets of directions, that allow to better visualize how multiple points with suitable
weights can be easily created.

For each I C S, define the multisets EFg = {u(l)s.t. I C S,|I| even} and Og =
{u(I) s.t. I C S,|I| odd}, with each point w(I) counted with its proper multiplicity.
Then, it results that the pair (Eg, Og) is an S-weakly bad configuration, and each subset
of directions I C S can be seen as a path from the origin leading to the lattice point
u(I) in an even (or odd) number of steps. For a fixed lattice point (§,7n) € Fg, each even
path leading to (£,n) contributes with a weight of 41 to its final multiplicity, while each
odd path contributes with —1 (or vice versa, depending on the parity of |S|). So, for the
construction of a point with multiplicity equal to m(&,n) = [, it is sufficient to have [
distinct even |odd| paths leading to (£,7), where [ is apart from cancellations, meaning
that every pair of paths with different parity leading to the same lattice point counts
zero. This is exactly the construction that leads to simple cycles of uniqueness for binary
images, where the partition S = IUJ individuates two paths, with same parity, leading
to the double point u(I). It is also clear by this construction why it is not possible to
have a simple cycle of uniqueness with an odd number of directions. Indeed, this is the
case in which the paths given by I and J have different parity, and so contributes to the
multiplicity of u(I) with opposite weights, deleting it in actual fact.

In this sense, the construction provided in Theorem [2.2.14] can be seen as a generalization
of simple cycles of uniqueness, where the number of directions 2/ is the minimum possible
and all the paths have length 2, the easiest case. In Example we showed a set of
uniqueness of odd cardinality, where the multiple point is reached by three distinct paths
of odd length. We underline again that the lengths of the paths can differ each other, in
general, and that their parity is the only property that matters.

When constructing these sets of directions, it becomes more difficult to control all the
points of Fg and their behavior, as well as the computation of the set of forbidden
translations D. We do not have a complete description of them at the moment, but
we carried on a more theoretical study about the geometrical properties of gray-scale
solutions, that give us some hints for a possible reconstruction strategy.

2.3 Theoretical aspects for a reconstruction strategy

In this section, we present a strategy for the reconstruction of a binary image of size
N inside a given grid A. While in the previous section we showed how to find sets of
directions that guarantee uniqueness, here we describe a rounding method that enables
us to reconstruct the unique binary image starting from the solution of Ax = p having
minimal Euclidean norm, x* € RV, This is a solution of the tomographic problem having
some relevant geometric properties. It is real-valued in general, and easy to compute
starting from the linear system and the singular value decomposition of the matrix A. In
practice, since we deal with matrices of huge dimension, we will use numerical methods
to compute an approximation X of such a solution. The same approach was already used
in [34] for the implementation of the algorithm BRA, and what we present here is actually
its extension to simple cycles of uniqueness.
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We start recalling an important result achieved in [13] for binary solutions:

Theorem 2.3.1 (Batenburg et al. [I3]). Let X be a binary solution of the tomographic
problem Ax = p, and x* the (real-valued) solution having minimal FEuclidean norm.
Then,

IIp||1

2 — B,

X — x|z =

where d is the number of employed directions.

The previous theorem states that the minimal norm solution is actually the center of a
hypersphere which contains all the binary solutions of the tomographic problem Ax = p.
For this reason, x* is addressed as the central solution. Moreover, we fix the notation X
to point out the unique binary solution of the tomographic problem Ax = pg, where pg
is the vector of projections collected along the directions of a simple cycle of uniqueness

S.

2.3.1 Geometric properties of binary and gray-scale solutions

Starting from the basic idea arising from Theorem we carry on a study concerning
geometrical properties of gray-scale solutions, in order to get hints for possible recon-
struction strategies. We consider the tomographic problem Ax = p associated to the
following parameters: N the number of pixels of the solution, [ the number of its gray
levels, S the set of directions along which we collect projections, and s the number of
measurements, i.e., the size of the vector p. We call §(S, s, N) the set of all real-valued
solutions of the tomographic problem such defined. We are interested in the subset of
S(S, s, N) of integer solutions.

Lemma 2.3.2 ([3]). Allx € §(S, s, N) belong to the hyperplane 7 : 214 - -+xny = %.
Proof. Let us consider x a solution of the tomographic problem Ax = p. Since all the
entries of p are greater than or equal to zero, it results

s s N s
Ipl[1 = sz‘ = Z Zaz‘jfﬁj = Zaﬂm +apx2 + - + aNTN-
i=1

i=1 \j=1 i=1

On the other hand, A is such that in each of its column there exist exactly |S| entries
equal to 1, that is, 35_ a;; = |S| forall j = 1,..., N. It follows that ||p||; = |S| 2N, z;,
and so the proof. O

Lemma 2.3.3 ([3]). It results ||A||r = /N|S|.

Proof. Tt directly follows from the definition of Frobenius’ norm and the fact that A is a
binary matrix with exactly |S| entries equal to 1 in each column, so that

s N
IAIF =D layl> = NIS|.

i=1 j=1
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Lemma 2.3.4 ([3]). The line through the origin of R" and orthogonal to the hyperplane
m intersects m in a point C corresponding to the uniform image.

Proof. We consider the parametric equations of the line through the origin and orthogonal
to m, that are
.TZ‘:A, izl,...,N,

el _ Pl

for some A € RY. Intersecting such a line with 7, we get \ = NS = JIA[Z and so the
F
point C = ( le\; ey Hp”é ), that is the uniform image.
IIAll% 1A% -

As we already mentioned, the authors in [I3] showed that all the binary solutions of a
tomographic problem belong to a same sphere centered at the solution x* with minimal
Euclidean norm. A similar result holds for all real-valued solutions:

Theorem 2.3.5 ([3]). All x € S(S,s,N) having the same Euclidean norm belong to
a same (N — 2)-dimensional hypersphere contained in 7, ¥(C, rx), centered at the uni-
form image C. Conversely, all x € S(S5,s, N) that belong to such (N — 2)-dimensional
hypersphere have the same Euclidean norm.

Proof. We consider two solutions x and y of the tomographic problem having the same
Euclidean norm, ||x|2 = ||y||2- By Lemma they both belong to 7 and to the
(N — 1)-dimensional hypersphere centered at the origin, that is, x,y € X(O, ||x]||2) N 7.
Such an intersection is an (N — 2)-dimensional hypersphere whose center lies on the line
through the origin and orthogonal to 7, and so, by Lemma [2.3.4] is the uniform image.
On the other hand, if we consider the (N — 2)-dimensional hypersphere ¥(C,ry) =
(0, ||x]]2) N7, we immediately get r2 = ||x||3 — ||C||3 by Pythagoras’ theorem, and so
the thesis. O

The previous result, together with Theorem [2.3.1] leads to the following

Corollary 2.3.6 (|3]). If C # x*, then binary solutions belong to an (N —3)-dimensional
subsphere of 7.

In case of gray-scale images, it is possible to give an estimate of the radius of 3(C, rx):

Corollary 2.3.7 (|3]). If x € S(S,s,N) is a gray-scale image and X € S(95,s,N) is a

binary image, then
N -1
Vi = 1) << ay/——.

where ¢ = [|X||3 and 7y is the radius of X(C, ry).

Proof. Let us consider x,X € §(S5, s, N), with X a binary image. Since binary solutions
are the shortest with respect to Euclidean norm, we have that

Thm. 237 X
re "B s — (1018 = (Il - IICIE.
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Since X is a binary image, it holds ¢ = Zfil 72 = HE!"I and so, by Lemma [2.3.4
2 2 2

IAllZ ~ NISP N

It follows ry > 1/q — %, and so the lower bound is given.

On the other hand, since all gray-scale solutions belong to the hyperplane 7 : 2y +--- +

TN = Hg‘ll, we have

YN el
i< (3a) - -
=1

and then, by Theorem 2.3.5] the upper bound

2
< 2 eIz <q/q2— L.
rx < Xeg?;?’N)\lx\IQ ICll5 <4/ q N

We conclude the study of the set of solutions S(S, s, N) and their geometric properties
by considering the N-dimensional hypercube HV, having one vertex at the origin, sides
of length 1 parallel to the coordinate axes, and all vertices with non-negative coordinates.

O

Lemma 2.3.8 ([3]). If S(S, s, N) contains a binary solution, then el ¢ {0,...,N}.

5]
Proof. Let us consider v a vertex of the hypercube HY. We have ||v||2 = ||v||i €
2
{0,..., N}. Since each binary image corresponds to one of the vertices of H", it follows
”El"l = ||v||3 for some vertex v, and so the thesis. O

Theorem 2.3.9 ([3]). Let N > 2 and 0 # ¢ = % < N. Then, 7 is the unique affine
hyperplane of RV containing the set of all vertices of HV having two-norm V4

Sketch of the proof. We consider all the vertices of HV having Euclidean norm equal to
v/, where we recall that g = %. Let us denote this set Hév. By definition, each v € Hév
has q entries equal to 1, and so v € w. Then, we have to prove that there does not exist
any other affine hyperplane in RV containing the set Hév .

We define e, = (04-1,1,0y_,) the vector having all entries equal to zero except for
the k-th entry, that is equal to 1, and we denote v; = (1,-1,0,14—y41,0n_q—1) for
r=1,...,q the vertex in Hév having the r-th entry and the last N — ¢ — 1 entries all
equal to 0. Then, we can write e; as a linear combination of elements of Hév, that is,

-1 1 1
q v%+gvé+~--+avé+l.

e = —

A gimilar argument holds for all e,, with k = 1,..., N. It follows that Hév spans RY,
thus implying that all the elements of Hév belong to the same affine hyperplane. O
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Remark 2.3.10. Theorem [2.3.9) actually shows that each solution of the tomographic
problem can be obtained as a linear combination of elements of H, é\] .

The previous remark suggests a possible approach for the computation of the solutions
of the tomographic problem. We recall that we are looking for integer solutions on [ gray
levels, so we need a specific algorithm for their computation. On the other side, real-valued
solutions can be retrieved using standard numerical techniques already available in the
literature. Since all the solutions are linear combinations of elements of H, év , the idea is to
start from the central solution x*, easy to compute, and then manipulate the coefficients
of the corresponding linear combination to move to a suitable integer solution. In case
of binary images, such a manipulation results in a rounding operation, that leads to the
implementation of the algorithm BRA [34]. In case of gray-scale images, with [ > 3, a
correct algorithm still does not exist, up to our knowledge, but some experimental results
suggest that similar techniques could work even in this case (see Section .

2.3.2 A rounding theorem

Let us consider the weakly bad configuration Fg associated to the simple cycle of unique-
ness S. As turns out from the proof of Proposition it is composed by 2151 — 1 dis-
tinct lattice points A;, all of them with multiplicity equal to £1 or +2. We divide them
in two sets based on the sign of their weights, thus defining the sets of indices I~ and
I't. Depending on the sign of the unique double point A5, we have [I~| = 2/5=1 and
|IT] = 21911 — 1, or vice versa. For a fixed vector contained in the enlarging region,
w € F, we consider the bad configuration G,, = Fs + w obtained by translating a copy
of Fg after changing the sign of the weights, and the associated binary S-ghost

0 lf (x,y)%Qw,
guw(z,y) = 1 if(x,y)=XNi+w,iel",
-1 if(zyy)=Ni+w,iecl".

Then, the central solution x* can be written as the sum of the unique binary solution X
and the S-ghost g,,, namely,

X&) =X(Em) + D ahguw(€n)

weER

for all (§,m) € A and some coefficients «;, € R. We also recall that g, (&,n) takes
value equal to the multiplicity m(&,n) of the point (£,7n), that is different from zero
if and only if we are in the set |J,cp Gw. Then, it is sufficient to compute the value
Y weE Ypdw(&,n) for all the lattice points in A, and then the binary solution can be
immediately reconstructed starting from x*. The multiplicity values m(&,n) are well
known from the structure that we chose for S, an even simple cycle, while the values
o, can be computed through an easy rounding operation, as showed in the following
Theorem 2311} As previously mentioned, our result is a generalization of Theorem 13
in [34], and also the proof proceeds similarly.
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Theorem 2.3.11 ([2]). Let S be a simple cycle of uniqueness for an m x n lattice grid
A, and let x* be the central solution of the tomographic problem Ax = pg. Then, for
all w € F, it results

a;, = x"(As +w) — round (x*(A\s + w)),

with As the unique double point in Fg and round(x) the closest integer to x.

Proof. We recall that S is an even simple cycle, so that m(§,n) € {£1,+2} for each
(&,m) € Fs, with one only multiple point, A\s € Fg, such that |m(\s)| = 2.
We define the function f: R — R for all w € E,

flaw) = Y (R +w) + awm(A))™.

iel—ul+

Now, when considering a general real-valued solution y of the tomographic problem
Ax = pg, we have

Iylp = Y. YEm= > (X&m+ D awgu&n)

(&meA (&meA weE+(§n)
2
= > e+ Y (®em+ Y awge(En)
(EMEGw (£&mEGw weE+(£,m)
= > REnN+D | Y ®N+w) + awge (i +w)?
(€mEGw weE |iel~uIt
= Y e+ | Y &+ w) +awm))?
(EmEGw weE |iel-ul+
= Y R+ flow).
(Evn)ggw wek

Since we are interested in the central solution x*, that corresponds to that one with
minimal Euclidean norm, we need to minimize ||y]||3. This value is given by the sum of a
constant positive term and |E| copies of the non-negative value f(ay,), so it is sufficient
to minimize f with respect to each variable. Computing its derivative, it results

Y icr-ur+ MUA)X(A; + w)
Zz’el—uﬁ' m2(\;)

We make some considerations about the value assumed by «. If the double point As
has negative sign, then m(\;) = —2, |I7| = 21511 — 1 and |I*| = 21°I=1. On the other
hand, if its sign is positive, we have m(\s) = +2, [I7| = 2157t and || = 2I5I=1 — 1.
Then, o, achieves its minimum value when X(A;) = 0 for all ¢ € I~ and X(\;) = 1 for
all ¢ € I't, while its maximum when X()\;) =0 for all i € IT and X()\;) =1 foralli e I,
As a consequence, we get that

*
Qo min = Qy =
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x Soiert M) Doier- m(AY) olS|-1  9ls|-1
o, € |— , _|_ ’
2151 42 2151 127 21T 12

C [—; ﬂ . (2.2)

By Theorem [2.:2.7] we know that there exists a unique ay, to be computed for each pixel
in \s + E, and therefore, by Eq. (2.2),

v 2181 + 2

round(x*(A\s + w)) = round(X(\s + w) + a},) = X(As + w).

It follows that the binary solution X is exactly reconstructed in As + E.
Moreover, being x*(A\s + w) = X(As + w) + o), we can also explicitly compute the value
of each o, that is,

ay =X (As +w) —X(A\s + w) = x"(A\s + w) — round(x*(\s + w)),
thus concluding the proof. O

As a consequence, the values «;, can be immediately computed from x*, and the binary
solution can be retrieved from the central solution as X(£,1) = x*(&,7) > e p Q9w (&, 1)

Corollary 2.3.12 (|2]). Let S be a simple cycle of uniqueness for a lattice grid A. Then,
the unique binary solution X is uniquely and explicitly reconstructible from the central
solution x*.

An important remark is the following:

Remark 2.3.13. If we choose S in a way such that in Fg all the pixels have disjoint
enlarging regions, then X(£,n) = round(x*(&,n)) for all (¢,n) € A. This is due to the
fact that each pixel in X differs from the corresponding pixel in x* for one value «;, only
and, since they all belong to the interval (—%, %), the rounding operation is sufficient for
its computation. Even if trivial in the theoretical aspect, this is very important from a
computational point of view, since such a characteristic in a simple cycle of uniqueness
allows to define a reconstruction algorithm that is more efficient both in terms of running

time and computational cost, as highlighted in our experimental results.

2.4 Reconstruction of binary and gray-scale images

We are now ready to describe the reconstruction algorithm e-BRA, implemented as a
refinement of the algorithm BRA in [34], where the only admissible input was a set of
uniqueness as in Theorem We report its pseudo-code in Algorithm

As we already noticed, the algorithm essentially computes the central solution of the
tomographic problem and then, after suitable adjustments and roundings, the unique
binary solution. Some comments:
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Algorithm 1. e-BRA

Input: An unknown image A of size m x n, a simple cycle of uniqueness S for A

Collect the vector of projections along the directions in S, and set the tomographic problem
Ax = pg;

Using a suitable subroutine, compute an approximation of the solution with minimal
Euclidean norm, X;

Compute the double point A\; € Fg and the enlarging region E;

for all w € E do
| compute o, = X(As + w) — round(X(As + w)) and gy, (&, 7);

end

Compute X(&,7) = X(&,1) — X ep Ywduw(&:M);
Output: X

Computational cost: e-BRA is divided in two main phases. We first have the com-
putation of an approximation X of the central solution. The computational cost of
this step depends on the choice of the algorithm that returns X, that can be ar-
bitrarily chosen. In our implementation, we exploit the Conjugate Gradient Least
Square algorithm (CGLS), whose cost in the input size is O(s\/mn), with s the
size of the vector of projections pg. During the second phase, e-BRA computes
the weakly bad configuration Fg and then the enlarging region of each point, thus
resulting in a computational cost of O((m — h)(n — k)(nm)). As a conclusion, we
have that e-BRA runs in O(max{sy/mn, (m —h)(n—k)(nm)}) time [34]. Actually,
a proper choice of the set S can reduce this cost to the running time required for
the calculation of X only. Notice that this cannot be further reduced.

Choice of the subroutine: instead of CGLS, many other subroutines can be chosen.
In particular, the linear modeling of the tomographic problem is well suited for
quadratic integer programming algorithms too. As previously remarked, this choice
becomes essential for the improvement of e-BRA, since the computation of X cannot
be avoided.

Cardinality of the set S: potentially, the set S can contain any even number of suit-
able directions. A higher cardinality results in a smaller size of E, and so in a re-
duction of the computational cost for the calculation of the values ay,. On the other
hand, the size of collected data highly increases, as well as the required cost for com-
puting X. From our experiments, it seems that the best choice is |S| = 6, with the
unique double point As determined by two sets of equal cardinality, |I| = |J| = 3.
A further improvement consists in the choice of sets S leading to enlarging regions
intersecting in a reduced number of points, or even, possibly, mutually disjointed.

Example 2.4.1. We describe the implementation of e-BRA, step-by-step, on a small
image of 15 x 15 pixels, depicted in Figure We use a simple cycle of uniqueness of
six directions, S = {(2,-1),(2,-3),(3,2),(1,2),(2,1), (4,-5)}.

First of all, the algorithm collects the projections along S and sets the tomographic
problem Ax = pg. We do not report the data explicitly, since the dimensions are too
large (A € {0,1}382%2% and pg € N382).
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Then, using the CGLS algorithm, an approximation X of the central solution is computed.
We stop the subroutine after « = 13 iterations:

0.9862 —0.0028 0.9904 0.0098 0.0264 0.9407 —0.0130 0.9638 0.7437 0.8720
0.8325 0.0410 —0.0316  —0.0080 1.0173
—0.0024 0.9914 —0.0055 —0.0073 0.0239 —0.0473 0.0803 0.0499 1.1179 1.0266
1.1064 1.1964 0.0882 0.9353 0.0069

0.0004 —0.0181 1.0439 0.9892 0.0008 0.1684 —0.0138 1.1518 0.9853 0.2706
0.8528 1.1044 1.0677 —0.0072 0.0053

0.0078 0.9783 0.0288 —0.0817 0.0321 —0.0834 —0.0126 0.8700 —0.2064 0.9539
0.9756 0.0130 1.0319 —0.0412 1.0760

0.0308 0.0326 0.0462 0.2594 1.0827 0.2275 —0.1575 0.3360 —0.1508 1.0140
0.9956 1.0907 —0.0370 0.7510 0.9952

0.0398 0.8913 0.9733 0.8967 —0.0263 0.8737 0.7553 0.0458 —0.0001 0.9627

—0.1126 —0.1026 0.0492 0.8485 0.9482

0.8918 0.9873 0.7817 0.9773 0.7196 0.2573 0.8236 0.9757 —0.0741 0.0672
0.1362 0.9200 0.3483 0.0662 0.1618

S 0.0747 1.0416 1.1361 1.1981 0.0297 0.1061 —0.0251 0.0348 0.9670 0.8631
X = 0.1246 0.9641 —0.1041 0.8902 —0.0749
—0.0477 1.0824 0.7392 0.1516 0.9709 1.0280 0.9036 0.1022 1.2764 —0.3104

0.0739 0.8967 0.1148 0.8216 0.0573

1.0144 0.0345 0.8415 1.0719 0.0864 0.1403 0.0463 0.9658 1.1908 0.0766
0.0565 0.1261 1.0815 0.1489 0.9600

0.9394 1.0721 —0.0563 0.0829 0.9510 0.8715 0.0297 0.5774 —0.0563 0.7465
1.1238 —0.1512 0.9632 —0.0377 0.0075

0.9438 0.0209 —0.0673 0.0733 0.0331 0.8871 0.0373 1.0855 1.0711 0.0654
—0.0177 0.0803 —0.0560 —0.0029 0.0230

0.9787 0.0327 0.9519 0.9652 0.2806 0.9389 0.1117 —0.0789 0.2100 —0.1226
—0.0219 1.0163 0.0110 —0.0013 1.0114

0.9780 0.0398 0.9824 —0.0134 0.9777 0.8951 0.8634 —0.1066 0.8953 1.0784
1.0031 —0.0043 0.0325 1.0001 0.9893

0.9880 0.0094 0.0478 0.9997 0.1022 0.8954 0.1530 0.0670 0.0015 0.0020
0.0016 —0.0140 —0.0042 0.0083 0.0049

We observe that X is a real-valued solution, with both positive and negative entries.
Finally, e-BRA computes the double point Ay = (7, —2), the enlarging region £ =1 x 1,
and then provides as output the matrix

b
I

e e i e B e B i e i an B en B e BN an
OO OO RO MMEME OFRORFRO
O R OO R R KMEMERE OO RO M-
—HOMrRPR OO, OFRMFERFEROOROO
O OO RO, OF,OF,OOOOo
— = = = O OO0, OO0 0O
ORH OO RO, FHFOOOOO
SO OoOR PR OO, OORFRRFEOF
O R ORrRORFR PR PP OOOOHFHRFF
O OO RrROORHRORFHREFEOR
O R OO R OOOOO R = -
SO OO0 HFRFORFRORFEO
OO OO, HODODOOOHHOOOD
OR OO FHFORFRFEFOO~O
ORr P OO, OOORFrRRFRFRFEOOH
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that is exactly the binary representation of Fig. [2.8] We conclude that e-BRA performed
a perfect reconstruction of the input image.

= AR
@':- i
Figure 2.8: The binary image of size 15 x 15 on which we performed e-BRA, step-by-step.

2.4.1 Binary images

In order to give practical evidence to our results, we tested e-BRA for the reconstruc-
tion of four binary images already used in literature for similar experiments [34]. Each
phantom has a size of 512 x 512 pixels, and they are all depicted in Figure

Figure 2.9: The four phantoms that we used for our tests.

The four images are quite different in shape and geometrical properties, so particularly
suitable for our tests. We start with a very simple shape, representing a connected and
slightly convex body, Fig. . We then move to an object with indented borders,
but essentially connected (unless some missing pixels), Fig. We finish with two
non-connected bodies, increasing the irregularity of their shape and borders, Fig.
and Fig. [2.9(d)

Since we basically extended BRA allowing cycles of any size, we compare our results ([2])
with those ones published in [34]. Using the same iterative subroutine, CGLS, we show
that our implementation requires a very lower number of iterations to achieve a perfect
reconstruction of all four phantoms, and that the running time of the whole algorithm
can be drastically reduced with a correct choice of the input set S. Since we deal with
grids of big size (512 x 512 pixels), our strategy for the generation of cycles of uniqueness
consists in the following: we randomly generated about 10° sets of six directions, and
then checked for each of them if the hypothesis of Theorem [2.2.17] were satisfied. The
value d = 6 has been chosen as the first generalization of d = 4, that is the size used for
the experiments in [34]. Furthermore, we randomly generated sets of directions satisfying
the condition uq +wug +u3 = ug +us+ug. The reason of this choice stands in the fact that

43



having |I| = |J| = 3 helps to keep a sort of balance among the directions with respect to
their length, in the sense of Euclidean norm, thus avoiding to pick the direction ug very
skew. In general, the random generating algorithm can be slightly modified to get simple
cycles of uniqueness of any size and with any admissible partition |S| = |I| + |J].
Among all the suitable outputs, we selected two sets of directions:

Sy = {(92,-47), (91, —61), (71, 59), (44, —89), (98, 39), (112, 1)},
Sy = {(98,—81), (99, 19), (58, —55), (65, 68), (1, 51), (189, —236)}.

The choice was made according to some parameters that we evaluated to measure the
goodness of a simple cycle of uniqueness: the maximum length among all the directions,
Nmaz, the size of the enlarging region, F, and the parameter R = W For each of
them, we selected the set of uniqueness achieving minimum value. The values related
to S; and Sy are reported in Table 2.1} where we also evaluate the same parameters
for the set of directions S, = {(80,77), (81,91), (80, 83), (241,251)}, used in [34], whose

reconstruction outputs are the starting point for our comparisons.

e | [E[| R
S, | 121082 | 300 | 138.567
Sy | 12545 | 864 | 41.347

So | 91417 4 1.395

Table 2.1: The parameters related to the sets of directions that we choose for our tests.

The choice of these parameters has been done according to practical criteria: we want
to collect as many projections as possible using few directions, so we need them to be
short and not so skew (nqz); we want a fast algorithm, so a small enlarging region to
avoid a big computational cost in the second phase of the algorithm (|E]). This cost
becomes gradually lower when the number of intersections among different enlarging
regions decreases, and it is null when they are all disjoint. The parameter R actually
summarizes all the required properties for a good set of directions S.

After the generation and selection of cycles, we proceed with the reconstruction test.
For each phantom, we run e-BRA gradually increasing the number of iterations required
by the CGLS subroutine, that is the main parameter used to measure the improvement
of e-BRA with respect to BRA. As showed in Tables and the use of
cycles of uniqueness of size six instead of four allows to reach a perfect reconstruction
in less iterations. The goodness of reconstruction is evaluated in terms of percentage of
correctly reconstructed pixels (see Tables and and number of wrong pixels (see
Tables and . As a final criterion, we also report in Table the average running
time of BRA and e-BRA for the selected sets of directions. It is interesting to notice
how this parameter drastically reduces on varying of the size of E: when using Sy, the
algorithm runs in ~ 14 seconds; moving to six directions, we have a first growth to ~ 10
minutes when using the set S1, due to the fact that the enlarging region has a bigger size.
Finally, when using So, the running time of our algorithm collapses in few seconds, since
we actually skip the second phase of the reconstruction process. Indeed, So is selected
in a way such that no intersections occur among the enlarging regions of the pixels in
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Fs,. So, the last part of the algorithm consists in a rounding approximation only, that
requires O(1) time of execution, and e-BRA actually coincides with the rounding of the
central solution given as output by the CGLS. For a better visualization, we depict in
Figure 2.10] the size, position and intersections of the enlarging regions of the points in
Fs, and Fg,.

Phantom 1 | Phantom 2 | Phantom 3 | Phantom 4
S 14.09 s 14.16 s 13.98 s 14.05 s
S1 597.64 s 597.09 s 585.42 s 597.09 s
So 10.67 s 10.66 s 10.69 s 10.75 s

Table 2.2: The average running time of e-BRA for the reconstruction of the four binary images
depicted in Fig. 2.9 (in seconds).

Some final remarks about our experiments:

> The random generation of simple cycles of uniqueness is very expensive from a
computational point of view, since the computation of the set D is fundamental to
check if the hypothesis of Theorem [2.:2.11] are satisfied, and consists of an exhaus-
tive generation of all the subsets of S. An open research line in this direction is
the possibility of developing smarter strategies for the selection of suitable sets of
directions, possibly exploiting some iterative procedure, instead of a random one.

> The CGLS is an iterative algorithm that we used to compute an approximation
of the central solution x*. Changing the subroutine could improve the general
performance of the algorithm. As an example, the modeling of the tomographic
problem as a linear system suggests the possibility of application of techniques in
the field of integer linear programming.

> When moving from four to six directions, an impressive improvement in the perfor-
mance of the algorithm arises. Such an improvement can be seen even when moving
from six to eight directions, but it is less relevant both in terms of running time
and number of required CGLS’ iterations. These remarks suggest us that the best
choice for the cardinality of a simple cycle of uniqueness is |S| = 6, at least from a
practical point of view.

2.4.2 Generalization of e-BRA to gray-scale images

Since sets of uniqueness can be selected even for gray-scale images, the idea of a re-
construction algorithm for images with different gray-levels, similar to e-BRA, is very
tempting. Unfortunately, at least for the moment, we have not been able to provide a
theoretical result similar to Theorem essential for the correctness of e-BRA. On
the other hand, as discussed in Section 2.3.1] the gray-scale images that are the solution
of some tomographic problem Ax = p show very strong geometrical properties. Above
all, they can be written as a linear combination of elements of the hypercube H év , where
we recall that N is the number of pixels of the image and ¢ = |[X||3, with X a binary
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Figure 2.10: Top: The enlarging regions corresponding to each pixel of the weakly bad con-
figuration Fg,, associated to the simple cycle S;. Notice the various intersections among them.
Bottom: The enlarging regions corresponding to each pixel of the weakly bad configuration Fg,,
associated to the simple cycle Ss. In this case, the enlarging regions are pairwise disjoint sets.
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Phantom (a)

Phantom (b)

Phantom (c)

Phantom (d)

% reconstruction

% reconstruction

% reconstruction

% reconstruction

f iterations | BRA e-BRA | BRA e-BRA | BRA e-BRA | BRA e-BRA
5 87,4092 98,1358 | 91,2003 96,8838 | 96,5935 99,1104 | 95,3346 98,4478
10 89,4630 99,6361 | 93,1129 98,3227 | 98,0015 99,6189 | 96,9589 99,4427
15 90,9096 99,8901 | 93,9625 98,2174 | 98,8770 99,7963 | 97,7921 99,6552
20 92,9287 99,9481 | 94,5007 98,9006 | 99,1268 99,9184 | 98,2510 99,8047
25 93,1965 99,9954 | 94,8883 99,4236 | 99,1817 99,9626 | 98,5619 99,9050
30 93,1419 100 | 94,9764 99,7509 | 99,2161 99,9821 | 98,7358 99,9374
35 93,1881 100 | 95,0813 99,9557 | 99,2851 99,9931 | 98,8308 99,9493
40 93,2270 100 | 95,1820 99,9916 | 99,3397 99,9966 | 98,8640 99,9538
45 93, 2526 100 | 95,2492 99,9992 | 99,4194 99,9985 | 98,9540 99,9619
50 93, 3460 100 | 95,4098 100 | 99,4907 99,9996 | 99,0292 99,9680
55 93,4811 100 | 95,6688 100 | 99, 5422 100 | 99,1077 99,9725
65 93,9461 100 | 96,2460 100 | 99,6094 100 | 99,1680 99,9844
75 94,5168 100 | 96,7083 100 | 99, 6449 100 | 99,2073 99,9950
85 95,1431 100 | 97,2759 100 | 99,6510 100 | 99,2123 99,9989
95 95,7157 100 | 97,7436 100 | 99, 6544 100 | 99,1940 99,9992
105 96,2372 100 | 98,2449 100 | 99,6601 100 | 99,2180 100

Table 2.3: The table shows the percentage of pixels that were correctly reconstructed by e-
BRA, w.r.t. the number of iterations of CGLS, by choosing the cycle of uniqueness S;. For each
phantom, the performance of the new algorithm is compared with the results reached with BRA.

Phantom (a)

Phantom (b)

Phantom (c)

Phantom (d)

% reconstruction

% reconstruction

% reconstruction

% reconstruction

f iterations | BRA e-BRA | BRA e-BRA | BRA e-BRA | BRA e-BRA
1 72,0032 99,8955 | 67,5571 97,2942 | 80,6828 87,7766 | 77,6054 83,5976
2 78,6480 99,9985 | 79,6726 98,7350 | 88,6410 97,7989 | 85,7597 96,5641
3 85,1456 100 | 87,1723 99,7883 | 93,3338 99,5522 | 91,3975 98,7865
4 87,4401 100 | 91,1255 99,9462 | 95,8172 99,9256 | 94,3275 99,4396
5 87,4092 100 | 91,2003 99,9905 | 96,5935 99,9920 | 95,3346 99,7246
6 87,9543 100 | 91,7496 100 | 96,9959 100 | 95,9316 99,8760
7 88,5426 100 | 92,1745 100 | 97,2382 100 | 96,2200 99,9241
8 89,0572 100 | 92,6483 100 | 97,5616 100 | 96,5168 99,9439
9 89,3127 100 | 92,9394 100 | 97,8333 100 | 96,7274 99,9638
10 89,4630 100 | 93,1129 100 | 98,0015 100 | 96,9589 99,9840
11 89, 5687 100 | 93,2533 100 | 98,1678 100 | 97,1081 99,9924
12 89, 8548 100 | 93,4521 100 | 98,3734 100 | 97,2919 99,9962
13 90, 1440 100 | 93,6581 100 | 98,5573 100 | 97,4491 99,9985
14 90,5163 100 | 93,8484 100 | 98,7583 100 | 97,6395 100

Table 2.4: The table shows the percentage of pixels that were correctly reconstructed by e-
BRA, w.r.t. the number of iterations of CGLS, by choosing the cycle of uniqueness S,. For each
phantom, the performance of the new algorithm is compared with the results reached with BRA.
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Phantom (a)

Phantom (b)

Phantom (c)

Phantom (d)

i wrong pixel

f wrong pixel

f wrong pixel

f wrong pixel

f iterations | BRA e-BRA | BRA e-BRA | BRA e-BRA | BRA e-BRA
5 33006 4887 | 23068 8169 | 8930 2332 | 12230 4069
10 27622 954 | 18054 4397 | 5239 999 | 7972 1461
15 23830 288 | 15827 4673 | 2944 534 | 5788 904
20 18537 136 | 14416 2882 | 2289 214 | 4585 512
25 17835 12 | 13400 1511 | 2145 98 | 3770 249
30 17978 0 | 13169 653 | 2055 47 | 3314 164
35 17857 0 | 12894 116 | 1874 18 | 3065 133
40 17755 0 | 12630 22 | 1731 9 | 2978 121
45 17688 0 | 12454 2 | 1522 4 1 2742 100
50 17443 0 | 12033 0 | 1335 1] 2545 84
55 17089 0 | 11354 0 | 1200 0 | 2339 72
65 15870 0 | 9841 0| 1024 0 | 2181 41
75 14374 0 | 8629 0| 931 0 | 2078 13
85 12732 0| 7141 0915 0 | 2065 3
95 11231 0 | 5915 0 | 906 0| 2113 2
105 9864 0 | 4601 0 | 891 0 | 2050 0

Table 2.5: The table shows the number of wrong pixels in the reconstruction of the binary image
when choosing the cycle of uniqueness S;, w.r.t. the number of iterations selected for CGLS. The

performance is also compared with the algorithm BRA.

Phantom (a)

Phantom (b)

Phantom (c)

Phantom (d)

f wrong pixel

f wrong pixel

f wrong pixel

f wrong pixel

f iterations | BRA e-BRA | BRA e-BRA | BRA e-BRA | BRA e-BRA
1 73392 274 | 85047 7093 | 50639 32043 | 58706 42998
2 55973 4 | 53287 3316 | 29777 5770 | 37330 9007
3 38940 0 | 33627 555 | 17475 1174 | 22551 3181
4 32925 0 | 23264 141 | 10965 195 | 14870 1469
) 33006 0 | 23068 25 | 8930 21 | 12230 722
6 31577 0 | 21628 0 | 7875 0 | 10665 325
7 30035 0 | 20514 0 | 7240 0 | 9909 199
8 28686 0 | 19272 0 | 6392 0| 9131 147
9 28016 0 | 18509 0 | 5680 0 | 8579 95
10 27622 0 | 18054 0 | 5239 0| 7972 42
11 27345 0 | 17686 0 | 4803 0 | 7581 20
12 26595 0 | 17165 0 | 4264 0 | 7099 10
13 25837 0 | 16625 0 | 3782 0 | 6687 4
14 24861 0 | 16126 0 | 3255 0 | 6188 0

Table 2.6: The table shows the number of wrong pixels in the reconstruction of the binary image
when choosing the cycle of uniqueness Sy, w.r.t. the number of iterations selected for CGLS. The

performance is also compared with the algorithm BRA.
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solution of the same tomographic problem. Starting from this remark, we can start again
from the central solution x*, that can be seen as a linear combination of elements of H CIIV
as well, and then slightly change the coefficients of such a linear combination to get the
corresponding gray-scale solution. As already mentioned, we do not have a theoretical
result supporting our strategy, but we tried some experiments for the reconstruction of
some images on three gray levels, using a modified version of e-BRA. The algorithm we
propose consists of the computation of the central solution x*, using again the CGLS,
and then in its rounding to the closest integer.

We performed the described algorithm on the two phantoms depicted in Figure
both images on [ = 3 gray levels. The first one, on the left, has size 24 x 24 pixels, while
the second one, on the right, has size 34 x 34 pixels.

(a)

Figure 2.11: The images with 3 gray levels used to test the sets of directions. The phantom (a)
has size 24 x 24 pixels, while the phantom (b) has size 34 x 34 pixels.

We selected the following sets of directions, that are of uniqueness for images on [ = 3
gray levels in the respective grids,

S24><24 = {(17 2)7 (17 _1>7 (17 3)7 (17 _2)7 (1, 8)7 (17 _7)}’
S34><34 = {(17 1)7 (17 _2)7 (374)7 (57 3)7 (17 6)7 (17 7)7 (3) _10)}'

In both cases, a perfect reconstruction is achieved, as showed in Tables and (I31])-

Some final remarks:

> In general, the rounding of the central solution could provide an image on I’ gray
levels, with I’ different from the number of gray levels that we assume to know as
prior information.

> If we choose sets of directions that are not of uniqueness, and perform the heuris-
tic on the same phantoms, a perfect reconstruction is not achieved (see [3]). This
enforces us to go on in this line of research for the development of a correct recon-
struction strategy, supported by theoretical results.

> On the other hand, we performed experiments on phantoms of very small size, so
the achievement of the perfect reconstruction could be due to the fact that few
solutions of the analyzed tomographic problem exist (even only one).

> When increasing the number of gray levels, sets of uniqueness require a higher
number of directions, and are not easy to compute. As pointed out for the binary
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case, we need to find an efficient method for the construction of such sets, even

when [ > 3.
fiter || % reconstruction | § wrong pixels
10 84,03 92
20 87,67 71
30 89,93 58
40 91,15 51
50 91,67 48
100 93,18 22
150 99, 31 4
200 100 0

Table 2.7: Results of the test made on the 3 gray-scale phantom of size 24 x 24, in terms of
percentage of good reconstruction and number of wrong pixels w.r.t. the iterations employed in
the CGLS subroutine.

fiter || % reconstruction | § wrong pixels
10 85,73 165

20 89,27 124

30 90, 40 111

50 92,82 83

100 96,45 41

150 98, 36 19

200 99,57 5

250 99,91 1

300 100 0

Table 2.8: Results of the test made on the 3 gray-scale phantom of size 34 x 34, in terms of
percentage of good reconstruction and number of wrong pixels w.r.t. the iterations employed in
the CGLS subroutine.

Conclusion and final remarks

As a conclusion of the chapter, we propose a short list of possible research lines that arise
from our work.

> The notion of simple cycle can be extended to higher dimension, moving from Z? to
7", for any n > 3. Consequently, the uniqueness results could be easily generalized
by replacing the notion of independence with the notion of simple cycle.

Problem 1. Exploit the notion of simple cycle to find uniqueness results in higher
dimensions.

> An algorithm for the generation of simple cycles of uniqueness, for a grid of given
size, does not exist yet. A research line in this direction consists in the development
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of some strategy for the construction of sets of directions in an iterative way. This
would avoid the computation of the whole set of forbidden translations, that is
exponential in the cardinality of the set of directions, and so impracticable.

Problem 2. Develop a quick algorithm for the construction of simple cycles of
uniqueness.

The complete characterization of a family of sets of uniqueness for gray-scale images
is still missing. A research line in this direction would improve also the generation
of this type of sets, in view of practical applications.

Problem 3. Extend and generalize the notion of simple cycle of uniqueness to
gray-scale images.

The computational cost of the algorithm e-BRA, as well as its general performance,
can be improved using algorithms based on integer linear programming techniques.

Problem 4. Explore different subroutines for the computation of X in e-BRA.

A theoretical result supporting a reconstruction strategy for gray-scale images is
still missing. However, the experimental results we achieved through the heuristic
that generalizes e-BRA are very promising, and encourage a research line in the
direction that follows a generalization of Theorem

Problem 5. Find a theoretical result for gray-scale images, like an analogous to
the rounding theorem given for the binary case.

In this thesis, we considered parallel X-rays only, but the achieved uniqueness re-
sults could be explored and extended to other cases, for example when the acquisi-
tion of data is made through fan-beam or cone-beam, especially in view of practical
application.

Problem 6. Investigate uniqueness in case of different models and different tech-
niques of acquisition of data.
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Chapter 3

Reconstruction of uniform
hypergraphs

In this chapter, we consider the problem of characterizing the integer sequences that are
the degree sequences of some uniform hypergraphs, as well as the reconstruction of one
of the related realizations in case of positive answer. Both problems are NP-complete
in general, so we focus on specific subclasses of integer sequences, aiming at defining
polynomial time algorithms for their characterization and reconstruction.

We first consider the so-called pattern sequences, associated to 3-uniform hypergraphs;
then, we generalize this class of degree sequences introducing a link with Order Theory
and a connection with the ideals of a specific poset on triplets of numbers; finally, we use
randomized approaches for the study of the more general case of k-uniform hypergraphs.
We conclude the chapter by considering a variant of the reconstruction problem on graphs,
starting from the sequence of co-degrees instead of degrees, with a particular emphasis
on trees.

The results described in this chapter are joint work with A. Frosini in [5], Section
A. Frosini, E. Pergola and S. Rinaldi in [9], Section , A. Frosini, E. Pergola, S. Rinaldi
and L. Vuillon in [I0], Section[3.3) M. Lienau, M. Schulte and A. Taraz in [12], Section [3.4]

3.1 Introduction and preliminaries

In this section we give the motivations of our work together with the notations and the
mathematical tools we are going to use.

Graphs and hypergraphs

Graphs are a useful tool in discrete mathematics for modeling relationships between pairs
of objects. We briefly recall their definition and main properties. For a complete overview,
we address the reader to [62].

An (undirected) graph G = (V, E) consists of a set of vertices V' = {v1,...,v,}, also
called nodes, and a (multi)set of edges E = {ey,...,en}, where an edge is defined as a
(multi)set of two elements from V. So, an edge connects a pair of vertices, that are said to
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be adjacent. A loop is an edge of the form e = {v;, v;}, for some i = 1, ..., n, while multiple
(or parallel) edges are edges consisting of the same pair of vertices. A graph is simple
if neither loops nor parallel edges occur. Figure (a) shows a simple graph. Given a
vertex v € V, the set of its neighbors in the graph G is Ng(v) = {u € V s.t. {u,v} € E},
i.e., the set of all the vertices that are adjacent to v. A path in a graph G is a sequence
of edges that join a sequence of distinct vertices. A graph is connected if for any pair of
vertices (u,v) there exists at least one path leading from w to v. Finally, a cycle is defined
as a non-empty path in which only the first and last vertices are equal, and a graph is
called acyclic if it does not contain any cycle. The graph in Figure a) is connected
and contains a cycle. We finally recall that two graphs G = (V1, E1) and Go = (Va, E9)
are tsomorphic if there exists a bijection ¢ : Vi — V5 between the sets of vertices such
that u,v € V; are adjacent in G if and only if ¢(u), p(v) € V, are adjacent in Go. In
fact, G1 and G5 have the same structure and properties.

As a matter of fact, more complex situations may require more complex relationships
among elements. This leads to the definition of hypergraphs, structures that generalize
the concept of graph. Formally, a hypergraph is a pair of sets H = (V, E), where again
V =A{vi,...,v,} and E = {e1,..., ey} are the sets of vertices and hyperedges, briefly
edges, respectively, but where a hyperedge e; is defined as a non-empty (multi)set of
elements of V, and can have any cardinality grater than one. In general, a hyperedge
may contain more copies of the same vertex (loop), and the set E may contain more
copies of the same hyperedge (multiple edges). In our work, we require the hypergraph
to be simple, meaning that neither loops nor multiple edges occur.

U1 €1 U2
V2
€2 V3
U3 3
€3 V4
V4
€4 U5

Ve

A J

(a) (b) -

Figure 3.1: On the left, a simple graph. The graph is connected and contains a cycle of length
five, {v1,va,vg,vs,vs,v1}. On the right, a simple hypergraph represented as a bipartite graph:
black nodes point out vertices, white nodes hyperedges. Each white node is connected to the
black nodes of the vertices that constitute the corresponding edge.

Hypergraphs can be represented in different ways. In Fig. [3.1(b), the reader can find
an example of a visual representation of a hypergraph as a bipartite graph, where black
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points denote vertices, white points denote hyperedges, and vertices are connected to
the hyperedges they belong to. However, in this thesis we make use of a different rep-
resentation, describing a hypergraph through its incidence matrix. We recall here its
definition.

Definition 3.1.1. Given a simple hypergraph H = (V| E), with V' = {v1,...,v,} and
E = {e1,...,en}, its incidence matriz, also denoted by H = (hij)i<i<m,i<j<n, IS an
m X n binary matrix defined as

b 1 ifvj €e

“ 10 otherwise.
Basically, each column of the incidence matrix represents a vertex of the hypergraph,
while rows define the edges: the set of elements equal to 1 in the i-th row corresponds to
the set of vertices that belong to the edge e;. Notice that, since we require the hypergraph
H to be simple, its incidence matrix has all distinct rows by definition (no repeated edges).
We also underline the analogy between the matrix H and the grid A of size m x n
described in Chapter [2] Following these similarities, we can consider the horizontal and
vertical projections of H, i.e., the row and column sums. In case of rows, we get a vector
of projections k that collects the cardinalities of the edges. If this value is constant, for
some k > 2, the hypergraph is said to be k-uniform. From now on, we will deal with
k-uniform hypergraphs only. Notice that the case k = 2 corresponds to graphs. On the
other hand, the i-th column sum collects the number of occurrences of the vertex v; in
the edges, for ¢ = 1,...,n. This value is addressed as the degree of the vertex v;, while the
vector of all the degrees, m = (dy, ..., d,), is called the degree sequence of the hypergraph
H. The hypergraph H is also called a realization of m. Without loss of generality, we
consider the degree sequence arranged in weakly decreasing order, dy > --- > d, > 0. All
the degrees are strictly greater than zero, since isolated vertices can be neglected. Finally,
we introduce the notation o = > | d;. Notice that in case of k-uniform hypergraph we
have m = 7.

Example 3.1.2. The incidence matrix of the simple hypergraph depicted in Fig. b)
is

10100000
01111000
H:11100110
00011000
00000111
01111111

Its vertical and horizontal projections are, respectively,

T =(4,3,3,3,3,3,2,2),
k= (7,5,4,3,2,2).

The entries in k are not constant, indeed H is not uniform.
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We are now ready to define two problems, that clearly set a bridge between Discrete
Tomography and Graph Theory.

Consistency: given an integer sequence m, does there exist a simple k-uniform hyper-
graph having 7 as its degree sequence? In case of positive answer, 7 is said to be
k-graphic.

Reconstruction: given an integer sequence m that is k-graphic, find a simple hyper-
graph realizing 7.

From the point of view of Discrete Tomography, the reconstruction problem is equivalent
to the reconstruction of a binary image starting from its horizontal and vertical projec-
tions, k = (k,..., k) and 7 = (dy, ..., d,), respectively, where all the rows of the solution
are required to be distinct.

The complexity of reconstructing hypergraphs

Both the consistency and reconstruction problems are well-known in literature. Their
complexity drastically changes depending on the uniformity value k. In case of graphs,
so k = 2, the two problems can be quickly solved using polynomial time strategies. The
first characterization of graphic sequences dates back to 1960:

Theorem 3.1.3 (Erdés and Gallai [38]). Given a non-increasing sequence 7 = (dy, ..., dy)
of positive integers, there exists a simple graph realizing = if and only if

i) Y., d; is even, and
ii) i di <r(r—1)+3 5 min{r,d;}, forall r =1,... n.

In the following years, several other equivalent characterizations were provided (see [59]
for a survey), as well as deterministic algorithms providing a realization for graphic
sequences in polynomial time ([49, 50]).

Moving to hypergraphs, i.e. k£ > 3, few results have been achieved. Regarding the charac-
terization of k-graphic sequences, a first non-constructive characterization is the following
theorem, proven in 1975:

Theorem 3.1.4 (Dewdney [36]). A non-increasing sequence of positive integers m =
(dy,...,dy) is k-graphic if and only if there exists a sequence 7’/ = (dj, ..., d}) such that

i) 7 is (k — 1)-graphic,
i) Yiigdi = (k—1)dy,
itt) 7' = (do — dy,ds — d, ... ,d, —d]) is k-graphic.

The key idea is to split the integer sequence 7 in two sequences, 7' and 7", that are
smaller in terms of entries, and then proceed recursively until a basic degree sequence
that is known to be k-graphic is reached. The computationally hard part lies in the
fact that the theorem does not give any hint about the form of 7/ and #”, so all the
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possible splittings have to be considered to detect the graphicality of =, finally getting
an algorithm that works in exponential time.

The second milestone result in the field is due to Deza et al., who in 2018 finally estab-
lished the complexity of the characterization and reconstruction problems when moving
from graphs to hypergraphs:

Theorem 3.1.5 (Deza et al. [33]). Given a non-increasing sequence m = (dy,...,d,) of
positive integers, it is NP-complete to decide if 7 is the degree sequence of a 3-uniform
hypergraph.

Since the problem is NP-complete, even for the simple case k = 3, results concerning spe-
cial classes of degree sequences that can be characterized or reconstructed in polynomial
time acquire relevance. Among them, we recall regular or almost-regular sequences ([44]),
results concerning sufficient (|16l 23]) or necessary ([17, BI]) conditions for a sequence to
be k-graphic, as well as polynomial time reconstruction strategies for particular instances,
mainly based on greedy techniques ([, [9] 43]).

Hypergraphs and Order Theory

We generalize a construction described in the NP-completeness proof in [33], in order
to introduce a class D of 3-uniform hypergraphs that are characterized by a strong
structure in their incidence matrix. We briefly recall the definition of such a class, that
will be studied in Section B.2]together with the characterization and reconstruction of its
subclass of pattern sequences. The following notions are borrowed from [§], a joint work
with A. Frosini, W.L. Kocay and L. Tarsissi preceding the work in this thesis.

Definition 3.1.6. Given a non-increasing sequence s = (s(1),...,s(n)) of both positive
and negative integers, the 3-uniform hypergraph Hj is defined through a bijection between
the set of vertices {v1,...,v,} and the entries of s. The construction of its incidence
matrix is as follows: let us consider all the possible triplets (i, 7, k) such that 1 <i < j <
k < n.Then, the vertices v;, v; and vy, form an edge of H, if and only if s(7)+s(j) +s(k) >
0. We denote 75 the degree sequence of Hy, and define D the set of all the degree sequences
that can be obtained through this procedure, for all n > 3.

Example 3.1.7. If we choose s = (5,2,1,0,—1,—6), we get the 3-uniform hypergraph

111000
110100
110010
110001
101100
Hs = 101010
100110
011100
011010
01 0110
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Its degree sequence is m = (7,7,5,5,5,1). As an example, the 6-th row of the incidence
matrix represents the edge (v1,v3,vs5), that is part of the hypergraph since s(1) + s(3) +
s(5) =5+1-1>0.

Three main results about the sequences in D are the following:

Property 3.1.8 (|8]). Given a sequence w5 € D obtained from s = (s(1),...,s(n)), and
Hj the corresponding hypergraph, if (v;, v, vy) is an edge of H,, then also (v;, v}, vy ) is
an edge of Hy, forall j+1 <k <k.

Proposition 3.1.9 ([§]). Given a degree sequence 75 = (di,...,d,) € D obtained from
an integer sequence s, if there exists an index 1 <4 < n such that d; = d;41, then there
exists an integer sequence s’ such that g = mg and §'(i) = s'(i + 1).

Theorem 3.1.10 ([8]). If 7 € D, then there exists a unique hypergraph (up to isomor-
phism) having 7 as its degree sequence.

Property directly comes out from the construction of Hy starting from s, as well
as Proposition [3.1.9] while Theorem [3.1.10] suggests the possibility of achieving a quick
reconstruction for the sequences in D, since no ambiguities arise in the set of possible
solutions.

We now recall some basic notions of Order Theory (see [61] for a survey), and define a
partially ordered set, briefly poset, that allows us to find a link between a special class of
3-uniform hypergraphs and its ideals. The obtained class includes D, and will be studied
in Section

So, given a set ), a partial order on () is a binary relation < such that, for any x,y, 2z € €,
we have

i) ¢ =2 x (reflexivity),
i) © <y and y < z imply = = y (antisymmetry),
iii) * 2y and y = z imply = < z (transitivity).

A poset is a set equipped with an order relation, P = (2, <). Notice that the relation <
is a partial order in general, meaning that two elements in € could be not comparable.
A set of all non-comparable elements is called an antichain. An ideal is a subset I C
such that, whenever z € I, y € Q) and y < x, we have y € I. For this reason, ideals are
also called down-sets. Given x € 2, the principal ideal with generator x is defined as

Het ={y e Qst.y Lz}

Given a finite ideal I, it is always possible to write I as the union of finite principle
ideals, I ={z1,...,zn} =l{x1} U---U [{zy} for some z1,..., 2, € Q. In general,
the antichain of its maximal elements uniquely identifies and generates an ideal I, where
m € I is mazimal if there is no m’ € I such that m < m’ and m’ # m.

In the context of 3-uniform hypergraphs, we are interested in the definition of the poset of
triplets T,. Given an integer n > 3, we define 2, as the set of all the triplets (a1, az, a3)
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such that a; € {1,...,n} and 1 < a1 < az < ag < n, and =< the order relation that
extends the natural order on triplets, that is,

(a1,a2,a3) =< (b1,be,b3) if and only if a; < b; for i = 1,2, 3.

The poset of triplets consists of T, = (2, X).

(5,6,7)
(4,64‘ 7)
(mM@
(1,6.7) (2,5.7) (3,47) (3,5‘6)
(1,5,7) (2,5.6) (2,4.7) (3,476)
(1,4.7) (1,5.6) (2,3.7) (2,1.6) (3,4,5)
(1,3.7) (1,4,6) (2,3.6) (2,4,5)
(1,2,7) (1,3.6) (1,45) (2,3,5)
(1,2.6) (1,3.5) (2,3,4)
T
(1,2,4)
(1,21‘3)

Figure 3.2: The complete poset of triplets 7.

It is clear that if we consider a set of n vertices, each element of €2, is in bijection with
an edge of the complete, simple 3-uniform hypergraph. Indeed, the triplet (ai,as2,as)
corresponds to the hyperedge (vq,,Vay, Vag)- Now, let Z,, be the set of the ideals of 7.
By Property each hypergraph in the class D corresponds to an ideal of 7, but the
reverse is not true. Then, we are able to extend the class D by considering the set of
degree sequences associated to the 3-uniform hypergraphs in Z,,. Section is dedicated
to their investigation, with particular emphasis on principal ideals and those ones realized
by an antichain of two elements.
Example 3.1.11. The hypergraph H; described in Example corresponds in Zg to
the ideal I =]{(1,2,6),(2,4,5)}, depicted in Figure 3.3
On the other hand, the degree sequence m = (25,19,17,16,12,11,9,8,6) in not in the
class D, even if it is associated to an element of Zg. Indeed, there exist two non-isomorphic
hypergraphs realizing 7,

I =}{(1,6,9),(2,3,9),(2,5,7),(3,4,8)},

I, =1{(1,5,9),(1,7,8),(2,4,9),(3,4,7),(3,5,6) },
in contradiction with Theorem
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(1,4,5) (2,3,5)
(1,2,6) (1,35 (2,3,4)
(1,2,5) (1,3,4)
(1,2,4)
(1,2,3)

Figure 3.3: The ideal in Zg corresponding to the (unique) 3-uniform hypergraph having degree
sequence w = (7,7,5,5,5,1). In this case, the down-set has two generators, in boldface.

Co-degrees and trees

The last part of this chapter is devoted to the study of a variation of the reconstruction
problem we defined for hypergraphs, that is, the reconstruction of a simple graph start-
ing from its co-degree sequence. We introduce here some preliminary notions and the
notations.

Given a simple graph G = (V,E) and two distinct vertices u,v € V| the co-degree
associated to the pair {u,v} is the number of their common neighbors in the graph G.
Formally, ¢y, = |Ng(v) N Ng(u)|. Given a graph on n vertices, the co-degree sequence
v is the list of all the co-degrees associated to all the possible pairs of distinct vertices,
arranged in non-increasing order. Its length is (g), and it can contain null entries, in
general, if some vertices do not share any neighbor. See Figure for an example.

U1

Vg
U3
Vs

Uy

Figure 3.4: A graph with co-degree sequence v = (4,3,2,2,2,2,2,2,1,1,1,1,1,0,0). Its length
is equal to 15 = (g), since the graph is defined on a set of six vertices. We remark that v contains
some null elements: as an example, ca 4 = 0, since vy and v4 do not share any neighbor.

We define a variant of the consistency and reconstruction problems.

Problem: given an integer sequence ~ of length (Z), for some n > 2, establish if there
exists a simple graph on n vertices having v as its co-degree sequence and, in case
of positive answer, provide such a graph.
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Up to our knowledge, the problem has not been investigated yet. We focus our attention
on binary sequences, so we consider graphs in which any pair of vertices share at most
one neighbor. An example of objects satisfying this property is the class of trees.

In Graph Theory, a tree T is a connected and acyclic graph. Among many properties of
trees, we recall that any two vertices of T' can be connected by a unique path, and that
if T is defined on n vertices, then it has exactly n — 1 edges. We denote by T,, the set of
all the trees defined on n vertices.

Property 3.1.12. In a tree, every two vertices have at most one common neighbor.

The property trivially follows from the fact that trees are acyclic graphs.

Given a tree T, we designate a vertex r € V as the root of T. Given a vertex v, its
parent is the vertex adjacent to v on the path to the root, while v is said to be its child.
Any vertex has a unique parent, but can have any number of children, in general. The
only exception is the root, that does not have any parent. The vertices of degree 1 and
different from the root are called leaves; clearly, a leaf does not have any child. Finally,
we call siblings two (or more) vertices sharing the same parent.

The height [ of a tree is the length of the longest path connecting the root to a leaf.
The level i is defined as the set of vertices at distance ¢ from the root. By convention,
the root is at level 0. We denote b; the number of vertices that belong to the i-th level
or, equivalently, the total number of children of all the vertices at level i — 1. Figure [3.5]
summarizes all the introduced notation.

Finally, we recall that both the path and the star on n vertices belong to T,,. The first,
is a tree of height [ = n — 1, with exactly one node at each level; the latter, is a tree of
height [ = 2 in which the root has exactly n — 1 children, that are also leaves.

r
0
1 by =4
2 by =5
3 by =7
=4 by =3

Figure 3.5: An example of tree of height [ = 4. There are eleven leaves in total, represented by
white nodes. The root is highlighted with a double circle.

We dedicate Section [B.5]of this chapter to the study of the co-degree sequences associated
to trees.
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3.2 Pattern sequences of 3-uniform hypergraphs

In this section, we approach the study of a special class of degree sequences of 3-uniform
hypergraphs, addressed as pattern sequences. They constitute a subclass of D, and are
defined by choosing an integer sequence s satisfying certain peculiarities. We present a
polynomial time algorithm to provide a quick solution both to the consistency and to
the reconstruction problem.

3.2.1 Patterns with fixed step

Starting from the definition of the sequences in D given in Section [B:I] we now introduce

the concept of pattern. Given a non-increasing integer sequence s = (s(1),...,s(n)), its
pattern is an array p = (t1,...,t,—1) that stores the differences between two consecutive
values in s, that is, t; = s(i) —s(i+1) for all i = 1,...,n — 1. Since s may contain both

positive and negative elements, its pattern can be uniquely described as the concatenation
of two arrays, p = (p™;p~), the first one storing the differences between non-negative
elements in s, and the second one concerning the negative part of the integer sequence.
We are interested in studying the properties of the degree sequences in D generated by
sequences with a particular pattern, following the idea in [43]. First, we fix the negative
part as p~ = (1,...,1), and then investigate how the degree sequences in D vary in
relation to pT. We call such elements hypergraphic pattern sequences (briefly, pattern
sequences ), and point out this class with P C D.

Example 3.2.1. The integer sequence s; = (5,2,1,0, —1, —6) has pattern p; = (3,1, 1;1,5),
and generates the degree sequence 75, = (7,7,5,5,5,1) € D\ P.

On the other hand, so = (4,1,0,—1,—2,—3) has pattern p2 = (3,1;1,1,1), and so
generates a degree sequence in the class P, 75, = (8,4,4,3,3,2).

Furthermore, as a preliminary analysis, we also fix a constant positive pattern as p™ =
(t,...,t), for some t > 1. We call ¢ the step of p*, and P; C P the set of pattern
sequences with constant step equal to t.

The sequences in P, can be iteratively constructed by increasing the length of their

pattern. Formally, for a given step t > 1, we define

SLt = (t707 _17 _27 RN _(t - 1))7
sit = (it, (i — D)t, (i — 2)t,...,0,—1,...,— (2(i — )t — 1)) for all i > 2,

and then 7% the degree sequence obtained from s*‘. We underline that the length of 7%¢
strictly depends on ¢ and ¢, and, particularly, it increases together with the parameter .
Moreover, due to the regularity of s%!, it is possible to compute 7%! in linear time with
respect to the length of the sequence.

Notice that if ¢ = 1, the previous definition applies starting from ¢ = 2, to avoid the
construction of the empty hypergraph.

Remark 3.2.2. By definition, s"!(1) + s**(2) + s%!(n;¢) = 1 for all 4,¢ > 1, with n;; the
length of the sequence. We fix this condition to avoid singleton vertices in the hypergraph
H.gi+ or, equivalently, null elements in 7%
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Example 3.2.3. Choosing the step ¢t = 3, the first integer sequences are

= (3, )

= (6, 3 0 3 —4,-5,—6,—7,—8)

=(9,6,3, 0 —3, -4, 5, 6, 728,29, 10,11, ~12,-13, —14)

= (12,9,6,3, 0 2, —3,—4,-5,—6,—7,—8,—9, —10, 11,—12 .., —20)

= (15,12,9,6,3, 0 —2,-3,—4,—5,—6,—7,—8,-9,—10,—11, —12, ..., —26)

The corresponding degree sequences are

=(2,2,1,1)
23 4*(18 11,8,6,5,4,3,2,1,1,1)
= (48,34,24,18,15,13,11,9,8,6,5,4,2,2,2,1,1,1)
= (93,71, 54,41,32,28,25,22,19,17,15,13,11,8,7,6,4,4,4,2,2,2,1,1,1)
= (152, 123,98, 78,62, 50,45, 41, 37,33, 30, 27,24, 22, 18,16, 14,11, 10,9,6,6,6,4,4,4,2,2,2,1,1,1).

The following proposition summarizes the main properties of the sequences in P;:

Proposition 3.2.4 (|5]). Given a step ¢t > 1 and the integer sequence s®!, for all i > 1
it holds:

i) s¥(i+1) =0,

)
ii) sH(1) 4+ s9(j) + sV (i +t(2i —j+ 1)) =1, forall j =2,...,i + 1,
iii) sPt(1) + s (j) + s4H(k) <0, for all k > i+ 14+4(2i —j + 1),

)

i) niy = (2t +1)i —t.

All properties come after the definition of the sequences s*.

Tails and their properties

Looking at the degree sequences generated in Example [3.2.3] we notice a regular behavior
in their smaller entries: iteration by iteration, the values and positions, from right to left,
of the last degrees are preserved in all the sequences; moreover, we can see that equal
elements are repeated exactly 3 times, and that each time we increase the value ¢ by
one, a new value appears in position 7%3(n; 3 — 3(i — 1)). Surprisingly, as i increases, the
different values of the last entries stabilize to the sequence A002620 in [63], whose first
elements are 1,2,4,6,9,12, 16, 20,25. We want to study such a behavior, so we formally
introduce the notion of tail for the sequences in P;.

Given two integers i,¢ > 1, we define the tail T%(i) of the degree sequence 7! as the
array composed by its last (i — 1) + 1 entries, namely,

T'(i) = (7% (nsy — (i — 1)),..., 7 (ny)) -

62



Example 3.2.5. Going back to Example [3.:2.3] the tails of the first pattern sequences
in Ps are

3(1) = (1)

75(2) = (2,1,1,1)

T3(3) = (4,2,2,2,1,1,1)

T3(4) = (6,4,4,4,2,2,2,1,1,1)

T3(5) = (9,6,6,6,4,4,4,2,2,2 1,1,1).

Notation. For all i > 1, we write eo; as the sum of the first even numbers from 2 to 2i
(included), and o0g9;—; as the sum of the first odd numbers from 1 to 2i — 1 (included).
We also introduce the power notation a' to indicate the repetition of the element a for ¢
times in an array.

In order to provide a fast reconstruction strategy, we prove that the regular behavior
of tails holds for any fixed step ¢ > 1, it is defined by a well-known numerical sequence
(A002620 in [63]), and that these sequences tend to a fixed point as i tends to infinity.

Lemma 3.2.6 ([5]). For a fixed ¢t > 1, let T"(i) be the tail of the i-th degree sequence
7bt € P;. Then, for all > 1, it holds

T (i) = (05, €, 0 o €l _o,..., 20 1% if i is odd,
T'(i) = (e;,0f_q,€t_o,0t_4,...,281")  otherwise.

Proof. The proof is by induction on the index .
Base case. We need a base case both for ¢ even and odd.

i) If 1 = 1, the length of the tail is equal to 1, by definition. Moreover, by defi-
nition of s''f, the lowest degree of w1 takes value 1, being sb(1) + sb4(2) +

sb(n14) = 1 the only positive sum of triplets involving s'f(n;;). Then,
Tt(l) =1= 01.

i7) If © = 2, the tail has length equal to ¢t + 1. By Proposition i1) and i),
we have

s2H(1) 4+ s21(2) + s21(j) > 0 for all 3 < j < nay,
s2H(1) + s24(3) + s>(j) >0 forall4 < j <ng;—t,
s2H(1) 4 s21(4) + s>1(j) <0 for all j > 5.

It follows that the last ¢ + 1 degrees of 7% are (2,1...,1), and consequently
T'(2) = (e2,09).

Induction step. We have to prove the statements for the generic iteration from ¢ to
1+ 1. Without loss of generality, we assume ¢ to be even. In case of odd index, the
proof proceeds similarly.

The tails T%(i) and T%(i + 1) have lengths #(i — 1) + 1 and ti + 1, respectively,
and, by induction hypothesis, T%(i) = (e;, 0! _;, el ,,...,2% 1%). Then, to compute
T'(i+1), we only need to compute which hyperedges are added to the hypergraph
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H

S
of m

it to get Hgit1,6. By Proposition [3.2.4] 4i), the degrees of the last it + 1 vertices
i+1,t
*are

§=(i+1,4 (-1 ..., 2L 11,

Moreover, if we consider T*(i) the tail T%(i) up to its first ¢ elements, we have by
construction that

T'(i+1) = (T4(:),0%) + 5.
Then, by the induction hypothesis,
T+ 1)
= (0i+1,e§,o§,1, 2t 1t) ,
and so the thesis.

O]

Example 3.2.7. For the sake of clarity, we show an example of the induction step
presented in the proof of Lemma [3.2.6] We choose ¢ = 3 and i = 4.
By induction hypothesis, we know the entries of the tail T3(4), i.e.,

T3(4) = (eq,03,€3,03) = (6,4,4,4,2,2,2,1,1,1).
If we remove the first ¢ = 3 entries, we obtain the vector
T3(4) = (4,2,2,2,1,1,1).

Now, the hyperedges added to Hu3 to get Hys3, and involving the last it +1 = 13

vertices, {vap, ..., v32}, are the following

(0im1 + (i + 1), el 5+t 0l g+ (i — 1) . eb +4% o) + 35,00+ 28,0 + 1%)

(v1,v2,v20) (v1,v3,v20) (v1,v4,v20) (v1,v5,v20) (v1,v6,020)
(v1,v2,v21) (v1,v3,v21) (v1,v4,v21) (v1,v5,v21)
(v1,v2,v92) (v1,v3,v22) (v1,v4,v22) (v1,v5,v22)
(v1,v2,v23) (v1,v3,v23) (v1,v4,v23) (v1,v5,023)
(v1,v2,v24) (v1,v3,v24) (v1,04,024)

(v1,v2,v25) (v1,v3,v25) (v1,v4,V25)
(v1,v2,v26) (v1,v3,v26) (v1,v4,V26)
(v1,v2,v27)  (v1,v3,v27)

(v1,v2,v28) (v1,v3,v28)

(v1,v2,v29) (v1,v3,v29)

(v1,v2,v30)

(v1,v2,v31)

(v1,v2,v32)

and provide for the last entries of 73 the degrees

6 =(5,43,3%,231%) = (5,4,4,4,3,3,3,2,2,2,1,1,1).
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To conclude the computation of the new tail, we need to sum T3(5) = (f3(4), 09) + 4,
that is,
T3(5) = (4,2,2,2,1,1,1,0,0,0,0,0,0) 4 (5,4,4,4,3,3,3,2,2,2,1,1,1)
= (9,6,6,6,4,4,4,3,3,3,2,2,2,1,1,1)
= (05,€3,03,¢5,09).

Remark 3.2.8. Notice that, in accordance to Examples and [3.2.5] at each iteration
a new value appears as first element of the tail.

Starting from Lemma we are able to characterize the i-th tail T%(i) in terms of a
unique numerical sequence {ay, },>1, regardless the parity of the value i.

Theorem 3.2.9 ([5]). For a fixed step t > 1 and ¢ > 1, the tail related to the i-th
pattern sequence in P is

Tt(i) = (ahag—lv af—? ce 7agvaéa aﬁ) )

with {ap }n>1 the numerical sequence given by

n+1 n+1
an:[ 5 -‘L 5 J for n > 1.

Proof. If n = 2j is even, then a,, = j(j+1), i.e., it is the sum of the first j even numbers,
e2;. On the other hand, if n = 2j+1 is odd, then a,, = (j+1)?, i.e., it is the sum of the first
j odd numbers, 0gj11. In both cases, the proof trivially follows from Lemma[3.2.6 O

Due to the very nice and regular behavior of tails, starting from {a,}»>1 we can define,
for a fixed t > 1, the degree sequence

_ t t t 1
W—(...,ai+1,ai7 ...... ,ag,QQ,al),

that can be seen as the fized point of the class P;, namely, the limit of 75! as i tends to
infinity.

Being {an}n>1 the sequence A002620 in [63], our results confirm and generalize those
ones provided by the authors in [43].

A reconstruction strategy for P

Theorem [3.2.9| provides a complete characterization for the lower degrees of the sequences
in Py, for all t > 1, as well as the definition of the fixed point 7r. This result, together
with the uniqueness property of the sequences in D (Theorem , allow to define
a quick reconstruction strategy for the pattern sequences with fixed step. It consists
in analyzing the lower entries of the input sequence, checking if they match with the
elements of the numerical sequence {a,}n>1 and with the tail 7%(i), for some i,t > 1.
In case of positive answer, the algorithm computes the integer sequence s** and then
the corresponding degree sequence 7!, If this last coincides with the input, then the
corresponding hypergraph H:,: can be reconstructed following the definition of the class

65



AW N

© 0 N o w

10
11
12
13
14
15
16
17
18

Algorithm 2. PatternFiz(m)

Input: A non-increasing integer sequence 7 of length n
Compute ¢ the number of 1s in 7;

set ¢ = 2 and as = 2;

while t(n — (i —1)t) =---=7a(n— (i —2)t+1) =q; do
=141
o= [o1] [52;

end

if m7(n — (i — 1)t) = a; then
compute the integer sequence si’t;
compute 7! the degree sequence generated by s*';
if 7t = then
compute Hgit;
return success;
else
‘ return failure;
end

else

‘ return failure;
end
Output: H,i:

D; otherwise, due to the uniqueness property, we can state that the input sequence is
not in the class Py, for any ¢ > 1, and so the algorithm returns failure as output. The
described procedure, PatternFiz, is detailed as a pseudo-code in Algorithm [2]

The algorithm clearly works in polynomial time. More precisely,

Theorem 3.2.10. PatternFiz has a computational cost of O(n?) in the size of the input.

Proof. In the first phase, the while loop performs at most n iterations to check if there
exists a tail T%(i), for some 4,¢ > 1. In case of positive answer, the second phase of the
algorithm performs the computation of the sequences s“* and 7%, in linear time, and
then the construction of the matrix H,, that requires three nested loops, so a cost that
is cubic in the length n of s**. Summing up, the total computational cost is O(n3). O

Remark 3.2.11. Actually, the computational cost of PatternFiz becomes linear in the
size of the input if we only focus on the consistency problem, without providing the
realization of the input sequence (in case of positive answer). It is sufficient to skip
line 11 in Algorithm 2]

Example 3.2.12. We consider three examples of integer sequences as input of Pattern-
Fig.
m = (73,49, 33,24,21,19,16,14,12,11,9,7,6,5,4,2,2,2,2,1,1,1,1).

PatternFizr immediately individuates the candidate step ¢ = 4, and then the index
i = 3 after the completion of the while loop. The condition m(15) = a3z = 4,
line 7, is also satisfied, so that the computation of s3* and 3% is carried on.
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Since 73

output.

= m1, the algorithm successfully ends, providing the hypergraph H . as

T = (27,20,14,11,10,8,6,5,4,2,2,1,1).

PatternFiz individuates the values t = 2 and ¢ = 3, and then computes the se-
quences s>? and 732, Since 12 # w9, the algorithm returns failure, so we can
conclude that mo ¢ Py for any value t > 1.

T3 = (28,28,24,21,18,15,12,11,8,5,1).

PatternFiz immediately fails, since no tail is present in the input sequence 3.

3.2.2 Generic patterns

We now move to the more general case of the class P, meaning that we allow any
possible positive pattern p™ in our integer sequence s. To simplify our work, we add
further hypothesis, resumed in the following formal definition.

Definition 3.2.13. A degree sequence m € D is in P if and only if the integer sequence
s=(s(1),...,s(n)) realizing 7 satisfies the following conditions:

i) there exists an index 2 < i <n — 1 such that s(i) = 0,
i) s(i) —s(i+1)=1forall 2 <i<n-—1, with z =max{l < z <n s.t. s(z) =0},
iii) s(1) 4+ s(2) + s(n) = 1.

Basically, we still require the negative pattern to be p~ = (1,...,1); moreover, we assume
that there exists at least one entry in s equal to 0, pointing out the rightmost one with
the index z, and we also require p~ to be as long as possible, avoiding vertices with
degree zero (condition #i7)).

Example 3.2.14. Choosing s = (9,4,2,1,0,0,—1,—2,-3,..., —12), we get the pattern
sequence ™ = (69, 38,29,25,22,22,19,16,13,10,9,7,6,5,3,2,1,1). The positive pattern
is p™ = (5,2,1,1,0), while the rightmost null element of s lies in position z = 6.

In case of sequences in P \ Py, we lose the notion of tail (see Example , so that
the strategy provided by PatternFiz becomes useless for their detection. So, we need to
define a different algorithm, trying to take advantage directly from the regularity of s
instead of the degree sequence.

A reconstruction algorithm for pattern sequences

We propose the algorithm PatternRec that, given an integer sequence 7 as input, decides
if it is a pattern sequence and, if so, reconstructs the related hypergraph H in polynomial
time. The pseudo-code of PatternRec is given in Algorithm |3} Here we sketch the main
steps of the procedure, whose correctness is guaranteed by Theorem [3.2.16]

As a prior information, we assume to know the value of the parameters z and t; =

s(1) — s(2). The latter may vary between 0 and — [s(;)J’ by the structure of s, with
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s(n) that assumes value —n + 2 at most, being n the length of the sequence. In practice,
many parallel computations can be started, one for each value of the parameters, however
keeping polynomial the complexity of the whole algorithm.

The main procedure consists in the following steps, that are iteratively repeated:

Step 1. Compute the number ¢ of entries equal to 1 in 7, and set ¢ = s(2) — s(3). The
fact that ¢ coincides with to easily follows from the construction of the sequences
in D. Indeed, if a vertex vy has degree 1, it means that there exists a unique pair
of indices (¢, j) such that s(i) + s(j) + s(k) > 0, with 1 <1i < j < k < n. Since s is
non-increasing, the only possible choice is (i,5) = (1,2). All the other vertices vy
having degree strictly greater than one are such that s(2) + s(3) 4+ s(k’) > 0 also
holds, since s(2) + s(3) is the second greatest sum between elements of s. Then,
q = to.

Step 2. By the knowledge of t1, t2, z and n, and the equation s(1)+s(2)+s(n) = 1 (see
Definition [3.2.13)), compute univocally the values s(1), s(2), s(3) and s(z),...,s(n).

Step 3. For all the known values in s, compute s(i) + s(j) + s(k) for i < j < k, and, if it
is strictly greater than zero, insert the corresponding hyperedge in H. Then, update
the input sequence m by subtracting the degree sequence of the added hyperedges.

Step 4. Compute g the number of vertices that reached degree equal to 0 after the
previous update, and set t3 = s(3) —s(4) = ¢. Then, compute s(4) by the knowledge
of s(3) and t3. The fact that ¢ = t3 follows from the same reasoning described in
point 1.

Step 5. Repeat Step 3 and Step 4 until all the entries of s have been detected.

If the final update of the input sequence is the null vector, then H realizes m and is
provided as output. Otherwise the algorithm fails, meaning that = ¢ P.

Example 3.2.15. We detail, as an example, the reconstruction of the sequence
T = (69, 38,29,25,22,22,19,16,13,10,9,7,6,5,3,2,1,1)

performed by PatternRec. We assume to know ¢; = 5 and z = 6.

First, an 18-length vector s is allocated, and its last thirteen elements are initialized by
the knowledge of n = 18 and z = 6:

s =(s(1),s(2),s(3),s(4),s(5),0,—-1,-2,-3,...,—12).

Then, the value to = 2 is retrieved by counting the number of vertices of degree one in ,
and the computation of the values s(1), s(2) and s(3) is achieved through the resolution
of the linear system



getting
s=1(9,4,2,5(4),s(5),0,—-1,—2,-3,...,—12).

Now, the insertion of the following hyperedges is performed:

(v1,v2,v) for 3 <k <18,
(v1,vs,v) for 4 <k <16,
(vo,v3,v) for 4 <k <11,
(vi,vj,vg) such that i=1,2,3,7=6,...,17,k=35+1,...,18, and s(i) + s(j) + s(k) > 0.

After the update, the integer sequence is
7 = (28,10,6,22,19,7,11,5,4,3,2,2,2,2,1,0,0,0),

with a new null entry (in boldface). Then, t3 = 1 and so s(4) = 1.
The algorithm performs now the insertion of all the edges involving vy and the known
values of s. We get

' =(17,3,2,1,16,4,8,2,2,1,1,1,1,1,0,0,0,0),

again with one new null entry (in boldface). Then, ¢4 = 1 and so s(5) = 0, and the final
computation of the sequence s is reached:

s=(9,4,2,1,0,0,-1,-2,-3,...,—12).

A final check reveals that the hypergraph Hg actually realizes the input sequence 7.

Theorem 3.2.16 ([5]). Given a non-increasing integer sequence 7 of length n, if 7 € P,
then PatternRec provides its unique realization with a computational cost of O(n?).

Proof. We start from the pseudo-code described in Algorithm 3] Since PatternRec follows
an iterative procedure, the proof will be by induction. More specifically, we have to show
that at each step a new element of the integer sequence s is correctly detected in the for
loop of line 13. So, the induction will be on the index [ of such a loop.

Before starting the analysis of the loop, we observe that at the beginning of the pro-
cedure the values s(1),s(2),s(3) and s(z),...,s(n) are correctly detected. These last
obviously, by the knowledge of the values z and n. Moreover, the required condition
s(1) + s(2) + s(n) = 1, together with the information ¢; = s(1) — s(2), immediately pro-
vide the values s(1) and s(2). We finally analyze s(3). At line 3 of the pseudo-code, the
algorithm computes ¢, the number of 1s in the sequence 7. If 7 is a sequence in D then, by
construction, a vertex vy takes degree equal to 1 if and only if it appears in the hyperedge
(v1,v2,vk) only. So, for all the vertices v, of degree 1, we have that s(1)+s(2)+s(k) > 0
and s(1)+s(3) 4+ s(k) < 0 hold at the same time, since s(1) 4 s(2) and s(1) + s(3) are the
greatest sum we can have between elements in s. It follows that the value ¢ must provide
the difference between the number of vertices with degree strictly greater than one and
those ones with degree exactly equal to 1, i.e., the difference between s(2) and s(3). Then,
5(3) can be correctly computed as s(2) — g. We are now ready for our induction proof.
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Algorithm 3. PatternRec(m,z,t1)

Input: A non-increasing integer sequence 7 of length n, an index 2 < z < n — 1, a positive

integer value 0 < #; < | 252 |

Initialize s a null array of length n;

set (s(2),...,8(n)) =(0,—1,...,—(n — 2));

compute g the number of elements in 7 that are equal to 1;

set 5(2) = 12020 (1) =1 — s(n) — s(2) and 5(3) = 5(2) — g;

for i,j,k€{1,2,3,2,241,...,n} and i < j < k do

if s(2) + s(j ) (k) > (0 then
(i) = (i) —
m(j) = 7(j) —
m(k) = m(k) —
end
end
7 =,

for/=4:2—1do

compute w the number of elements in 7(V) that are equal to 0;
set r=w—gq;s()=s(l—1)—r;q=q+nr; 70+ =70,
for i,j,k e {l,....l,z,z+1,...,n} and i # j # k do

if s(i) + s(4) + s(k) > 0 and was not previously computed then
7r(l+1)(i) _ 71_(l+1)(‘) 1;
,n_(lJrl)( ) l+1)( )
71_(lJrl)( ) ﬂ.(l+1( )
end
end
end

compute the degree sequence 7* generated by s;
if 7 =7 then
compute Hg;
return success;
else
‘ return failure;
end
Output: H;
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Base case, [ = 4. The algorithm inserts all the hyperedges of type (v;,v;,vx) that be-
long to the hypergraph, for ¢ < j < k chosen in the set of indexes for which we
know the values of s, namely, {1,2,3,2z,z+1,...,n}. Then, the input sequence is
updated at 74 = (%,...,%,0™,0%), where stars stay for non-null values. Notice
that all the previous vertices of degree 1 now lowered their degree to 0, as well as
other ry degrees reached such a value, for some r4 > 0. By construction, we have:

i) T (n—q—ry) #0.

i1) The edge (v1,v4, vp—g—r,) belongs to the hypergraph since, considering all the
insertions already performed, now s(1) + s(4) is the greatest sum we can have
between elements in s, and v,_q—r, belongs (at least) to another edge of the
hypergraph, see point 7). Then, s(1) 4+ s(4) + s(n — ¢ — r4) > 0 must hold.

ii1) The last g degrees of the sequence became null due to the insertion of edges
of type (vi,ve,vg), fork=n—qg+1,...,n.

iv) The vertices from position n — g — r4 + 1 to n — ¢ had degree strictly greater
than one, and so became null due to the insertion of edges of type (v1, v, vg)
and (vy,vs,vp), fork=n—q—rgs+1,...,n—q.

From i4i) and iv), it follows that r4 is the number of vertices v such that s(1) +
s(3) + s(k) > 0 and s(1) + s(4) + s(k) < 0 hold at the same time or, equivalently,
r4 = $(3) — s(4). Then, the value s(4) is correctly detected.

Induction step. We assume that the first [ values of the sequence s have been correctly
computed, and show that PatternRec detects s(I + 1) without errors.

After the insertion of all the edges involving the indicesin {1,2,...,1,z,z+1,...,n},
the input sequence has been updated at 7(+1) = (,...,%,0"+1 09+1) where the
null degrees corresponding to the entries 0"+! were strictly greater than zero in
the previous step. Indeed, by induction hypothesis, ¢ 11 = Zi;; s(i) —s(i+1). As
detailed before, this implies that the insertion of the edges (v1, v;, vx) has been per-
formed for all k =1 +1,...,n — 741 — @41, and also that (vi, Vi1, Vn—r g, ) I8
part of the hypergraph since v, , ¢, has still a positive degree. In other words,
the value 741 corresponds to the number of indices k for which s(1)+s(l)+s(k) > 0
and s(1) 4+ s(l+ 1)+ s(k) < 0 hold at the same time, that is, r;;1 = s(l) —s({ +1).
Then, the value s(l + 1) is correctly computed, and the proof is given.

The computational cost is clearly polynomial in the size of the input, of order O(n?).
Indeed, the detection of the sequence s goes hand by hand with the insertion of edges
and the construction of the hypergraph, cubic in the size of the input. O

3.3 Order Theory and ideals, an extension of the class D

In the previous section, we carried on the study of a subclass of 3-graphic sequences,
P C D. We now define an extension of D, by considering the poset of triplets T, = (2, <)
introduced in Section Dt is defined as the set of all the non-increasing integer
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sequences 7 of length n that are realized by a hypergraph H associated to an ideal of
the poset 7,. As already mentioned, the realization of a sequence in D¢ is not unique,
in general (see Example . We dedicate this section to the study of the properties
of the sequences realized by ideals with one or two generators, providing their complete
characterization and, mostly, an efficient reconstruction strategy.

From now on, we consider hypergraphs with n non-isolated vertices.

3.3.1 Principal ideals

We remind that an ideal I € Z,, is principal if the antichain of its maximal elements has
cardinality one or, equivalently, if it can be generated by one element, i.e., I, =|{g} for
some g = (a,b,c) € Q,. We denote by 7y = (di,...,d,) € D" the degree sequence of
the hypergraph in bijection with I,.

Remark 3.3.1. From the assumption that no isolated vertices are present in the hyper-
graph, it follows that g = (a, b, n).

The correspondence between hypergraphs and ideals allows to compute the degree se-
quence g = (d1,...,dy) looking at the triplets of [{g}, by counting the occurrences of
the value i, for 1 < ¢ < n, that appear in first, second, or third position in the triplets.
Starting from this observation, we express the degree of each vertex in terms of the values
a and b only, where a and b define the generator g = (a, b, n).

Lemma 3.3.2 ([I0]). Let g = (a,b,n) € Q. For all 1 <14 < n, the number of occurrences
of the element 7 as first entry of a triplet in I, is

o {(i—b)(i—i—zb—Qn-i-l) if1<i<a,

0 fa+1<i<n.

Proof. By definition of principal ideal, I, =|{(a, b, n)}, any number strictly greater than
a cannot appear as first element of a triplet. This leads to O} =0 for all a + 1 <i < n.
On the other hand, if 1 < i < a, then O! is given by the number of triplets of type
(t,z,y), withi+1 <z <band x + 1 <y <mn, that is,

b n
0= Y1
r=i+1y=z+1
Solving the sum gives the thesis. O

Lemma 3.3.3 ([10]). Let g = (a,b,n) € Q,. For all 1 < i < n, the number of occurrences
of the element ¢ as second entry of a triplet in I, is

(i—1)(n—i) ifl<i<a,
O =< a(n —1) ita+1<i<b,
0 ifb+1<i<n.
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Proof. By definition of principal ideal, I, =|{(a, b, n)}, any number strictly greater than
b cannot appear as second element of a triplet. This leads to O = 0 for all b+1 < i < n.
On the other hand, if 1 < i < b, then O} is given by the number of triplets of type
(x,4,y), with 1 <z <min{i — 1,a} and i + 1 < y < n, that is,

min{i—1l,a} n

Oh= > Y 1

z=1  y=i+l
Two cases arise:

i—1 n
i) If i <a,then Oy => Y 1, and so Of = (i — 1)(n — i).

z=1y=i+1

a n
ii) Otherwise, O} = Z Z 1, and so O = a(n — i).
r=1y=i+1

O

Lemma 3.3.4 ([10]). Let g = (a,b,n) € Q,. For all 1 < i < n, the number of occurrences
of the element 4 as third entry of a triplet in I, is

$i2—3i+1 if1<i<a,

O} = ¢ alizas) ifa+1<i<b,

a(2b—a—1)

5 fo+1<i<n.

Proof. Since no isolated vertices occur in a realization of m,, and being I, a down-set,
any element 1 < ¢ < n can appear as third entry of the triplets of the ideal. Precisely,
O} is given by the number of triplets of type (z,y,i), with 1 <z < min{i — 2,a} and
x4+ 1<y <min{i— 1,b}, that is,

min{i—2,a} min{i—1,b}

Oy= > oL
r=1

y=z+1
Three cases arise:
i—2 -1
i) If i < a, then O: :Z Z 1, and so O} = $i? — 3i + 1.
rz=1y=x+1
a 1—1 )
i) fa+1<i<b then0Oy=3Y > 1, andso O} = “25*=3),
z=1y=x+1
a b
iii) Otherwise, O} = Z Z 1, and so Of = M.
rz=1y=z+1
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Putting together the results of Lemmas [3.3.2] 3.3.3] and [3.3-4] the degree sequence 7y of
a principal ideal can be computed:

Theorem 3.3.5 ([10]). Let g = (a,b,n) € Q,, and 7y = (d1,...,d,) be the degree
sequence of the hypergraph defined by I,. Then,

(b—1)(2n—b—2)

5 if1<i<a,
d; = { «@na=s) ifa+1<i<b, (3.1)
a(2—a-l) ifb+1<i<n.
Proof. The values d;, for i = 1,...,n, can be immediately computed starting from the

results given in Lemmas [3.3.2, [3.3.3|and [3.3.4| as d; = O% + O% + O%. We explicitly write
the calculations that lead to the thesis:

1 <i < a. In this case, O}, 04 and O are all different from zero, so that

a+1<i<b. In this case, O} is equal to zero, so that

% —a— M —a—
di:a(n—z’)+a(l 2a 3):a(n 2@ 3)‘

b+ 1 < <n. This is the final case, where the only non-null summand is O}, that is,

d; — a(2b—a—1).
2

O

Remark 3.3.6. We underline that the value d; does not depend on the index i, for
1 <4 < n, but is determined by a, b and n only, i.e., by the generator g = (a,b,n) of the
principal ideal.

It is clear from Theorem that the degrees of the vertices associated to a principal
ideal can assume at most three distinct values; moreover, this number can decrease to two
or even one, depending on the entries a, b of the triplet that generates the hypergraph.
We characterize all the possible cases in the following result.

Corollary 3.3.7 ([10]). The degrees of the vertices associated to a principal ideal can
assume at most three distinct values.

Proof. Starting from Eq. (3.1) in Theorem [3.3.5, we denote the values of the degrees as
p1 = (b—l)(227n—b—2)’ p2 = Mn%a—ii) and p3 = %‘1_1). We analyze the cases in which
two or three of these values coincide, as well as the case in which they are all distinct:

74



i) p1 =p2 =p3,ifand only if a =n —2 and b =n — 1. Here, [, =l{(n—2,n—1,n)}
is the complete 3-hypergraph on n vertices, indeed its degree sequence is constant
and equal to my, = (p}'), with p; = (”—1)2&

1) p1 # p2 and py = p3, if and only if a < n — 2 and b = n — 1. In this case, the

degree sequence has two distinct entries, p; = W and py = M, and

n—a

it is equal to 7y = (p§,py~“).

iii) p1 = p2 and pg # ps, if and only if b =a+ 1 and b < n — 1. In this case, the degree

sequence has two distinct entries, p; = M and p3 = a(a; U and it is equal

to mg = (pll)vpg_b)'

iv) p1 # p2 # ps3, if and only if no consecutive elements are present in the generator
g = (a,b,n). In this case, the degree sequence has three distinct entries and it is

equal to my = (p‘f,pg*“,pg‘*b), with p1, po and p3 given in Eq. (3.1)).
O

Remark 3.3.8. The number of distinct degrees in 7, depends on how much close are
the entries a,b and n in the triplet g. In particular, each time two consecutive numbers
are present in the generator, the number of distinct degrees in 7, decreases by one.

Example 3.3.9. Let us consider three principal ideals in Zjy and the related degree
sequences:

g1=(2,7,10)  m = (33,33,15,15,15,15,15,11,11, 11),
g2 = (5,6,10) o = (30,30, 30, 30, 30, 30, 15, 15, 15, 15),
g5 =(8,9,10) 75 = (36, 36, 36, 36, 36, 36, 36, 36, 36, 36).

According to Corollary 3-3.7] the presence of consecutive numbers in the generator de-
creases the number of distinct values in the degree sequence.

When considering a non-increasing integer sequence m of length n where three distinct
entries are present, at most, one can ask if 7 is the degree sequence associated to a
principal ideal in 7, and, in case of positive answer, find its realization through the
detection of its unique generator. We already observed that such a triplet depends on
two distinct values only, that can be computed solving the following system of equations:
b—1)(2n—b—2
P = (b=1)( " )
Dy = a(2n;a73) (32)

1 <a<b<n-—1integers,

where p; and po are the two greatest distinct values that occur in 7. The structure of
is particularly easy: indeed, it is composed by two independent quadratic equations in
a and b, and so can be quickly solved. Moreover, if it admits a solution, then such a
solution is unique.

Theorem 3.3.10 ([10]). If it exists, the solution of (3.2)) is unique.
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Proof. The system described in consists of two quadratic equations in a and b
that can be solved independently. We show that each of them admits a unique solution
satisfying the required constraints on the respective variable, i.e., 1 < a < b <n —1.
We consider the first equation. The uniqueness of the solution for the second one can be
proven following the same argument.

The value b is obtained by solving

b+ (1 —2n)b+2n+2p; —2=0,

whose solutions are by o = %, where A; = (2n — 3)2 — 8py. Since b < n — 1, the
inequality /A1 < —1 must hold, that is, the only admissible solution is b = M.

Similarly, a = %, where Ay = (2n — 3)2 — 8py, is the unique admissible solution
for the equation in the variable a. O

Example 3.3.11. Let us consider again the degree sequence m; in Example [3.3.9]
™1 = (33,33,15,15,15,15, 15,11, 11, 11).

The generator g; = (a, b, 10) of the principal ideal that may realize 7; can be computed
solving the system of equations

g3 — (=1)(20-b-2)

(20 ; 3)
a —a—
15 = «20_ =)

1 <a < b <9 integer numbers,

or, equivalently, the quadratic equations

b2 —19b + 84 = 0,
a’? —17a 4 30 = 0.

The only solutions that are in accordance with the condition 1 < a < b <9 are a =2
and b = 7, that in fact give the correct generator g; = (2,7,10) (cf. Example [3.3.9)).

Theorem [3.3.10] provides a sufficient condition for the resolution of the consistency prob-
lem for an integer sequence of type m = (dg@dg ,dY), but does not solve it in general.
Indeed, it is sufficient to solve the system of equations to establish if 7 can be
realized by a principal ideal in 7y, but Theorem [3.3.10] does not allow to solve the con-
sistency problem in case of negative answer. Moreover, we underline that the uniqueness
of a and b as solutions of guarantees that, if it exists, the principal ideal realizing
7 is unique, but does not guarantee that the realization of 7 is unique in general. As a
matter of fact, another hypergraph having 7= as degree sequence could exist, both in Z,,
(in this case, an ideal with at least two generators) or outside the class of ideals of 7, (in
this case, m ¢ D).

Actually, we can solve the uniqueness problem and show that the degree sequence of a
principal ideal I, admits a unique realization.
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Theorem 3.3.12 (|I0]). Given an integer sequence m = (dy,...,dy), if there exists a
principal ideal I, € Z,, realizing 7, then no other realization of 7 exists, up to isomor-
phism.

Proof. By Theorem [3.1.10] if we show that m € D, then uniqueness directly follows.
We proceed in the research of an integer sequence s such that 7 = m;. We distinguish
three cases, depending on the number of distinct entries in 7, that are at most three by

Corollary [3:3.7

i) All vertices have the same degree, namely, m = (p™) for some p. Since by hypothesis
_ iy — (=1)(n—2) :

m = 74 for some g, from Corollary itisp = ~——5—, and so I, is the complete

3-hypergraph on n vertices. The same hypergraph can be constructed starting from

the integer sequence s = (1"), and so m € D.

1) The degrees of the vertices assume two distinct values, namely, 7 = (p*, ¢" %) for
some p, ¢ and z. According to Corollary 3.3.7] two further cases must be analyzed:
a) q= w, and so z =a and p = ("71)2& (these values are unique from
Theorem [3.3.10). We show that the integer sequence s = (1%¢,0"~?) is such
that # = mg = (df,...,d}). From Proposition it is sufficient to show
that df = p and d;, = q.

The first vertex always appears in the first position of the triplets of 2,, and
those ones that constitute the hypergraph H; are such that s(1)+s(j)+s(k) >
0. As s(1) = 1, the inequality holds if and only if (s(j),s(k)) = (1,1), (1,0)
or (0,0). The number of possible choices for (s(j), s(k)) is (agl) +(a—1)(n—

a) + (39, that is, dj = m=Nn=2) )
Similarly, the last vertex v, appears in the triplets of €, in third position
only, and an edge (i,j,n) is part of the hypergraph Hj if and only if s(i) +
s(j) + s(n) > 0, with s(n) = 0. It follows that (s(7),s(j)) = (1,1) or (1,0),

with (5) +a(n—a—1) possible choices. As a consequence, df, = wn%a_?’) =gq,
as claimed.
b) p = %W, and so ¢ = b and ¢ = @ (these values are unique

from Theorem [3.3.10)). Following the same argument used in a), 7 = 5 holds
choosing s = (20, —177?).

i7i) The degrees of the vertices assume three distinct values, namely, 7 = (p®, ¢¥,r"~*7Y)

for some p, ¢, r and z,y. Again from Corollary and Theorem [3.3.10] we know
_ (—=1)(2n—b—2) _ a(2n—a—3) _ a(2b—a-1) _ _
that p=—"5—=,¢==""F5"and r = 5 ,and zx =a,y=0—a.

We consider the integer sequence s = (22,0°79, —1”*1’) and the associated degree
sequence s = (df,...,d}) € D. As shown before, it is easy to verify that d; = p
and dj, = r, as required. We finally need to check if d}  ; = ¢. Since s(a + 1) = 0,
the vertex v,4+1 can appear both as second and third element of the triplets of €,.
In the first case, we have to count the number of pairs of type (s(i),s(k)) such
that s(i) + 0 + s(k) > 0, in the latter the number of pairs (s(i),s(j)) such that
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s(i) + s(4) +0 > 0. In total, we need the number of pairs of type (2,0), (2,—1) or
(2,2), that is, a(b—a — 1) + a(n — b) + (3) = g, as claimed.

We have shown that, in all cases, if 7 = 7, for some g € €Q,, then 7 € D and, as
a consequence, the only hypergraph realizing it is the principal ideal I, € Z,. This
concludes the proof. O

Remark 3.3.13. Theorem guarantees the uniqueness of reconstruction in case
of a degree sequence associated to a principal ideal in Z,, but does not characterize all
the 3-graphic sequences in which only three (or less) distinct degrees are present. As an
example, the integer sequence m = (1,1,1,1,1,1) is 3-graphic, but (one of) its realization
H =1{(1,2,3),(4,5,6)} is not in Zg.

We conclude the study of principal ideals with the description of a trivial reconstruction
strategy for this type of hypergraphs, whose pseudo-code is described in Algorithm []

Algorithm 4. Generator(m)

Input: 7 = (p®, ¢¥, r*) a non-increasing integer sequence with (at most) three distinct
entries
Compute z,y and z the number of occurrences of each distinct entry in 7;
if y # 0 and z = 0 then
‘ set y=1and z2=n—xz —1;
end
if y =0 and z =0 then
| setz=n—2y=1and z=1;
end
Set g = (z,z +y,z+y+2);
Compute the principal ideal I, and its degree sequence g;
if 7y = 7 then
‘ H =1,
else
‘ return failure;
end
Output: H

Theorem 3.3.14. Given a non-increasing integer sequence m = (dy,...,d,) with at
most three distinct entries, it is possible to establish in polynomial time if 7 is realized
by a principal ideal in Z,. In case of positive answer, the realization is unique and can
be provided in O(n?) time.

The result is a straightforward consequence of Theorem [B.3.5] that characterizes the
degrees of the sequences realized by principal ideals, and Theorem [3.3.12] that guarantees
the uniqueness property. The generator g = (a,b,n) can be found simply counting the
number of entries for each value in 7, see Theorem [3.3.5] with a computational cost that
is linear in the size of the input. The generation of the corresponding hypergraph requires
a computational cost of O(n?), again polynomial in the size of the input.
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Example 3.3.15. Let us consider the following integer sequences of length n = 12,

m = (34,34,34,27,27,9,9,9,9,9,9,9),
Ty = (27 27 2a 2a 2a 27 27 27 27 27 27 2)7

and the performance of the algorithm Generator.

In the first case, the algorithm computes x = 3, y = 2 and z = 7, and then the candidate
generator g = (3,5,12). Since the degree sequence of the principal ideal |{(3,5,12)}
is equal to the input, the algorithm successfully ends providing the hypergraph I, as
output.

In the second case, the candidate generator is computed as go = (10,11, 12), and the
algorithm fails since my does not coincide with the degree sequence of the complete 3-
hypergraph on twelve vertices.

3.3.2 Ideals with two generators

We now move to the case of ideals with two generators, g1 = (a,b,c) and go = (d, e, f).
By definition, the two triplets must be non-comparable w.r.t. the order < defined on 7.
Moreover, at least one between ¢ and f must be equal to n, to avoid isolated vertices in
the hypergraph Iy, 5, =l{g1,g2}. Without loss of generality, we assume f = n.

As we did for principal ideals, we proceed in characterizing the degree sequences associ-
ated to such hypergraphs. Even in this case, it is possible to compute the degrees of the
vertices starting from the values a, b, c,d and e only, that uniquely identify the genera-
tors. Differently from principal ideals, several cases arise, according to the condition of
non-comparability of g; and go.

To avoid tedious repetitions, in this section we present our results omitting detailed
computations in the proofs. For a more complete and precise version, we address the
reader to our paper [10].

Lemma 3.3.16 ([10]). Let g1 = (a,b,¢), g2 = (d,e,n) € Q,, be non-comparable, I, 4, =|
{91, 92}, and 7y, 4, the degree sequence of the hypergraph Hy, 4, associated to Iy, g,.
Then,

Tg1,.92 = Tg1 + Mgz — Mmin{g1,g2}>
where min{gi, g2} = (min{a, d}, min{b, e}, min{c, n}).

Proof. The proof directly follows from the inclusion-exclusion principle, being I,
Ig, N1y, by definition and, as a consequence, Iy, g, = Iy, U (g, \ Iminfgy,g01)-

in{g1,92} —

General case

Since we know how to compute the degree sequence 7, for a given g € €, (see Theo-
rem , we can easily obtain the degree sequences of the form 7y, 4, by exploiting
Lemma |3.3.16] For the moment, we assume the values a, b, c,d and e to be all distinct
and different from n. The cases in which repetitions occur will be treated later.

Theorem 3.3.17 ([10]). Given two non-comparable triplets g1 = (a,b, c), g2 = (d,e,n) €
€2, the degree sequence 7, 4, = (di,...,dy) of the hypergraph associated to I, 4, =]

{91, 92} is:

79



i) Ifd<a<b<e<c<mn,then

(((e—1)(2n—e—2)
(bfl)(2207b72)+2d(nfc)

2
a(2c—a—3)+2d(n—c)

2d(n—b—1)

+

2
1)+
2

2
2b—a—1)
—a—1)

2d(e—b)

U
[}
i
T
—
=

i) f d<a<b<c<e<n, then

(((e—1)(2n—e—2)
(b—1) (22cfb72)+2d(nfc)

iti) f d < a<e<b<c<n,then

(b—=1)(2c=b—2)+2(e—1)(n—c)

(b—1) (20—b—2)2+2d(n—c)

2
a(2c—a—3)+2d(n—c)
a(2c—a—3§

2
a(2b—a—1)

2
d(2e—d—1)
2

iw) Ifd<e<a<b<c<n,then

(b—1)(2c—b—2

—

+2(e—1)(n—c)

[\

(b—1)(2¢—b—2)+2d(n—c)

—  [—

2
(b—1)(2c—b—2
2
a(2¢—a—3)
2
a(2b—a—1)

2
d(2e—d—1)
2
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ifl1<i<d
ifd+1<i<a
ifa+1<i<b
fo+1<i<e
ife+1<i<c
ife+1<i<n.

if1<i<d
ifd+1<i<a
fa+1<i<b
fo+1<i<ec
ife+1<i<e
fe+1<i<n.

if1<i<d
ifd+1<i<a
ifa+1<i<e
ife+1<i<b
ifbo+1<i<c
fe+1<i<n.

if1<i<d
ifd+1<i<e
ife+1<i<a
ifa+1<i<b
ifb+1<i<ec
fe+1<i<n.



v) Ifa<d<e<b<c<n,then

((b—1)(2c—b—2)+2(e—1)(n—c)

) ifl<i<a
w ifa+1<i<d

. @%%t& ifd+1<i<e

1 2a(07671)42>d(2€*d*1) if e + 1 S 7 S b
2a(b—c)d(2e—d—1) ifb+1<i<c
ﬂk%tﬁ ifet+1<i<n.

Proof. The computation directly follows from Theorem and Lemma [3.3.16| (see [10]
for the complete calculations). O

Theorem states that the degree sequences associated to ideals with two generators
have at most six distinct entries. As in case of principal ideals, this number can decrease
in case of consecutive numbers in the triplets of generators or in case of repetitions, as
an example, if ¢ = d.

Remark 3.3.18. Each repetition/pair of consecutive numbers in g; and g, makes the
number of distinct degrees in 7y, 4, decrease by one, as shown in the sequel.
Degree sequences containing three distinct values

By an exhaustive check of the equations provided in Theorem [3.3.17], we characterize
all the degree sequences associated to ideals with two generators having exactly three
distinct entries. Moreover, the uniqueness property holds for this class.

Theorem 3.3.19 ([I0]). The degree sequence m,, 4, has exactly three distinct entries if
and only if g; and g9 are chosen as follows:

i) g1 = (a,n—1,n) and g2 = (d,d + 1,n), with a < d, or
i) g1 = (a,a+1,a+2) and g2 = (d,n — 1,n), with d < a, or
iii) g1 = (a,a+ 1,a+2) and g2 = (d,d + 1,n), with d < a.

Moreover, the hypergraph associated to the ideal I, 4, is the unique realization of 74, 4,
(up to isomorphism).

Proof. The choice of generators that allows to reduce the number of distinct degrees,
still keeping them non-comparable, comes from an exhaustive check of all the possible
cases. The uniqueness property follows by the fact that my, 4, € D. We provide here the
sequence s that realizes the degree sequence in each case:

Z) s = (3a7 2d+17a’ _1n7d71)’
”) s = (5d7 ]_cL—‘,—Q—d7 _2n—a,—2)7
2d+1 1a—d+1 _3n—a—2)'

iii) s = (
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O

Remark 3.3.20. If we try to reduce the number of distinct degrees to two, we get
g1 = go or vice versa, going back to the definition of principal ideal. Then, three is the
minimum number of distinct entries in a degree sequence associated to an ideal with two
generators.

Degree sequences containing four distinct values

Analogously, we characterize all the degree sequences associated to ideals with two gen-
erators having exactly four distinct entries. Even in this case, the uniqueness property is
maintained.

Theorem 3.3.21 ([10]). The degree sequence mg, 4, has exactly four distinct entries if
and only if g; and g9 are chosen as follows:

i) g1 = (a,n—1,n) and g2 = (d,e,n), witha <d <e—1, or

ii) g1 = (a,b,n) and g2 = (d,d + 1,n), with a < d < b, or

i) g1 = (a,a+ 1,a+2) and g2 = (d,e,n), with d < a < e, or

w) g1 = (a,b,b+1) and go = —1,n), withd < a<b, or

(d,
(d,d+1,n), with d < a, or
vi a,b,b+1) and go = (d,d + 1,n), with a < d, or

)
a,b,b+1) and gy =
g1 = )

vii) g1 = (a,a+ 1,¢) and g2 = (d,d + 1,n), with d < a, or

VLT

(
(
(
(
(
(
(
(

(
g1 = (a,a+1,¢) and g2 = (d,d + 1,n), with d < a, or

)
)
)
)
v) g1 =
)
)
)
)

ir) g1 = (a,b,b+ 1) and g3 = (a,a + 1,n), with a + 1 < b.

Moreover, the hypergraph associated to the ideal Iy, 4, is the unique realization of 7y, 4,
(up to isomorphism).

Proof. The choice of generators that allows to reduce the number of distinct degrees,
still keeping them non-comparable, comes from an exhaustive check of all the possible
cases. The uniqueness property follows by the fact that 7y, 4, € D. We provide here the
sequence s that realizes the degree sequence in each case:

i) s = (3% 2972 0" —17€)

7

49 2d+1fa _1b7d71 _2nfb)

) s =(
) s =(

iii) s = (69,10+2—d _ge—a=2 _gn—e)
) (74, 10-d bt+1-a _gn—b-1)
) 5=

3d+1 10— d—1 0b+1 a 4n—b—1)

82



Ui) s = 3a7 2d+1—a’ _1b—d7 _2n—b—1)7

(

U’ii) s = (5d’ 1a+1—d7 _1c—a—1’ _277,—0)7
(
(

— 4(17 07 _1b—a’ _3n—b—1)_

V2

O

Remark 3.3.22. Differently from the previous case, now the triplets of generators can
have common elements. In particular, a = d in case ix).

Degree sequences containing five distinct values

We continue our analysis with the case of five distinct entries in a degree sequence of type
Tg1,90- FOr the first time, we are not able to prove the uniqueness property, since in some
cases such sequences belong to the class D! \ D, where uniqueness is not guaranteed

(see Example [3.1.11]in the introduction).

Theorem 3.3.23 ([10]). The degree sequence 7y, 4, has exactly five distinct entries if
and only if g; and g9 are chosen as follows:

i = (a,b,n) and g2 = (d,e,n), with a < d < e < b, or

1 = (a,b,b+ 1) and g2 = (d,e,n), withd<a<b+1<e,or

1) g1 = and go = (d,e,n), withd<a<e<b+1,or

1

);
)
e,n), with d < e < a, or
v )

)
1)

g1 =(a,b,b+1) and g9 =
)

) e,n), with d < e < a, or
g1 = (a,a+1,c¢) and g2 =

(d,
(d,

g1 = (a,b,b+1) and g2 = (d,e,n), with a <d < e <b, or
(d,
vid (d,
(d

viit) g1 = (a,a+1,¢) and go =

)

e,n), withd <a<e<e, or

,e,n), withd < a<c<e,or
)

iz) g1 = (a,b,¢) and g = (d,n — 1,n), with d < a, or

)
x) g1 = (a,b,c) and g2 = (d,d+ 1,n), with d < a < b, or
)

)
g1 = (a,b,¢) and go = (d,d+ 1,n), witha <d < b—1, or

) g
)
)
)
)
vi) g1 = (a,a+1,c) and g» =
)
)
)
)
i)
) g

xii = (a,b,c) and g2 = (d,b,n), with d < a and at most two consecutive elements

in gl, or

ziii) g1 = (a,b,n) and g2 = (d,e,n), with d < a < b < e and no consecutive elements in
g1 and go, or

xiv) g1 = (a,b,c) and ga = (a,e,n), with e < b and no consecutive elements in g; and
g2-
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Moreover, if b # e, then the hypergraph associated to the ideal I, 4, is the unique
realization of 7y, 4, (up to isomorphism).

Proof. The choice of generators that allows to reduce the number of distinct degrees, still
keeping them non-comparable, comes from an exhaustive check of all the possible cases.
The uniqueness property, apart from case wii), follows by the fact that w4, 4, € D. We
provide here the sequence s that realizes the degree sequence in each case:

6d 1a7d Ob+1fa _2efb71 _3nfe)
7d’ 3a—d’ Oe—a’ _1b+1—e’ _6n—b—1)

?

5d’ 3e—d’ 1@—67 Ob—&-l—a’ _6n—b—1)7

®
Il
ﬂ

.8
D

d— —d b+1— —b—1
a’_le ’_3+ 67_477, )

Y

»
Il
W
oA
LW

—d 1— —a—1 —
e ’2a+ 67_26 a 7_671 c)7

s = 4(17 Oe—a’ _1b—e7 _20—1)7 _371—0).
]

Remark 3.3.24 ([I0]). Actually, it is possible to show that 7, 4,, with g1, g2 as in case
xii) of Theorem [3.3.23] admits a unique realization in the following two cases:

b<a+3: my 4 =T With s = (59, 30=d 2b—a _ge=b _gn—c),
b>a+3and d=a+1: 1, 4 =7 with s = (99,6,007¢, —5¢=b —7n=c),

We conclude this section with the following theorem, that summarizes all the obtained
results in case of five distinct values:

Theorem 3.3.25 ([10]). Let 7y, 4, be a five distinct values degree sequence realized by
an ideal with two generators. Then, 7y, 4, € D\ D if and only if g1 = (a,b,c) and
g2 = (d,b,n), with b>a+3 and a > d+ 2.

We remind that we do not have any uniqueness result concerning the class D! \ D.
Indeed, a unique realization could hold even in the case described in Theorem [3.3.25]
although a rigorous proof is still missing.
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Degree sequences containing six distinct values

We conclude mentioning two results from [10] for the general case of six values degree
sequences, that characterize which of them belong or not to the class D.

Theorem 3.3.26 ([10]). Let 7, 4, be a six distinct values degree sequence with gener-
ators g1 = (a,b,c) and g2 = (d,e,n). The uniqueness of 7, 4, is guaranteed only if one
of the following conditions holds:

i) d<a<b<c<e,or
i) d<e<a<b<c,or
i) a<d<e<b<ec.

Theorem 3.3.27 ([10]). Let 7y, 4, be the degree sequence associated to Iy, 5, =l{g1, 92},
with g1 = (a,b,c) and g2 = (d,e,n). Then, 7, 4, € D"\ D if one of the following cases
occur:

i)d<a<b<e<candc>e+2, a>d+2,b>a+2, or

ii) d<a<e<b<candc>b+2,a>d+2,b>e+2.

3.4 A randomized approach for the reconstruction of uni-
form hypergraphs

We dedicate this section to the study of the more general case of k-uniform hypergraphs,
approaching the consistency and reconstruction problems introducing randomized strate-
gies. We make use of the probabilistic method. This method is used to prove the existence
of a mathematical object with prescribed characteristics, and consists in showing that
choosing at random an element from a specified class, the probability of getting the de-
sired structure is strictly greater than zero. Although this procedure is not constructive
in general, the existence of the object is guaranteed by the fact that there exists at least
one with the required characteristics in the specified class (see e.g. [I]).

An example of application of the probabilistic method in the field of Graph Theory
is the configuration model. Such a model generates random graphs with a prescribed
degree sequence ([22] 51]), and consists in the following: given 7 = (dy, ..., dy) an integer
sequence, d; half-edges are assigned to the vertex v;, for i = 1,...,n. Then, two half-edges
are picked uniformly at random to form an edge of the graph, and then the procedure
is repeated until all the half-edges are gone. The obtained graph is clearly a realization
of 7, although it is not simple in general (both loops and repeated edges can be created
during the process). As a consequence, it is interesting to study the probability of getting
a simple graph realizing 7, as done in [52], looking for hypothesis on the sequence 7 that
guarantee such a realization.

In [29] and [30], the configuration model has been generalized to generate k-uniform
hypergraphs with prescribed degree sequence, and recently similar techniques have been
applied for the random generation of k-hypergraphs with prescribed degree sequence,
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using a bijection between them and bipartite graphs [37]. Both models allow to prove that
a k-uniform realization of m = (dy,...,d,) exists, under certain conditions. In particular,
the configuration model works under the assumption that d; = O(log n), while the second
approach is less restrictive, requiring d; = o(min{c'/?,s'=2/F}) only. We improve the
latter result through the definition of a different randomized algorithm, reaching the
condition di = o(c!=2/F).

3.4.1 Balls and boxes

Let us consider k > 3 and an integer sequence m = (dy, ..., d,) for which we want to find
a k-realization H. Starting from the idea that lies under the configuration model, one can
think to equip each vertex of H with a number of 1/k-edges equal to the desired degree,
and then pick k£ of them uniformly at random to construct a hyperedge. Intuitively,
when k grows, following this strategy it becomes more likely to produce loops instead of
repeated edges. For this reason, we develop an algorithm that constructs a k-realization
of m avoiding loops, and then we analyze the probability of the presence of multiple edges.
We show that the probability of constructing a hypergraph realizing 7 that is also simple
is strictly greater than zero, under certain assumptions on the sequence . According to
the probabilistic method, this is a proof that 7 is k-graphic.

To simplify the notation, in this section sometimes we will denote the vertices by V =
{1,...,n}. Moreover, given m = (dy,...,dy) and k > 3, we work under the hypothesis
that k& divides 0 = > | d; and d; < 7 forall i = 1,...,n, two trivial but necessary
conditions for a sequence 7 to be k-graphic.

General idea

We set our algorithm by modeling the problem with balls and boxes. More precisely,
following the philosophy of the configuration model, for each vertex v; we consider d;
balls, labeled with 4, for ¢ = 1,...,n. They can be seen as the equivalent of the 1/k-edges
used in the other approach. Then, we model the random picking of edges through the
distribution of the balls in a suitable number of boxes, from which we will draw the
hyperedges to construct the k-uniform hypergraph. Summing up, the algorithm consists
of the following three steps:

Step 1. Given an integer sequence m = (dy,...,d,) and an integer k > 3, consider d;
balls with label i, for i = 1,...,n, and k 4+ 1 boxes, with labels 1,...,%k 4+ 1. Each

box has volume equal to 7, meaning that can contain 7 balls at most.

Step 2. Distribute the balls into the boxes, keeping all the balls with the same label in
the same box, and without overshooting their volume.

Step 3. Consider the k boxes that contain the highest number of balls (in case of equal
cardinality, choose the one with highest label). Draw one ball from each box, uni-
formly at random. The labels of the chosen balls correspond to the vertices that
constitute the first edge of the hypergraph we are constructing. Repeat this process
until all the boxes are empty.
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If the process correctly finishes, the output will be a k-uniform hypergraph realizing
the input sequence 7, and where no loops occur. The avoidance of loops is due to the
distribution that has been made in Step 2, where we require to have all the balls with
equal label in the same box, so that they cannot be drawn at the same time.

Example 3.4.1. Let us consider the integer sequence m = (5, 3,3,2,2,2,1) and the value
k = 3. We describe how the algorithm we gave works on input (7, k).

Step 1. We set five balls having label equal to 1, three balls having labels 2 and 3, two
balls having labels 4, 5 and 6, and one ball having label 7. Furthermore, we consider
four boxes, B1, Be, By and Bj.

Step 2. According to the greedy strategy described in Algorithm |5, we distribute the
balls in the boxes, getting
By ={1,1,1,1,1},

BQ {272727676}7
Bs = 1{3,3,3,7},
By = {4,4,5,5).

Step 3. We start drawing edges. At the beginning, the three boxes having highest car-
dinality, giving priority to highest labels in case of same value, are By, By and By.
We draw one ball from each of them, uniformly at random, to construct the first
hyperedge of the hypergraph. Let us suppose to obtain e; = (1,2,5).

At the second round, the boxes with highest cardinality are By, Bo and Bs. We
pick at random one element from each of them to get the second hyperedge, say
€y — (17 3, 6)

We iterate the procedure until all the edges of the hypergraph have been sampled.

As an example, a possible output on input (7, k) is the hypergraph H having edges, in
order of sampling, equal to

€] — (1,2,5)
€9 = (1,3,6)
es = (3,5,6)
es = (1,3,4)
€5 = (17274)
es = (1,2,7).

Notice that:

> No loops occur in H. This is due to the fact that we put all the balls having same
label in the same box, see Step 2. This condition immediately ensures that the
same vertex cannot be drawn twice when sampling an edge.

> The output H is a 3-uniform hypergraph having degree sequence equal to 7. Even
in this case, such characteristics are guaranteed by construction. Indeed, the hy-
pergraph is uniform since we always sample edges having same cardinality, in this
case equal to k = 3 (Step 3). Moreover, the degree sequence of H is 7, since in
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Step 1 we set exactly one ball for each occurrence of a vertex that we want in the
output, for all seven vertices.

> H is a simple hypergraph, so a realization of = where no loops and multiple edges
occur. The avoidance of loops is guaranteed by construction, while multiple edges
could be sampled, in general.

Some doubts immediately arise:

i) Why do we set k + 1 boxes instead of k, that seems to be a more natural choice?

i1) Is it possible to distribute the balls in the boxes satisfying all the conditions required
in Step 27

iii) Does the process always terminate, meaning that we do not get stuck with two (or
more) boxes that become empty at the same time?

iv) How likely is to draw the same edge more than once?

The answer to i) lies in the fact that setting k& boxes would result, in Step 2, in filling
each box with exactly 7 balls. Since we want to put all the balls with equal label in the
same box, we are actually asking to solve an instance of multi-way numbering partition,
a problem that is known to be NP-hard [45].

In Theorem we positively answer to point i), while we can fulfill the request of
point iii) by adding some hypothesis on the entries of 7.

We also introduce the following formal definition to describe a distribution of balls sat-
isfying the required conditions:

Definition 3.4.2. Given n € N and © = (dy,...,d,), we define Allocation,1(7) as the
set of all (k + 1)-tuples (By,..., Bit1) of pairwise disjoint multisets By, ..., Bg4+1 such
that each label 4 = 1,...,n is contained exactly d; times in one of the multisets, and
o/k>|Bi| >+ > |Bgal.

Finally, we can investigate the probability of getting multiple edges and then answer to
iv).

Implementation

We provide the pseudo-code of our random strategy in Algorithm[7] that is actually a con-
catenation of Step 2, implemented in Algorithm |5 Allocation, and Step 3, implemented
in Algorithm [6], Sampling.

Before showing the correctness of Sample Hypergraph, we analyze its computational cost:

Theorem 3.4.3 ([12]). The algorithm SampleHypergraph has a computational cost of
O(kn 4+ o), so polynomial in the size of the input.

Proof. The algorithm SampleHypergraph is actually the concatenation of Allocation and
Sampling. As arises from Algorithms [5] and [6 respectively, the first one has a compu-
tational cost of O(¢n), the latter of O(k%) = O(0). As a result, the total cost of our
strategy is O(kn + o). O
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Algorithm 5. Allocation(m, /)

Input: 7 = (di,...,d,) a non-increasing sequence of natural numbers, £ € N
Set Bl,...,Bg :w;
fori=1,...,ndo

Let J C {1,...,¢} be such that |B,| is minimal for all j € J;
Jmin = min(J);
Add d; copies of the vertex i to B, ;

end
Output: (By,...,By)

Algorithm 6. Sampling(By, ..., Bx+1)

Input: (By,..., Bg+1) € Allocationg4q ()
Set E = 0;
fori=1,...,0/k do
Let J C {1,...,k+ 1} be such that |B,| is minimal for all j € J;
Jmin = min(J); edge = 0;
for /=1,...,k+1,¢ % jmin do
choose by uniformly at random from By;
edge = edge U {bs};
By = Bo\{be};
end
E = E U {edge};
end
Output: F

Algorithm 7. SampleHypergraph(r, k)

Input: 7 = (dy,...,d,) a non-increasing sequence of natural numbers, k¥ > 3
(B1,...,Bgy1) = Allocation(w, k + 1);
Relabel By, ..., Bi+1 such that they are decreasing in size;

if (By,...,Bi+1) ¢ Allocationg1 () then
| return (Error)

end

E=Sampling(B1, ..., Bk+1);

Output: F

3.4.2 Correctness and integer sequences that are k-graphic

To show the correctness of SampleHypergraph, we first need to show that Allocation
returns a suitable input for Sampling, so a set (Bi,...,Bg+1) € Allocationgq(7), and
then that the algorithm Sampling actually terminates without errors.

We start with a lemma that provides a bound for the cardinalities of the boxes obtained
as output of Allocation.

Lemma 3.4.4 ([12]). For 7 = (di,...,dy) and ¢ € N, the algorithm Allocation(r,¥)
yields

|Bi| < max {dl, % + dw}
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foralli=1,...,7¢

Proof. First of all, we observe that Allocation is a greedy algorithm: the boxes are filled in
order, starting from the emptiest one and giving priority to lower indices. So, in the first
¢ steps, the boxes By, ..., By are filled with the balls with labels 1,..., £, respectively.
Now, if all the vertices are distributed equally, we would get exactly 7 balls in each box.
In case di > %, we get di as an upper bound on the cardinalities |B;|, after the first ¢
steps. Since now dyy1 is the highest degree left, and all boxes still contain less than %

l
elements, their cardinality can overshoot ¢ by at most dyy1, giving the thesis. O

We proceed with the analysis of the algorithm Sampling. For the moment, we suppose
to have in input a suitable set (B, ..., Byy1) € Allocationgyq (7). We furthermore fix
the notation Supp(A) = {a : a € A} to point out the distinct elements that constitute a
multiset A, up to their multiplicity.

Theorem 3.4.5 ([12]). Considern € N, 7 = (dy,...,dy) and k > 3. For (B1,...,Bky1) €
Allocation1(7), we have that

i) the algorithm Sampling on input (m, By,..., Bky1) terminates,
i1) provides a k-hypergraph H without loops and having degree sequence equal to T,
iii) and

P(H has no parallel edges)

k1
>1_ Z i |1B5|(|B5| — 1) H MaXyeSupp(B;) du.
P SR A 2 {1, kA1) |Bil

Proof. We proceed claim by claim.

i) To show that the algorithm terminates, we have to prove that we do not get stuck
reaching two empty boxes at the same time, meaning that we can continue to draw
edges until all the balls are gone. First of all we notice, by Definition [3.4.2 and
line 4 in Algorithm [6] that By is always among the boxes containing the fewest
elements. We now show that, as soon as Bpyi runs empty, all the other boxes
contain exactly one ball, so that Sampling terminates with no errors.

By Deﬁnition o/k > |By| > -+ > |Bgy1| holds, so there exist r1,...,rx >0
such that

Bil=oc/k—r;fori=1,....k and B =8 p
‘ ‘ / ’ ) + =1

We also define
k

k k
A= |Bil=[Bi| =) (ri=m1) <D ri=|Bgpl,
i—2 i=1

i=2
that takes into account the number of balls missing to fill the first k£ boxes to the
height of B; (always the fullest one by construction).

We consider how A changes each time we draw balls. Two cases arise:
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i)

iii)

— We do not draw from Bj. If we do not draw from the first box, then this is
among the boxes containing the fewest balls. But since By is always the fullest
one, we have already reached A = 0.

— We draw from Bj. In this case, A reduces its value by one, since the difference
between By and B; gets reduced by one, being B; the only box from which
we did not draw, while all the other differences keep the same value.

Having A < |Bg+1|, we conclude that at a certain point we reach A = 0, that is,
we continue drawing balls from the first & boxes until |B1| = |Bs| = -+ = | Bgy1/.

From now on, the difference between the fullest and emptiest box is at most one
and, since k divides o, when the last box runs empty each of the remaining ones
contains exactly one ball, and so 7) is proven.

The hypergraph created by Sampling is k-uniform and realizes m by construction.
The absence of loops is guaranteed by the pairwise disjointedness of the multisets
B, fori=1,...,k+1.

Finally, we analyze the probability of drawing the same edge twice.

For £ =1,...,k+ 1, we denote Ey = {e; : i = 1,...,|Ey|} the list of all the edges
that do not contain a vertex from By, ordered according to their sampling. From
the pairwise disjointedness of By, ..., By41, it follows that two lists E; and Ej;, with
1 # 7, do not share any edge. If Ay is the event that some edge occurs twice in Fy,
for{=1,...,k+1, then

k+1
P(H has no parallel edges) > 1 — ZP(A@). (3.3)
(=1

We analyze P(Ay) for a fixed index £ = 1,...,k + 1, assuming Ay # (). Then,

P(A4)< > Ple=g¢j). (3.4)

1<i<j<|Ey|

At first, we consider all the elements in B; as distinguishable, and denote a pair of
edges listing the vertices that constitute them,

€; = (fl)' . 'aff—lafz-i-la' . '7fk+1)7

€j = (glv sy G0—15,90+15 - - - 7gk+1)7

with fs,gs € Bs and fs # g5, for all s = 1,..., 0 =1, +1,...,k 4+ 1. Since we
sample balls uniformly at random, we have

1
Plei=fej=g) = 11 |Bs|(|Bs| — 1)

se{l,...k+11\{¢}
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We now have to take into account that balls with same label are actually indis-
tinguishable, and so consider the number of their copies, given by the degrees d;.
Then, the probability of drawing the same edge h is

o dp, (dn, — 1)
Pli=ci=n= ] pFam—
se{l,...k+11\{¢}

Replacing in (3.4) and taking into account symmetry, we obtain

P(Ag) < |EZ|(|E2€| - 1)P(€1 _ 62)

BB - 1) dj(d; —1)
- 5 — I > BB

i€ {1, k+1}\{¢} j€Supp(B;)

Finally, we observe that [E¢| < minjeq . pi1y\(ey |Bjl, since all the edges in E, must

contain vertices from all B;, for ¢ # ¢. Moreover, for all ¢ = 1,...,k + 1, it holds
di(d; — 1) < a dy d;i — 1
‘ Z i (d; ) < uesfllllp;%Bi) ‘ Z (d; )
JE€Supp(Bi) JE€Supp(B;)
< max  dy(|B;| —1).
u€Supp(B;)
Replacing all the inequalities in (3.3)) yields iii). O

We are now ready to characterize the integer sequences for which the algorithm Sample-
Hypergraph returns a realization, with no multiple edges, with probability strictly greater
than zero. So, according to the probabilistic method, we actually characterize a class of
k-graphic sequences, thus solving for them the consistency problem in polynomial time.

Theorem 3.4.6 ([12]). For n € Nand k > 3, let # = (dy, ..., d,) be an integer sequence
such that k(k + 1)dy42 < 0. Then, there exists a polynomial time randomized algorithm
that always returns a k-hypergraph H with degree sequence equal to 7, and satisfies

. k+1 3K\ df
P(H is simple) > 1 — 5 ( > 0k1_2.

2

Proof. We counsider SampleHypergraph as the candidate randomized algorithm.
From Theorem we can prove that SampleHypergraph returns a suitable output if
we are able to show that (Bi,...,Bk11) € Allocationy; (7). In fact, we only need to
prove that |Bi| < o/k. According to Lemma [3.4.4] choosing ¢ = k + 1, we have

o
B < di,—— +d .
| B _maX{ L + k+2}
By our hypothesis on 7, we know that dy < o/k (trivial), and

o
k+1

+ di42 < 7 4+ 7 -7
K1l kk+ 1) K
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Then, |B1| < o/k and (B, ..., Brt+1) € Allocationgy; (), as required.
We now compute the lower bound for P(H is simple). From the lower bound provided
in Theorem [3.4.5] and being d; > --- > d,, and |Byi| > - -+ > | Bgy1|, we have

P(H has no parallel edges)
k+1

1(1B;] - dy,
>1- Z ~ min |BJ|(‘B2J|1) H maxuesgp(&)
—je{l kNG L NG | B
k
-1_ k+1 dy .
- 2 |Bk,1‘k_2

Finally, since each box contains o/k elements at most, we have at least o — (k — 2)¢
vertices to be distributed in the last three boxes. Being Bj_; the fullest one among these,

it holds
o\ 20

Bl > 5 (0 - =27 =27 (3.5)

Replacing in the previous formula, we finally get

k+1 (3k\*? &
P(H is simple) > 1 — % (2> 01%2
and so the lower bound is proven.

Finally, from Theorem [3.:4-3] we have that Sample Hypergraph runs in polynomial time in
the size of the input, and this concludes the proof. O

Remark 3.4.7. Notice that if df = o(c*2), then P(H is simple) — 1 as n — oco.

From Remark [3.4.7], two corollaries immediately follow, that definitively individuate two
classes of k-graphic degree sequences:

Corollary 3.4.8 ([12]). Let ¥ > 3 and © = (dy,...,dy). If di < Cn® for C > 0 and
o < 1— %, then P(H is simple) — 1 as n — oc.

Corollary 3.4.9 ([12]). Let £ > 3 and 7 = (dy, ..., dy), and define p := dy/d,. If
k—2
@ (L) " —o,
n
then P(H is simple) — 1 as n — oo.

From the above results, we argue that an integer sequence 7 is k-graphic whether its
degrees are sufficiently small (Corollary or sufficiently close to each other (Corol-
lary. We also underline that SampleHypergraph is a constructive algorithm. Indeed,
Theorem [B.4.6] and Corollaries [3.4.§ and [3.4.9] provide theoretical results for the charac-
terization of some classes of k-graphic sequences: it is sufficient to check if the entries
of 7 satisfy the hypothesis of Theorem and this can be done immediately (pre-
cisely, in linear time). On the other hand, it is possible to run Sample Hypergraph on 7
and get, again in polynomial time, a realization of the degree sequence, that is a simple
hypergraph with a positive probability tending to 1 as the length of 7 tends to infinity.
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3.4.3 A variation that ignores higher degrees
We can summarize the results reached in the previous section stating that

Result: Given a non-increasing integer sequence m = (dy,...,d,) and k > 3, if d; =
o(c'=2/), then = is k-graphic.

So, the value of the highest entry in 7 is fundamental to check, using Theorem [3.4.6] if
sufficient conditions for a sequence to be k-graphic are satisfied.

In some cases, such hypothesis are too restrictive. We exhibit an example borrowed
from [12]:

Example 3.4.10. We consider the integer (after proper roundings) sequence
= T T ey , (3.6)
log”(n) log®(n) " log(n) log(n)

log(n) n—log(n)

and k = 4. We check if the condition d; = o(c'~%/¥), see Remark |3.4. fl, is satisfied.

We have o =~ %, and so dy # o (01—2//<;) — 0 71l:«;/A(l )
og(n

be applied to establish if 7 is 4-graphic.

. Hence, Theorem [3.4.6| cannot

So, we provide a slight variation of the algorithm Sample Hypergraph that allows to ignore
the higher entries of 7, still yielding sufficient conditions for a sequence to be k-graphic.

Algorithm [§] describes the pseudo-code of SampleHypergraph2, used in scenarios with
k > 4. It consists in allocating the smaller entries of the input sequence 7 in four boxes,
and then use the remaining k£ — 3 for the allocation of the higher degrees. Then, boxes
are reordered w.r.t their cardinality, and edges are drawn using Sampling.

It seems plausible that having many small degrees helps avoiding the construction of
parallel edges. We reserve four boxes for them, so that it is less likely to draw many small
degrees in the same hyperedge.

Algorithm 8. SampleHypergraph2(m, k, m)

Input: 7 = (dy,...,d,) a non-increasing sequence of natural numbers,
E>4,me{l,...,n}

(B1,...,Bs)=Allocation((dp, . - ., dn),4);

(Bs, ..., Bgy1)=Allocation((dy, . ..,dmn-1),k — 3);

Relabel By, ..., Bi+1 such that they are decreasing in size;

if (By,...,Bi+1) ¢ Allocationg1(7) then

| return (Error)

end

E=Sampling(B1, ..., Bkt1);

Output: F

The following theorem provides the correctness of Sample Hypergraph?2, as well as sufficient
conditions on 7 that guarantee to reach a suitable realization with probability strictly
greater than zero.
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Theorem 3.4.11 ([12]). For k > 4, n € Nand 7 = (dy,...,dy), let m € {1,...,n} be
maximal with
4o =
< d;.
eSS

If k(k4+1)dk—2 < o and 5k(k+1)d,, < 40, then there exists a polynomial time randomized
algorithm that always returns a k-hypergraph H with degree sequence m, and such that

3k(k+1)d),

P(H is simple) > 1 —
(H is simple) > 1 .

Proof. The proof follows the same idea carried on in the proof of Theorem and we
consider SampleHypergraph2 as the candidate randomized algorithm.

We start showing that the hypothesis on 7 are sufficient to get a suitable output from
lines 1-3 of Algorithm |8 meaning (Bj, ..., Brt1) € Allocationgy;(7), and so that Sam-
pleHypergraph2 correctly terminates providing a hypergraph H with degree sequence 7
(by Theorem [3.4.5)). We only need to prove that |By| < o /k. Two cases arise:

— By is generated in line 1 of Algorithm[8 By Lemma [3.4.4]

nog
|B1| < max {dm7 Zzzm + dm+4} :

Moreover, by hypothesis, we have d,, < d; < ¢/k, with m the maximum index s.t.
S di > 2% and so

= k+10
- 4
2 di<y 01
i=m-+1 T
We finally get
Zzﬁ;m dz dm+4<dm g 5dm g g g
= d < = —.
T T i R s Ry

— By is generated in line 2 of Algorithm[8 By Lemma [3.4:4]

m—1
|B1| < maX{dh Zkf__l?) +dk2} :

Using again the definition of m, together with the hypothesis on dp_s, we obtain
40

Z@II di o= i di 97 Rt o o
—n=1 "° d 5 = _&1=m 0 d o < _
k3 2 k-3 STy Tiern R

and so the thesis.
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We now compute the lower bound for P(H is simple), starting again from Theorem (3.4.5]
point 7i7):

P(H is simple)

k+1
D13 BUBIZD o macswme)d
T (kNG 2 L NG | Bi

Let a, b, ¢, d be the indices corresponding to the boxes generated in line 1 of Algorithm
so containing the balls with labels m,m +1,...,n.

In the product of the above equation, at least three indices among a, b, ¢, d appear, all
different from /. Let us denote them as xy, yy and zp. Since max,cgupp(B;) du < |Bi| for
ali=1,...,k+ 1, we have

k+1 5

Bi|(|B;] — 1 d
P(H is simple) > 1 — E mi |Bj|(1Bj] = 1) m ‘
1= €L kNG 2 |Bz,| By, || Bz, |

Being ¢, ys, 20 # £, | Ba, |, |By,|, | Bz,| = minjeqi . py13\fey [Bj| must hold. Moreover, the
sets are pairwise disjoint, and their maximum is larger than or equal to |Bi_1| (by
Definition [3.4.2)). So, we finally obtain the desired bound,

1 & 1) d3
P(H is simple) > 1 _Z2|Bciml| > 3’“““4“65:’
/=1 -

2
being |Bj_1| > 3% from (3.5).

Finally, Theorem [3.4.3] guarantees a computational cost that is polynomial in the size of
the input, and this concludes the proof. ]

3.5 Co-degree sequences and trees

In this final section, we consider the problem of reconstructing a simple graph from its
co-degree sequence. Up to our knowledge, the problem has not been investigated yet.
At first, we consider only graphs with the property that two vertices have at most one

common neighbor, so whose co-degree sequence has entries equal to 0 or 1 only, i.e.,
v = (1‘3, 0(3)_C> for some ¢ € [0, (3)]-
From here on, the number of vertices in the graph is fixed and equal to n.

3.5.1 Trivial instances and ambiguity

We start analyzing the instances ¢ = 0 and ¢ = (g), that may appear easy at first glance.
The solution in case of ¢ = (g) is given by the following theorem:

Theorem 3.5.1 (Erdds et al. [39]). If G is a graph on n vertices in which any two
vertices have exactly one common neighbor, then n = 2i+1 and G consists of 4 triangles
which have one common vertex.
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Figure 3.6: The friendship graph on 9 vertices. Each pair of vertices has exactly one common
neighbor, so its co-degree sequence is v = (13°).

So, in this case the solution is unique and consists of the so called friendship graph,

Fig. [3.6]
Moving to ¢ = 0, ambiguities arise. Indeed, any graph in which the length of each path
is at most equal to 1 is a solution, see Fig. [3.7]

/\ -

(©

Figure 3.7: Three examples of graphs on six vertices having null co-degree sequence, v = (0'%).

We conclude that the solution to our problem is not unique in general, meaning that two
(or more) non-isomorphic graphs may be the solution of the same instance. A further
example of such a case is shown in Fig. 3.8

(b)

Figure 3.8: Two non-isomorphic graphs with same co-degree sequence, v = (117,02%).

As a consequence, we decide to simplify the problem by imposing a further constraint:
we ask the solution to be a tree, so a graph having a specific structure.
We denote by T'(n,c) an instance of the problem of finding a tree on n vertices having

co-degree sequence equal to v = (1¢, 0(3)_6).
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3.5.2 Trees

When considering trees, the parameter ¢ may vary from n — 2 to (”;1) only. Indeed,
we recall that trees are connected graphs having exactly n — 1 edges, so, intuitively, the
minimum of ¢ cannot be zero, but increases with the value of n. Similarly, the upper
bound changes, and reduces, again due to the fact that exactly n — 1 edges are present
in the graph. We can easily compute the new interval in which c varies, and also provide

the (unique) solution to the instance T'(n, c) for the extreme cases.

Theorem 3.5.2. If v = (1670(3)_6) is the co-degree sequence of a tree on n vertices,
thenn —2<c¢< ("51) Moreover, when choosing ¢ =n—2 or ¢ = ("51), the solution of
T'(n,c) is unique, and consists in the first case of the path, in the latter of the star graph.

Proof. Since in trees a path connecting two vertices is unique, counting the number
of vertices sharing exactly one neighbor is equivalent to count the number of pairs at
distance 2. A tree on n vertices has exactly n — 1 edges, so there are exactly n — 1 pairs
of vertices at distance 1. As a consequence,

-1
[{pairs at distance > 2}| = (Z) —(n—1)= <n , >7

and so
. . n—1 . .
¢ = |{pairs at distance 2}| = ( 5 > — |{pairs at distance > 3}|.

It follows that the maximum admitted value for ¢ is reached when no pairs of vertices
are at distance greater than or equal to 3, that is, cez = (”51) The only tree realizing
such a situation is the star, Fig. B.9|(b).

On the other hand, we show by induction that the tree on n > 3 vertices for which ¢

reaches the minimum admitted value is the path.

Base case. The only tree (up to isomorphism) on n = 3 vertices is the path, where
there is only one pair of vertices at distance 2. So, ¢ = 1 = n — 2, and it is also
the minimum. Moving to n = 4, we add an edge to get a new tree, and this can be
done in two different ways:

i) We connect the new edge to the leaf (or, equivalently, to the root). In this case,
we get again the path, and we create a new pair of vertices at distance 2. So, ¢/ = 2.

i1) We connect the new edge to the vertex of the path at level one. In this case, we
create two new pairs of vertices at distance two, and so ¢ = 3.

It follows that the minimum for n = 4 is realized again by the path, and it is
in=2=n—2.

Induction step. Let us consider the path on n vertices, where there are exactly c = n—2
pairs of vertices at distance two, and let us suppose that this is the minimum
possible value we can reach. We move to a tree on n + 1 vertices by adding a new
edge, and count the number ¢ of non-null co-degrees.
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i) If we add the new edge to the leaf of the path (or, equivalently, to the root),
we create a new pair of vertices at distance two, so ¢ = ¢+ 1. Then, we construct
again the path, on n + 1 vertices, and ¢ = (n —2)+1=(n+1) — 2.

i1) If we add the new edge to a vertex different from the root or the leaf, we create
a tree on n + 1 vertices that is different from the path, and having two new pairs

of vertices at distance two. So, ¢ = (n —2) 4+ 2 = n.
It follows that ¢, is realized by the path on n + 1 vertices, and takes value
o . =n-—1

min

From the iterative construction we presented by induction, we also deduce that the path

is the unique realization of the minimum value of ¢, and this concludes the proof. O
%\
@) (b)

Figure 3.9: The path (a) and the star (b) on six vertices.

In a more general framework, ambiguity finds space even in case of trees.

Example 3.5.3. Choosing n = 12 and ¢ = 16, there exist (at least) two non-isomorphic
solutions to the instance 7'(12,16), depicted in Fig. [3.10 77 and 7% are clearly non-
isomorphic: as an example, they have different degree sequences.

(a) (®)

Figure 3.10: Two non-isomorphic trees in Y15 having co-degree sequence v = (1'¢,0%0).

Canonical trees

Starting from our observations about the ambiguity of reconstruction, we define a canon-
ical structure for trees, from which we can deduce an easy formula for the computation
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of their co-degree sequence, and then, starting from it, a reconstruction algorithm. To do
that, we define the operation left-shift.

Definition 3.5.4. Given a tree T', let vy be the leftmost leaf in 7', and let us consider a
node v, at level z > 1 and not on the path from v, to the root. Let L(x) denote the set
of descendants of v,. The left-shift operation applied on v, consists in moving L(x) such
that v, becomes its root.

Figure shows the application of the operation left-shift.

left-shift

L)

Figure 3.11: The left-shift operation applied on a node v, at level 2. The obtained tree, on the
right, is such that no further vertex satisfies the requirements needed to apply a left-shift.

Theorem 3.5.5. Given a tree T with co-degree sequence =, let 7" be obtained from T
after the application of the left-shift operation. Then, T” has co-degree sequence 7, i.e.,
the left-shift does not change the co-degree sequence of a tree.

Proof. Let v = (10,0(3)_6) be the co-degree sequence of T, and v, the node on which
we apply the left-shift operation to obtain 7" from T Let us consider T, = L(z) U {v,}
the sub-tree composed by v,, its root, and all its descendants, and let us denote ¢, the
number of pairs of vertices in T, sharing one neighbor. Moreover, let d be the number
of children of v,. Since v, is at level z > 1 in T, by hypothesis, d is also the number of
vertices in T, that share the neighbor v, with some vertex in T\ T}, precisely with the
parent of v,. As a consequence, ¢ = ¢, +d+d’, where d’ is the number of pairs of vertices
in T'\ T, sharing one neighbor.

Let us now consider the left-shift operation applied on v,, consisting in moving L(x)
such that the leftmost leaf of T', say vy, becomes its root. We underline that v, ¢ L(z),
since v, is not on the path from vy, to the root by hypothesis. We denote 7" the resulting

tree. Then, being 7/ = (10/, 0(3)70/) its co-degree sequence, the value ¢’ can be computed
following the same argument used for ¢, just replacing v, with v,. Notice that v, is at
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level y > 1 as well, since it was the leftmost leaf in 7', and that the number of pairs
counted by d and d’, previous defined, does not change. As a consequence, ¢ = ¢, and
the thesis follows. O

We say that a tree has a canonical structure, or briefly is canonical, if it is such that the
left-shift operation cannot be further applied (no suitable node is left), see Fig. [3.11

Property 3.5.6. If T is canonical, then all its levels are composed by siblings, i.e., all
the vertices on the same level have the same parent.

Property is clear after observing that otherwise there would be at least one node
on which the left-shift operation could be applied, see Fig. [B.11] for an example.

From Theorem we deduce that if a solution to T'(n, ¢) exists, then a solution to the
same instance, and having a canonical structure, exists too. So, from now on, we consider
canonical trees only.

Remark 3.5.7. Given a co-degree sequence 7, two (or more) non-isomorphic canonical
trees realizing it may exist, in general. An example is shown in Fig. B:12]

Figure 3.12: Three canonical trees with co-degree sequence v = (1¢,0°%). By computing the
respective degree sequences, it is easy to check that they are all non-isomorphic.

Structure and co-degree sequence of canonical trees

As a consequence of the fact that if the instance T'(n, ¢) admits a solution, then a solution
having canonical structure exists too, we can reformulate the co-degree reconstruction
problem as follows.

Problem: given a binary integer sequence ~ of length (g), for some n > 2, determine
whether there exists a canonical tree on n vertices having ~ as its co-degree se-
quence.
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Due to the structure of canonical trees, it is possible to find a closed formula to compute
the value ¢ that defines the binary sequence . We introduce such a formula in the next
paragraph.

By Property 3.5.6] a canonical tree is characterized by a path, on the left, whose length
coincides with the height [ of the tree. We denote the nodes on this path, from the
root to the leaf, as rq,...,r. As a direct consequence of Property 3.5.6] each r;, for
i =0,...,0 —1, is exactly the parent of b; 1 nodes, corresponding to the siblings that
constitute the (i + 1)-th level of the tree.

Theorem 3.5.8. Let T' be a canonical tree on n vertices of height [, with bg, b1,...,b;
the cardinalities of its levels, and let us denote v = (10,0(3)*‘3) its co-degree sequence.

Then
l b:
C:'_El<21>—|—n—l—b1.

Proof. The number of nodes in a tree is given by the sum of the cardinalities of its levels,
n = Zizo b;. By convention, the level of the root has cardinality by = 1, so that

l
» bi=n—1-b. (3.7)
=2

We count the number of pairs of vertices sharing one neighbor. We start considering

siblings: since T is canonical, each level is composed by exactly b; siblings, for¢ =1,...,1.
By definition, any pair of siblings at level ¢ has the parent r;_; as common neighbor, for
i=1,...,0. Then, when considering siblings, each level contributes to ¢ for a value

bi .
ci:<2>,forz:1,...,l (3.8)

Furthermore, on each level a node shares one neighbor, specifically its parent r;_1, with
one node lying on the longest path, specifically r;_o (that is, the parent of its parent).
Notice that level 1 is excluded from this computation, since the root, at level zero, has
no parent by definition. The contribution to ¢ given by this type of pairs is expressed by
the number of the involved vertices, that is,

l
= "b (3.9)
=2

To complete our analysis, we have to consider a last type of pair: two vertices at different
levels and not lying on the longest path, say u € b; and v € bj, with 1 <i < j <[ It is
clear from the structure of canonical trees that the distance between u and v is j — i+ 2,
so greater than or equal to 3 for each i # j. So, this type of pair is not involved in the
computation of c.

With abuse of notation, we set (é) =0.
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We conclude that c is obtained as the sum of Eq. , fori=1,...,1, and Eq. ,
c= Zl: <bl> + El: b;
i=1 2 =2 )
Replacing in the previous equation gives

l

b;
C:Z<2>+n—1—b1,
=1

and completes the proof. O

Notice that the number of children of the root, b1, plays a special role in the computation
of ¢. This is due to the fact that the root does not have a parent by definition.

From Theorem [3.5.8] we reformulate the reconstruction problem in an arithmetical flavor.

Indeed, given two integers n and ¢, we have to find [ suitable integers by, ..., b; such that
l b:
= ’ —1—by.
c ; < 2> +n 1

We underline again that many solutions may exist, see Remark [3.5.7] This is reflected in
the possibility of different choices for the parameter [, as well as for the parameter by, in
general. Actually, in the next section we show that the parameter b; can always be fixed
as by = 1, while there is still room to choose [.

The reconstruction algorithm we are going to define gives priority to smaller values for
I, but can be slightly modified according to other preferences.

Levels of canonical trees and their cardinalities

Let us consider a canonical tree T of height [, and its co-degree sequence v = (1¢, O(T;)_C).
We focus our attention on the cardinalities of its levels, by,...,b;, that lead to a quick
computation of the parameter c. Indeed, we recall that

! by

cg;<2>+n—1—b1 (3.10)
from Theorem It is clear from Eq. that b; plays a special role in the compu-
tation of ¢, while bo, ..., b; are equally significant. From this observation, we choose an
order on the cardinalities of the levels of a canonical tree, in order to reach a well-defined,
canonical structure in view of the development of a reconstruction algorithm.
Let us consider two indices 2 < ¢ < j < [. Given a canonical tree T of height | and with
co-degree sequence v, if we exchange the nodes at level ¢ with the nodes at level j, we
get a tree T” that is still canonical, and with same co-degree sequence. This last property

directly follows from Eq. (3.10]).
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As a consequence, we define a further operation on canonical trees, that consists of the
following: if by = 1, we do not change the tree. If by > 2, we designate one of the children
of the root, different from r1, as the new root of the tree. Actually, this operation does not
change the structure of the graph, since it consists in the renaming of the root only. On
the other hand, from a practical point of view, it allows to get by = 1 for any canonical
tree. We also point out that the canonical tree thus obtained has height increased by one
w.r.t. the previous one. Example [3.5.9 clarifies the described operation.

Finally, we re-order the levels of the tree, except from the first one, in decreasing order
with respect to their cardinalities, that is, by > b3 > --- > b;. Eq. ensures that
such a re-ordering does not affect the co-degree sequence .

Example 3.5.9. Let us consider the tree T' in Fig. B.I3] whose co-degree sequence is
v = (12',0%%). Fig. B.14(a) shows a second tree, T", whose height is I = 7 and with
same co-degree sequence, obtained from T after the iterative application of the left-shift
operation. It is canonical.

In Fig. [3.14{b), the operation that leads to by = 1 is shown. Notice that 7" has height
increased by one w.r.t. T, I"” = 8.

Finally, Fig. [3.14)c) represents the canonical tree 7" that is obtained from T" after the
re-ordering of its levels, with respect to the cardinalities.

T

Figure 3.13: A tree on 15 vertices with co-degree sequence v = (12, 0%4).

Property 3.5.10. Given a binary sequence v = (1€, 0(3)70), if there exists a tree having
v as its co-degree sequence, then there exists a canonical tree realizing v whose levels
satisfy:

Z) bl = 1, and
i) bg > b3 > --- > by, with [ the height of the tree.

The property is a direct consequence of the operations we described above.
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T’ T T

(a) (b) ©)

Figure 3.14: Three canonical trees on 15 vertices with co-degree sequence v = (121, 08%). In (b)
and (c), the first level has cardinality equal to by = 1. In (c), the levels are in decreasing order
with respect to their cardinalities.

From Eq. (3.10) and Property |3.5.10, we conclude that the reconstruction problem con-
sists in finding by > --- > b; such that

l
bi
c:' <2>+n—2.
=2

)

Notice that [ can still vary, and more solutions may exist, in general.

3.5.3 Reconstruction of trees from their co-degree sequence

We formalize the reconstruction problem in its arithmetical formulation, highlighting all
the required constraints.

Problem: given two integers n and ¢, withn—1 <¢ < (";1), find [, ba,...,b; € N such
that
l b:
=Y (2> b2
=2

!
Y bi=n-2 (3.11)
i=2

<l<n-1
bp>b3>--2>2b>1




As already mentioned, the solution is not unique in general, since canonical trees of dif-
ferent height | and with same co-degree sequence may exist. Since [ can vary from 1 to
n— 1, we suppose to have its value as prior information. Indeed, in a practical implemen-
tation, we can run parallel lines of computation augmenting the computational cost of a
factor of O(n) only. So, in case of polynomial time implementation, the polinomiality of
the whole procedure is not lost.

We manipulate the first equation in : replacing (bzf) = bi(b;;l), forall i =2,...,1,

we obtain
l

> b —bi=2c—2n-4
i=2
and then, using that 2222 b =n—2,

l

2622:20—1—2—71.
=2

So, the reconstruction problem reaches the following final formulation:

Given n, c and [, find bo, ..., b; € N such that
-1
Zbgﬂ =2c+2—-n
i=1

-1
Z bi+1 =n—2.
=1

(3.12)

Starting from (3.12)), we are now ready to define a reconstruction algorithm based on
dynamic programming. To shorten the notation, we set x :=2c+2 —n and y :=n — 2.

The algorithm FindTree

The equations given in suggest the definition of an algorithm that uses dynamic
programming, to avoid a brute-force generation of all the possible partitions of y into
I —1 parts. Indeed, dynamic programming is a powerful tool that implicitly explores the
(exponential) space of solutions, but without computing all of them, taking advantage of
the recursive nature of the problem (a survey about algorithm design’s techniques can be
found in [54]). The key idea of this approach is to divide the starting problem in smaller
sub-problems, and recursively solve them. The final solution is obtained by exploiting
the solutions of the sub-problems previously solved (top-down approach).

We construct a boolean table, where we keep track of the existence of a solution for each
sub-problem that we need to solve to get a solution of the input instance. After the
computation of the table, we know whether a solution exists or not. In case of positive
answer, such a solution can be deduced from the table itself.

More in detail, in our case the sub-problems we have to consider are the partial sums of
the values b;, that finally lead to the sums defined in Eq. . Indeed, we recursively
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add a summand b; until we find, if they exist, [ — 1 integers whose sum is y and whose
squares sum to x.

We build a three-dimensional boolean table, (), since we need to take into account three

parameters: an index £ that counts how many summands b; we have already considered,

a variable y that stores the partial sum of the squares of the summands b3 + - - - + b§+1,

and a variable v that stores the partial sum by + - -+ + by 1.

We define the entries of the boolean table as follows: Q(¢, x,v) = 1 if and only if there
exist by, ..., bpy1 such that their sum is v and the sum of their squares is x. Namely, the
entry Q(¢, x,v) points out whether the sub-problem

-1
2 _

D b =x

i—1

-1

sz‘+1 =v

=1

admits a solution or not.

Since we want to solve ([3.12]), we fill the boolean table until the entry Q(l—1, z,y). Then,
a solution to our instance exists if and only if Q(I — 1,z,y) = 1.
The recursive relation used to fill the table is

Q(l,x,v) =1 if and only if there exists 1<t <wst. QU —1,x —t,v—t)=1,
(3.13)
starting with the base case

Q(1, x,v) = 1 if and only if v? = x.

Indeed, the problem
/-1
Z szJrl =X
i=1
-1
Z biv1 = v,
i=1
corresponding to Q(¢, x,v), admits a solution if and only if the sub-problem
-2
D b =x—t
i=1
-2
Z bit1 =v —1t,
i=1

corresponding to Q(¢ — 1, x — t2,v — t), admits a solution too. In fact, to find a solution
to the first instance, it is sufficient to consider the solution of the sub-problem and then
add by_1 =t as the next summand.

107



Once the table is completed, it is possible to retrieve the values bo, ..., b; that constitute
the solution looking at the values ¢ that satisfy Eq. , i.e., at the solutions of the
sub-problems, that can be deduced from the non-null entries of Q. See Example [3.5.17]
for a practical implementation.

The pseudo-code of the algorithm we described, FindTree, is given in Algorithm to-
gether with the subroutine @Q7Table, Algorithm [J] used for the construction of the boolean
table Q). Example describes the execution of the algorithm FindTree on input
l=4,x=17and y =1T1.

Example 3.5.11. Let us consider the instance 7'(9,12), and fix the value [ = 4 for the
height of the solution. The formulation of the problem as in (3.12)) is

3
> b, =17
i=1

3
Z biv1 =17,
=1

and so we need to compute the boolean entry Q(3,17,7) to establish if a solution exists.
We start filling the first layer (base case) of the table @), corresponding to the sub-

problems of type
1
Z bz2+1 =X
i=1

1
E biy1=wv.
=1

We get the matrix

Q(L,x,v) =

SO DD DD DODDODODODODOODOODDODODODODODOO M
DO DO DD DODODODODODODODOOEOOO
O OO OO OO OROODOOOOOO
_ OO OO ODODODODODODODODODODODOOO OO
OO DOD DD OO OO OO
SO OO OO O OO OO0 O OO
OO OO O OO ODO OO OO oo

e}
o
o
jen)

Since the sub-problems corresponding to the entries of the first layer of @ require a
solution having only one summand, by, the only entries different from zero correspond to
the case v? =y, so to Q(1,1,1), Q(1,4,2), Q(1,9,3) and Q(1,16,4).
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We now proceed with the second layer, corresponding to the solutions of the sub-problems
of type

2
2 _
> b =x
i—1
2
Z bit1 =,
i—1

and such that by corresponds to a solution of Q(1,4,5) for some indices i, j.
We get the boolean matrix

Q(2,x,v) =

OO DD DD OO OO OO OC O OO
OO DD OO DD ODDODODDODDODODODO OO O
OO OO OO0 OO OO HOOOO
OO OO OO OMROEODODODODOOOO
H O OO OODODODODOOoOOoOOoOOoO oo
SO DD DD DD IDODIDODODODOODODODOODOO OO
OO OO OO OO OO OO OC O oo

As an example, Q(2,8,4) = 1, since there exists a value t such that Q(1,8—1%,4—t) = 1.
Such a value is t = 2.

We proceed with the completion of the last layer of the boolean table, that turns out to
be

Q(B,x,v) =

OO DD OO DD DODODDODDOD OO oo O
OO DD DD Oo OO
OO DD OO DD DO DODDODOOD OO M=OO
OO O OO OO OO OO OO O OO
OO OO OO O HHEOHEOOOO OO oo
O OO OMRODIOIODDODIDODODODODO OO O
O OO OO ODODOOOO OO o oo
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Since Q(3,17,7) = 1, we conclude that a solution exists, i.e., a canonical tree on n =9

vertices whose height is | = 4, such that by = 1, and having co-degree sequence equal to
— (112 024)

gl ) .

We now compute the values by, by and by that constitute our solution. Starting from the

third layer, we consider its non-null entries and the corresponding values t:

Q(3,3,3), =3 admissible if and only if Q(2,8,4) =1 true
Q(3,6,4), t=4 admissible if and only if @Q(2,1,3) =1 false
Q(3,9,5), t=5 admissibleif and only if Q(2,-8,2) =1 false
Q(3,11,5), t=05 admissible if and only if @Q(2,—8,2) =1 false
Q(3,12,6), t =06 admissible if and only if (Q(2,—19,1) =1 false
Q(3,14,6), t=6 admissible if and only if @Q(2,—19,1) =1 false
Q(3,17,7), t=7 admissible if and only if Q(2,-32,0) =1 false

Then, we have a unique choice for by, corresponding to t = 3. We now move to the second
layer of () and consider the sub-problem we got after the choice by = 3, corresponding to
the entry Q(2,8,4).

We have that

=1 is admissible if and only if Q(1,7,3) =1 false
t =2 is admissible if and only if Q(1,4,2) =1 true
t =3 is admissible if and only if Q(1,—1,1)=1 false
=4 is admissible if and only if Q(1,-8,0) =1 false

So, we conclude that by = 2.
Finally, we move to the first layer and deduce be = 2 from the entry Q(1,4,2) = 1.

After a re-ordering of the levels according to their cardinalities, we get the tree in Fig. [3.15]
as a solution of the instance 7°(9, 12).

by =1
by =3
by = 2
by =2

Figure 3.15: The canonical tree of height [ = 4 that is a solution of T'(9,12).
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Algorithm 9. QTable(l, x,y)
Input: [, z,y positive integers, with z,y <[ —1

Initialize @ an (I — 1) X z X y null matrix;
fori=1,...,x do
for j=1,...,y do
if i = j2 then
‘ Q(lviuj) =1
end
end
end
for /=2,...,1—1do
fori=1,...,x do

for j=1,...,ydo
fort=1,...,jdo
if Q0 —1,i—1t?,j—1t)=1 then

| Q4,7) =1;
end
end
end
end
end
Output: Q

Algorithm 10. FindTree(Q)

Input: @ an output of QTable(l,z,y) such that Q(I — 1,z,y) =1
Initialize b an array of length [;
L=1-1;
while / > 1 do
fort=1,...,y do
if Q¢ — 1,7 —t%,y—t) =1 then
bl +1) =t
r=x— t2;
y=y—1
=101,
go to line 3;

end

end
end

Rearrange the entries of b in decreasing order;
Output: b

Lemma 3.5.12. The computational cost of the algorithms (7able and FindTree is
O(n®) and O(n?), respectively, with n the number of vertices of the tree we want to
reconstruct.

Proof. From Algorithm [9] we immediately obtain the computational cost of QTable, that
is given by the four nested for loops, running on the indices ¢,4, j and ¢ from 1 tol—1, 2,y
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and j, respectively. Since [ and y are of the order of n, while z is of the order of n?, the
total computational cost results in O(n®).

On the other hand, from Algorithm [I0]we observe that the computational cost of Find Tree
is given by the nested while and for loops, both running on indices of size of order of n.
It follows that the algorithm runs in O(n?) time. O

We conclude that a solution to an instance T'(n,c) can always be found in polynomial
time.

Theorem 3.5.13. Given two positive integers n and ¢, with n —2 < ¢ < (”;1), it is
possible to find a solution to the instance T'(n,c) in polynomial time, if such a solution

exists.

Proof. From Property [3.5.10] we can look for canonical trees realizing the co-degree
sequence y = (10,0(3)70) such that the cardinality of the first level is by = 1. The
algorithms FindTree and ¢)Table can be used to compute such a tree, up to the knowledge
of its height [. This can be done with a total computational cost of O(n®), mainly due
to the construction of the table @), see Lemma [3.5.12] Being [ of the order of n, we can
start parallel computations, one for each possible choice of the parameter, thus resulting
in a total running time of O(n%), that is still polynomial in the size of the input. O

3.5.4 Generalization and open problems

We showed that given two positive integers n and n — 2 < ¢ < (";1), it is possible to

construct in polynomial time a tree having v = (1¢, O(g)_c) as its co-degree sequence, if
such a tree exists. However, the class of trees does not include all the simple graphs having
a binary co-degree sequence. Indeed, the algorithm FindTree fails on some input, even
if there exists a simple graph having the required co-degree sequence. Here we exhibit
an example of such a case. See also Table [3.1] for a complete overview concerning the
existence of a solution in the first cases, for 2 < n < 10.

Example 3.5.14. Choosing n = 15 and ¢ = 46, FindTree ends without providing any
solution, meaning that there exists no tree on 15 vertices in which exactly 46 pairs of
them have one common neighbor. On the other hand, there exists (at least) a simple
graph realizing the binary co-degree sequence v = (146, 0%?), see Figure

The graph in Fig. |3.16] can be seen as a slightly adaptation of a tree, where a further
edge is added to form a cycle of length three. This observation, together with the result
given in Theorem [3.5.1] suggests to deeper investigate graphs made of triangles. As a
preliminary result, we prove that

Theorem 3.5.15. Let G be a graph on n vertices having co-degree sequence . Then,
v is binary if and only if G is Cy-free, meaning that no cycle of length four occurs.

Proof. Let us suppose that a cycle of length four occurs in G, {v1, v, v3,v4,v1}. Then, by
definition of cycle, the edges {vy,va},{ve,v3},{vs,v4} and {v1,v4} belong to the graph.
As a consequence, v1 and vs have (at least) two common neighbors, as well as v9 and vy.
It follows that « is not binary, in contradiction with our hypothesis.
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Figure 3.16: A simple graph not in Y15 and having binary co-degree sequence, v = (146,059).

Number of vertices n H Admitted values for ¢ | Instances with no solution in Y,

2 0<ec<0 c=0

3 1<ce<1 -

4 2<c<3 ——

5 3<¢<6 c=5

6 4<c¢<10 c=28,9

7 5<c<1b c=10,12,13,14

8 6<c<21 c=11,14,15,17,18,19,20

9 7<c<L28 c=15,19,20,21,23,24,25,26,27

10 8§ <c <36 c=22,25,26,27,28, 30,31, 32,33, 34, 35

Table 3.1: The table shows the first cases such that the co-degree sequence v = (1‘3,0(3)_6)

cannot, be realized by a tree, for 2<n <10andn—-2<c¢< (”;1).
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On the other hand, let us suppose that v is not binary. Then, there exist two vertices,
say v1 and vo, having at least two common neighbors, say u; and us. By definition, the
edges {vi,u1},{vi,u2},{va, u1} and {va, ug} are in G and form a cycle of length four, so
that G is not Cy-free, as claimed. O

From Theorem [3.5.15] we deduce that the general reconstruction problem for binary
co-degree sequences consists of looking for Cy-free graphs. Actually, it is possible to
reformulate it in terms of degree sequences.

Let us consider a Cy-free graph on n vertices with co-degree sequence v = (1¢, O(g)_c).
If we denote its degree sequence as m = (dy, . ..,dy), we can express the number of pairs

of vertices sharing one neighbor as
n
d;
=3(5)

=1

Then, the general version of the reconstruction problem for binary co-degree sequences
becomes

Problem: given two positive integers n and ¢ € [0, (3)], find di > --- > d, positive

integers such that ¢ = >, (dg) and ™ = (dy,...,d,) admits a Cy-free realization.

As we did in case of trees, we can reformulate the problem in terms of two sums, that is,

n

o (3.14)
> di =2(c+m),
=1

where m is the number of edges of the graph, that we can suppose to have as prior
information.

The similarities between Eq. and Eq. are evident, and may inspire an algo-
rithm based on dynamic programming to solve the general instance of the reconstruction
problem, as done in case of trees. Actually, we have to be more careful in the general
case. Indeed, the values d; have to be a solution of , but also the degrees of some
graph, meaning that the inequalities of the Erd&s-Gallai condition have to be satisfied
(see Theorem . These constraints have to be considered in the development of a
reconstruction algorithm, that we did not define yet.

Conclusion and final remarks

As a conclusion of the chapter, we propose a short list of possible research lines that arise
from our work.

> Section B2} A class of sequences, dual to P, can be defined by fixing a constant
positive pattern p™ and then allowing the negative part p~ to vary. By duality, for
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the higher degrees we expect a behavior similar to that one of tails. Combining all
the results could be the starting point for the reconstruction of the whole class D.

Problem 1. Deepen and generalize the concept of pattern as the starting point
for the solution of the reconstruction problem in D.

Section B3} We provided a complete characterization of the degree sequences asso-
ciated to the ideals of the poset 7, having one or two generators, as well as a deep
analysis concerning their uniqueness. The study of the general case of sequences in
the class D! is still missing.

Problem 2. Analyze the degree sequences realized by ideals with three or more
generators, and characterize the sequences of D¢\ D for which the uniqueness
property still holds. Finally, define a reconstruction strategy that takes advantage
from the structure of the hypergraphs associated to down-sets.

Section [3-4} The randomized algorithm we described improves previous results in
the literature. Indeed, we have shown that an integer sequence such that d; =
o(c'72/k) is k-graphic, against the condition d; = o(min{c'/2,c'~2/¥}) presented
in [37]. On the other hand, the authors in [16] proved that each integer sequence such
that d; = o(c'~/*) is k-graphic. Even if their condition is weaker than ours, they
did not provide any reconstruction strategy, while we also defined an algorithm that
finds a realization of the given sequence with positive probability and in polynomial
time. Finally, we also described a variance of the strategy that allows to ignore
higher degrees.

Problem 3. Enhance the bound for the characterization of k-graphic sequences,
as well as new strategies for their reconstruction.

Section [3.5} Given a binary co-degree sequence, we are able to solve the reconstruc-
tion problem if a tree realizing it exists. However, we have shown that not all of
them can be realized by trees, since the general solution lies in the class of Cy-free
graphs.

Problem 4. Characterize the degree sequences associated to Cy-free graphs, and
then develop a reconstruction strategy to find, if it exists, a realization for a given
binary co-degree sequence.
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Chapter 4

Homogeneous configurations in the
discrete plane

In this chapter, we consider binary configurations in Z? and we inspect them through
windows of exact polyomino shapes. This study introduces a generalization to the stan-
dard notion of projection, since data are collected by means of bi-dimensional objects
instead of the usual linear X-rays. In particular, we focus our research on hA-homogeneous
configurations, i.e., those ones such that for any possible position of a given polyomino
W on Z2, the value of the collected projection is always constant and equal to h.

After a classification of exact polyominoes, we provide some results about their periodicity
properties, and then focus our attention on a conjecture proposed by Frosini and Nivat
in 2005 [42]. The authors start from a decomposition theorem that holds for rectangles
and stating that, given a configuration of the plane that is hi-homogeneous w.r.t. a given
rectangle W, it is always possible to decompose it in 1-homogeneous disjoint ones [56].
The conjecture they propose claims that the same result can be extended to the whole
class of exact polyominoes. As an example, it holds for diamonds and all those exact
polyominoes that are open sets in Z? [14].

Our main result is the solution of such a conjecture: we show that it is false in general,
providing different counterexamples starting from an exhaustive analysis of tiles and
homogeneous configurations. At the end of the chapter, we make some observations
that lead us to propose a further conjecture in the same research line, stating that the
decomposition theorem holds in case the area of the considered polyomino is a prime
number. We also present some partial results supporting our claim, in particular, we
define some classes of tiles and A-homogeneous configurations that cannot be decomposed,
due to the fact that A is a divisor of the area of the involved polyomino.

Part of the results described in this chapter are joint work with A. Frosini in [4].

4.1 Introduction and preliminaries

In this section we give the motivations of our work together with the notations and the
mathematical tools we are going to use.
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Polyominoes and boundary words

A polyomino is defined as a finite subset of Z2?. It can be represented as a set of 4-
connected cells on a squared surface, each cell representing a point of Z2. We consider
polyominoes that have no holes, in other words, whose boundary (when considered as
set of cells) is a single, closed and non-intersecting path made of unit steps in Z2. Since
we are in the square lattice, there are only four allowed directions for unit steps, corre-
sponding to the directions North, South, East, and West. We consider each polyomino
up to translation.

(a) (b) (©)

Figure 4.1: Three sets of cells in Z2. According to the definition, only (c) is a polyomino. Indeed,
(a) in not 4-connected, while in (b) a hole is present.

A polyomino is uniquely identified by the boundary of its square lattice representation,
and can be coded using a word on a four letters alphabet, according to the Freeman
chain code (|40} 41]). Each letter of the alphabet corresponds to a unit step made on the
path in one of the possible directions. We choose the alphabet ¥ = {1,0,1,0}, where
the letters correspond, in order, to the directions {f,—,|,<}. Letters corresponding
to opposite directions, namely 1 and 1, 0 and 0, are called complement. The coding of
the boundary is obtained as follows: choosing a starting point and an orientation, i.e.,
clockwise or counterclockwise, the boundary is traveled step-by-step taking note of the
letter of 3 that codes the corresponding unit step. As an example, starting from the
lower-left point and choosing the clockwise orientation, the polyomino in Fig. c) is
coded by the word P = 1101010010110101010110.

As a matter of fact, this coding is not unique, since we can arbitrarily choose both the
orientation and the starting point of the boundary, and all the codings of a polyomino
form an equivalence class. In our work, we fix the clockwise orientation. Then, the unit
square turns out to be U = 1010, for example. From now on we will use a capital letter
to point out both the polyomino, interpreted as a set of cells, and the word that codes
its boundary.

As a standard notation, we write X* for the set of all words defined on the alphabet 3,
with € the empty word, and X7 = ¥* \ . Given a word w € ¥*, a letter « € ¥ and a
positive integer k, we write |w| for the length of w, that, in case of a boundary word,
is also the perimeter of the polyomino, |w|, for the number of occurrences of the letter
o in w, and w” for the concatenation of k copies of w, wF
w°

= ww...w. By convention,
=e.
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A word v € ¥* is a factor of w if there exist z,y € ¥* such that w = zvy. If x = ¢, v
is a prefiz of w, while if y = ¢ it is a suffix. The factor v is proper if v # e, w. Finally,
the word w is said to be periodic if there exist a factor v and an integer k > 2 such that
w = vk,

Property 4.1.1. If P € ¥7 is the boundary word of a polyomino, then |P|, = |P|g for
all @ € 3 (the boundary is a closed path), and, for any @ proper factor of P, |Q| # |Ql&
for all @ € ¥ (the boundary does not self-intersect).

Given v,w € X*, they are said to be conjugate, say v = w, if there exist z,y € X*
such that v = zy and w = yx. In other words, w can be obtained as a cyclic shift of v.
Sometimes we will use the notation v =45 w to underline the length d of the cyclic shift
that from w leads to v. From the point of view of polyominoes, the conjugacy class of a
boundary word, once an orientation is fixed, contains all its cyclic shifts, each of them
corresponding to a different choice for the starting point of the coding. As an example,
the conjugacy class corresponding to the unit square is U = 1010 = 0101 = 1010 = 0101.

We finally define three operators on a word w = wy ... w, € ¥*:

i) the complement of w is the word obtained by replacing each letter of w with its
complement in the alphabet ¥, w = wws ... w,,

i1) the reversal of w is the word W = wpwp—1...wi. If W = w, then w is called a
palindrome,

iii) the hat of w is the antimorphic involution given by the composition of the previous
operations, W = w.

Example 4.1.2. The path represented in Fig.[4.2]is coded by the word w = 1011001010110100.
Applying the described operators, we obtain

i) w = 1011001010110100,
i1) w = 0010110101001101 (the word is not a palindrome),

i4i) w = 0010110101001101.

From the point of view of paths, the word @ corresponds to the path coded by w traveled
in the opposite direction, see Fig. [1.2]

Exact polyominoes

We are interested in a special class of polyominoes, i.e., those ones that tile the discrete
plane by translation, also called exact polyominoes or tiles. Given a polyomino P, a tiling
of Z? by P is defined as a set of non-overlapping copies of P that cover the whole discrete
plane. The following trivial result holds:

Theorem 4.1.3. A polyomino is a tile if and only if it is possible to completely surround
it with copies of itself.
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Figure 4.2: On the left, the path coded by the word w = 1011001010110100. On the right, the
same path traveled in the opposite direction, that is coded by the word @ = 0010110101001101.

Remark 4.1.4. Even though Z? is infinite, to check if a polyomino is exact it is sufficient
to consider only one copy of it and look for possible surroundings. Indeed, if it is possible
to surround one tile completely with copies of itself, then the same procedure can be
iterated to cover the whole discrete plane.

Example 4.1.5. The polyomino P = 10010110100101011010 is exact, since it is possible
to surround it with four copies of itself, see Figure .3

Figure 4.3: An exact polyomino surrounded with four copies of itself.

Exact polyominoes have been characterized by Beauquier and Nivat in 1991. Thanks to
their result, it is possible to establish if a polyomino tiles the plane by translation looking
at its boundary word only.

Theorem 4.1.6 (Beauquier and Nivat [15]). A polyomino P is exact if and only if there
exist A, B,C € ¥* such that A

P =ABCABC,
where at most one among A, B and C' can be the empty word. Moreover, this factorization
may not be unique, and there could be different factorizations for the same tile.

By the authors’ name, we address the factorization described in Theorem as BN-
factorization, and we call A, B and C the BN-factors of P. As already mentioned, the
factors A and A code the same path in Z2, but traveled in opposite directions. Starting
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from this observation, we give a geometrical interpretation to a BN-factorization: the
factors A,B,C and 121\ B 6, respectively, define the translations of the polyomino P in
Z? that can be used to surround it with copies of itself, see Figure .4 In other words,
given an exact polyomino P = ABC’ABC a surrounding can be found by matching, in
neighbor tiles, the sides of the boundary corresponding to A and A (B and B C and 6
respectively).

Remark 4.1.7. Different BN-factorizations define different translations, associated to
different ways in which the exact polyomino P can be surrounded with copies of itself.
Consequently, different BN-factorizations induce different tilings of the plane.

A polyomino having all the BN-factors different from the empty word is called a pseudo-
hexagon, while in case C = ¢ it is called a pseudo-square. Notice that such a definition
depends on the BN-factorization we consider, that we remind is not unique in general.
Indeed, the same tile can be both a pseudo-square and a pseudo-hexagon, as described
in Example We refer to Section for more details concerning the classification
of exact polyominoes.

Example 4.1.8. The polyomino P = 11011010101101101010 admits the following BN-
factorizations,

Plgy = (11011)(01010)(TT0T )(0 10),

Py, = (10101)(0T10)(1)(TOTOT)(0110)(1),

with a different number of BN-factors. The induced tilings are depicted in Fig. [£.4]

(a)

Figure 4.4: An exact polyomino admitting two BN-factorizations, as a pseudo-square and as
a pseudo-hexagon. The induced tilings are represented in (a) and (b), respectively. Black dots
highlight the BN-factorization that defines the translations inducing the corresponding tiling.

As a matter of fact, the number of non-empty BN-factors describes the number of copies
of P used for its surrounding in the induced tiling.

We observe that tilings are periodic by construction, meaning that there exist one or
two linear independent vectors in Z? such that the tiling is invariant by translation along
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them. In the first case, the tiling is semi-regular, while in the second case it is regular [15].
Both the tilings in Fig. [£.4] are regular, while Fig. shows an example of semi-regular
tiling. Such directions of periodicity can be deduced from the BN-factorization that
induces the tiling itself.

Figure 4.5: An example of semi-regular tiling, where only one direction of periodicity, v = (2, 0),
is present.

We postpone to Section f.2] the analysis and classification of exact polyominoes with
respect to the number and type of admitted BN-factorization(s), as well as the description
of the directions of periodicity of the tilings they induce.

Homogeneous configurations and decomposability

We introduce here the notion of configuration of the plane and the conjecture that is the
subject of our work.

A configuration of the plane A is a subset of points of Z2. We describe the set A through
an infinite binary matrix, using the entry 1 when the corresponding point belongs to
A, and 0 otherwise. To simplify the notation, we will omit the entries equal to 0. A
configuration A is said to be periodic with respect to v if, for any a € A, the point
a+ v € A, where the notation a + v stands for the translation of the point a along the
discrete direction v. Since we are in Z?, at most two directions of periodicity exist, up to
a linear combination of linearly independent vectors.

Once a configuration A is given, it is possible to inspect it using a polyomino, technique
introduced in [42] as a generalization of the concept of linear projection. The designated
polyomino W also called window, is used as a probe to scan the discrete plane: for each
possible position in Z?, we count the number of points of A that lie inside the window,
also called scan. This number is always finite, and can span from 0, if all the points of
the discrete plane in the window are equal to 0, to w, with w the area of the polyomino
W, if all the points inside W are equal to 1. We are interested in special configurations,
where the number of 1s in the scan is a constant.

Given a configuration A and a polyomino W, the configuration is said to be h-homogeneous
w.r.t. W if, for any possible position of W in Z?2, there are always h elements of A in
the scan of W. We underline that the property of being homogeneous strictly depends
on W: the same configuration can be homogeneous with respect to a polyomino but not
homogeneous with respect to a different one.
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Nivat achieved interesting results in case the chosen window is an exact polyomino. In
particular,

Theorem 4.1.9 (Nivat [56]). Given a polyomino W, there exists a 1-homogeneous con-
figuration w.r.t. W if and only if the polyomino is exact. Moreover, such a configuration
is periodic w.r.t. the directions of periodicity of W.

Example 4.1.10. As an example, the configuration depicted in Fig.[4.6|(a) is 1-homogeneous

the vectors v; = (4,3) and va = (—4,1). Indeed, there exists a tiling induced by W
having v; and vo as directions of periodicity.

Figure 4.6: (a) A configuration of the plane that is 1-homogeneous w.r.t. an exact polyomino.
(b) A 2-homogeneous configuration with respect to a polyomino that is not exact.

On the other hand, if we increase the homogeneity value to h > 2, homogeneous con-
figurations can be found even in case of polyominoes that are not exact, as shown in
Fig. b). We remark that this is not in contradiction with Theorem being h # 1.
A further result has been obtained in case of rectangles:

Theorem 4.1.11 (Nivat [56]). Let us consider A a configuration of the plane that is
h-homogeneous w.r.t. a rectangle W, with 2 < h < w. Then, there exist h disjoint

configurations, Ai,..., Ay, such that A; is 1-homogeneous w.r.t. W, for all 1 < ¢ < h,
and A = JI | A;.

Theorem is in fact a decomposition theorem for those configurations that are ho-
mogeneous w.r.t. rectangles, where periodicity plays a special role (see the proof in [56]).
Since exact polyominoes show similar periodic behaviors, specially in the tilings they in-
duce, the authors in [42] conjectured that the decomposition property could be extended
to all exact polyominoes. We are interested in the study of such a conjecture.

Conjecture (Frosini and Nivat [42]): given an exact polyomino W and a configura-
tion A that is h-homogeneous w.r.t. W, for some 1 < h < w, it is always possible
to decompose A in h disjoint configurations that are still 1-homogeneous w.r.t. W.
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The decomposition property has been proven in [14] for diamonds and polyominoes that
are open sets in Z2, but we finally showed in [4] that it does not hold in general. As a
consequence, the detection of further classes of tiles for which the decomposition property
holds is the new focus of our research. We present our results in the next sections of this
chapter, while we conclude this section introducing some technical definitions and results.

Definition 4.1.12. Given an exact polyomino W of area w, and an integer 1 < h < w,
W is said to be h-decomposable if any configuration A that is h-homogeneous w.r.t. W
can be decomposed in h disjoint 1-homogeneous configurations.

Remark 4.1.13. Notice that the decomposition property holds for a polyomino W if
and only if W is h-decomposable for all 2 < h < w.

Theorem 4.1.14. Let W be an exact polyomino of area w that is h-decomposable for
some 2 < h < L%J Then, W is (w — h)-decomposable.

Proof. Let A be a (w — h)-homogeneous configuration w.r.t. W, and let us denote A the
configuration obtained by exchanging Os with 1s in A. The new configuration is clearly
h-homogeneous w.r.t. W and so, by hypothesis, we can decompose it in h (periodic)
1-homogeneous configurations, A1, ..., Ap.

Let us now consider C; the set of all the possible w configurations of the plane that are
I-homogeneous w.r.t. W, and let us denote {Ay,..., A, _n} = C1 \ {41,...,4}. Since
AiNAj=0foralll<i#j<w—h, the configuration A = U;g’”‘ A; is such that A is
(w — h)-homogeneous w.r.t. W. Moreover, the set {A;}1<i<w—n defines a decomposition

of A in disjoint 1-homogeneous configurations, i.e., W is (w — h)-decomposable. O
As a consequence, from now on we will consider the homogeneity values h = 2,.. ., L%J
only.

4.2 Classification of exact polyominoes

The decomposition property was conjectured to be valid for all exact polyominoes. For
this reason, we dedicate this section to their analysis and classification, in order to provide
useful properties to inspect the configurations of the plane. We deserve particular interest
to the property of periodicity.

4.2.1 Pseudo-squares and pseudo-hexagons

We start from the definition of BN-factorization given in Theorem [.1.6], so we consider
the boundary word of an exact polyomino as

P = ABCABC,

where we remind that at most one factor, say C', may be empty.

The BN-factor C plays a role in a preliminary classification of tiles. Indeed, if C' = ¢, the
polyomino P is addressed as a pseudo-square, since only four BN-factors are present in
its factorization. The name is due to the fact that such a factorization defines a (regular)
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tiling in which each polyomino is surrounded with exactly four copies of itself. On the
other hand, if C # ¢, then P is called a pseudo-hexagon, again from the number of
its BN-factors. In this case, we have to be careful in the analysis of the induced tiling:
indeed, each polyomino is surrounded with exactly six copies of itself if the tiling is
regular, see Fig. (b), but this number can sometimes reduce to five or four if the tiling
is semi-regular, as in Fig. .5

As underlined by Beauquier and Nivat, the factorization that defines an exact polyomino
is not unique, in general. Indeed, generally speaking, the boundary word of a polyomino
may admit several different BN-factorizations, each of them inducing a different regular
tiling, as shown both in Fig. f.4 and in the following example.

Example 4.2.1. If we consider a rectangle, the tile admits one BN-factorization as a
pseudo-square, but many different ones as a pseudo-hexagon. As an example,

P(q) = (11)(000)(11)(000)

Py = (1)(1)(000)(1)(1)(000

P(c) (11)(0)(00)(1T)(0 )(09)
= (11)(00)(0)(11)(00)(0)

are all the possible BN-factorizations of the rectangle of size 3 x 2. See Figure [L.7]for the

induced regular tilings.

© @

Figure 4.7: All the possible regular tilings induced by the rectangle of size 3 x 2.

Since the two classes of pseudo-squares and pseudo-hexagons are not disjoint, we intro-
duce the definition of perfect pseudo-square, that refers to those tiles that do not admit
any factorization as a pseudo-hexagon. An example of perfect pseudo-square is the tile

in Fig.
A necessary condition for a polyomino to be a perfect pseudo-square is the following:

Proposition 4.2.2 ([4]). Given a pseudo-square P = AB/AXE, if A or B is periodic, then
P is not perfect.
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Proof. By contradiction, let us suppose that A is periodic, A = uF for some u € 7T
and k£ > 2. As a consequence, A = @* holds. If follows that the boundary word can be
factorized as

P = (u)(u*~")B(@)@")B,
that is a BN-factorization as a pseudo-hexagon, contradiction. ]

Proposition does not characterize the class of perfect squares. As an example, the
polyomino in Fig. b) does not have periodic BN-factors, but admits a BN-factorization
as a pseudo-hexagon.

A further class of exact polyominoes has been introduced in [2(] as a consequence of the
following result.

Theorem 4.2.3 (Blondin Massé et al. [20]). An exact polyomino tiles the plane as a
pseudo-square in at most two distinct ways.

The exact polyominoes satisfying this property constitute the class of double squares.
Moreover, we call single square a perfect pseudo-square that is not a double square. As
an example, the polyomino in Fig. is in this class.

Example 4.2.4. An example of double square is P = 1010101010101010, with its two

BN-factorizations _
Py = (101)(010}0)( )(0
Py = (10101)(010)(10101)

The induced tilings, both regular, are in Fig. .8

Figure 4.8: Two distinct tilings induced by a double square.

Moreover, as observed by the authors, the proof in [20] can be adapted to show the
following result too:

Theorem 4.2.5 (Blondin Massé et al. [20]). Pseudo-hexagons and double squares are
disjoint classes of exact polyominoes, that is, all double squares are perfect.
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4.2.2 Periodicity

In order to study a possible extension of the decomposition theorem to all exact polyomi-
noes, we now focus on the periodicity properties of tiles, relevant when dealing with ho-
mogeneous configurations. We put more emphasis on the simpler class of perfect squares.

Theorem 4.2.6 ([4]). Let P be a perfect pseudo-square. Then, each possible tiling
induced by P has two directions of periodicity and, as a consequence, is regular.

It is possible to compute the directions of periodicity of the tiling starting from the
BN-factorization that induces it:

Theorem 4.2.7 ([]). Let us consider P a perfect pseudo-square and P = ABAB
(one of) its BN-factorization(s). Each BN-factor defines a direction of periodicity in the
induced regular tiling,

v = (|Alo = [Alg, |4l — [Alp),

vg = (|Blo — |Blg: [ Bl1 — |Bl1)-

Proof. We consider the BN-factor B, that we remind matches with the BN-factor B
of a copy of P in the induced tiling. Such a translation is defined by the steps made
along the side of the polyomino coded by the BN-factor A, so we have to count the
number of steps made along the path connecting the sides B and B. In the horizontal
direction, the number of steps is given by the difference between East and West steps,
that is, |A|o — |Aly. Analogously, the vertical ones are given by |A|; — |A|y. Putting all
together, we get the vector that identifies the first direction of periodicity of the tiling,
v1 = (|Alo — |Alg,|A]1 — |Aly). The same argument leads to the computation of the
second vector vg, this time starting from the translation defined by the BN-factor A and
counting the steps made along the path coded by B. O

Remark 4.2.8. In case P is a double square, the pair {v1,v2} of directions of periodicity
in the first induced tiling is different from the pair of directions of periodicity in the second
one.

Example 4.2.9. The cross tile, in Fig. £.9] is a double square, admitting the following
BN-factorizations:

Py = (101)(010)(10T) (970),

Py = (101)(010)(T0T)(010).
The directions of periodicity in the induced tilings are v; = (—1,2) and vy = (2,1), and
up = (—2,1) and ug = (1,2), respectively.

We underline that if we consider a cell of the polyomino, and then move along one of the
directions of periodicity of the tiling, we reach the cell in the same position of a neighbor
tile. This trivial observation will become relevant in the study of decomposability.
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Figure 4.9: The cross tile and the directions of periodicity of the related tilings.

4.3 The decomposition conjecture

In order to provide experimental evidence to (the presence or not of) the decomposition
property, we exhaustive generate all the exact polyominoes up to perimeter n = 20, and
then, for each of them, all the possible h-homogeneous configurations for 2 < h < w,
being w the area of the involved polyomino. Once a homogeneous configuration A has
been generated, we decompose it, if possible, in h disjoint 1-homogeneous configurations,
A1, ..., Ay, by exploiting the results given in Theorems [£.1.9] {.2.6|and £.2.7] In particu-
lar, Theorems [£.2.6] and [.2.7] provide the directions of periodicity of the 1-homogeneous
sub-configurations Aq, ..., Ay, while the existence of such directions is guaranteed by
Theorem We consider perfect pseudo-squares only, so that we have exactly two
directions of periodicity for each polyomino.

We proceed as follows: given a perfect pseudo-square W, with {vi,ve} its directions of
periodicity, and A an h-homogeneous configuration w.r.t. W, we look for a set of elements
in A that are periodic with respect to v1 or vo. If such a set exists, we choose it as A1,
and then iterate the procedure on the configuration A’ = A\ A;. Two important remarks:

i) The configuration A; is 1-homogeneous w.r.t. W, by Theorem
i1) The configuration A’ is (h — 1)-homogeneous w.r.t. W (trivial by construction).

We iterate until the starting set of points of Z? is empty, meaning that a decompo-
sition A = A; U---U Ay has been achieved. In case of negative answer, the starting
h-homogeneous configuration A cannot be decomposed, and so the polyomino W gives
a counterexample to the conjecture.

4.3.1 Implementation

We implement the described procedure in the algorithm FEzh-Dec, that consists of two
main phases: the exhaustive generation of exact polyominoes and homogeneous config-
urations, and then their decomposition, if possible, in 1-homogeneous ones. We sketch
here the main steps.

Generation of h-homogeneous configurations

Input: a perfect pseudo-square W of area w and an integer 2 < h < L%J
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Step 1. Create an empty matrix A that is big enough to contain the polyomino W
surrounded by four copies of itself (basic tiling). A will simulate Z2.

Step 2. Place the window W at the center of A and insert in W h elements 1s, in all
possible ways. For each different configuration, start a new line of computation.

Step 3. Move W on A of a single discrete step, in all possible directions, until you
visit all the positions of A. For each new position, complete the assignment of the
entries of W to obtain exactly h elements 1s in the window, in all possible ways. If
such an assignment is not possible, stop that computation line. For each remaining
assignment, start a new line of computation.

Step 4. Iterate Step 3 until the whole matrix A has been visited.

Output: each line of computation that has not been pruned provides an h-homogeneous
configuration w.r.t. W.

We underline that:

> In Step 4, we avoid to place the window W over A in exactly the same position
more than once, to reduce the computational cost of the procedure. We only ensure
to visit all the entries of the matrix A and complete their assignments. To do this,
in our implementation we move the window W over A following a spiral-shaped
path.

> To be sure to complete the assignment in the whole matrix A, we actually initialize
a bigger matrix, A’, that contains A. This way, the polyomino W can be actually
placed over all the possible entries of A, without exceeding its borders.

> The algorithm works in exponential time w.r.t. the dimension of W, whose area is
w, and the value h. This is true since it computes all the possible h-homogeneous
configurations through an exhaustive generation of all the possible assignments.
Such a computational cost is of the order of Q(w").

> Many lines of computation are pruned because of forbidden assignments.

Decomposition

For each configuration we get as an output of the previous step, we look for a (possible)
decomposition in 1-homogeneous ones.

Input: A perfect square W and a configuration A that is h-homogeneous w.r.t. W.
Step 1. Compute {v1,v2} the directions of periodicity of W.

Step 2. Choose an element x = 1 in A (at random) and detect all the 1s in A that
constitute, with x, a configuration A; that is periodic in the direction v or ws.
Remove A; from A.

Step 3. Iterate Step 2 for h times.
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Output: Flag for the success or failure of the decomposition. If at the end of the pro-
cedure A is empty, then the h-homogeneous configuration given in input has been
correctly decomposed. Otherwise, W is not h-decomposable.

We underline that:

> It is necessary to choose W in the class of perfect squares, since this guarantees
the existence of two directions of periodicity. The decomposition procedure can be
slightly modified if we want to include the analysis of pseudo-hexagons too, keeping
in consideration the existence of semi-regular tilings.

> The failure of the procedure on one configuration only is enough to state that W
is not h-decomposable.

> If all the h-homogeneous configurations are successfully decomposed, we have ex-
perimental evidence of the h-decomposability of W, but this is not sufficient for a
rigorous proof. Indeed, we have to keep in mind that the matrix A used to simulate
the discrete plane Z? has finite dimension.

4.3.2 Exhaustive generation of perfect squares

As already mentioned, we test the conjecture on perfect pseudo-squares. The presence of
two directions of periodicity in the tilings allows a fast decomposability detection of the
homogeneous configurations, since semi-regular tilings are not taken into account.

We exhaustively generate them by generating their boundary words. Even in this case,
the algorithm takes an exponential running time, so we stop at perimeter n = 20. We
perform an exhaustive generation of all the boundary words, and then we keep only those
ones coding perfect pseudo-squares. We work up to symmetries and rotations, obtaining:
one tile of perimeter 12, two tiles of perimeter 14, seven tiles of perimeter 16, twenty one
tiles of perimeter 18, and seventy three tiles of perimeter 20.

We tested the decomposability of perfect squares up to perimeter n = 18 for all the
admitted homogeneity values h, while for n = 20 we achieved only partial results, due
to the huge running time of the algorithm that generates homogeneous configurations.
Indeed, for each tile W we have a complexity of Q(w"), being w the area of W and h the
considered homogeneity value. However, the 2-decomposability has been tested for all of
them. We summarize the results concerning the first polyominoes in Table [£1]

Remark 4.3.1. The computational cost of the algorithm increases with the value of the
area of the window w and of the homogeneity value h, while the perimeter of W is not
strictly relevant.

4.3.3 Counterexamples to the decomposition conjecture

Our tests show that the conjecture is false, providing many counterexamples. Several
different cases arose, showing that a tile can be either h-decomposable for any possible
h, or h-decomposable only for some homogeneity values, or such that the decomposition
property does not hold for any admissible h.
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’ ID H Boundary word ‘ Perimeter ‘ Area ‘ Class ‘ Non-decomposability ‘

|1 | 10010000 | 12 | 5 [ Double square | — |
2 11010101011010 14 7 Single square ——
3 10101001010010 14 7 Single square ——
4 1110101010111010 16 9 Single square ——
5 1101011010110110 16 8 Single square ——
6 1101010010110010 16 8 Single square ——
7 1101010010110010 16 10 Single square h=5
8 1010110010100110 16 8 Single square h=4
9 1010101010101010 16 8 Double square h=4
10 1001011010010110 16 8 Single square h=4
11 || 111101010101111010 18 11 | Single square —
12 | 111011010TT0111010 18 9 | Single square —
13 | 111011010110111010 18 11 Single square ——
14 || 110110110110110110 18 10 Double square h=4,506
15 || 111010100101110010 18 11 Single square ——
16 111010100101110010 18 13 Single square ——
17 || 110110100110110010 18 11 Single square ——
18 || 110110100110110010 18 13 Single square ——
19 || 101110100111010010 18 13 Single square ——
20 110101100101100110 18 11 Single square ——
21 || 101101100110100110 18 11 Single square ——
22 || 101011100101001110 18 9 Single square h=3
23 || 110101010101101010 18 11 Single square ——
24 111001010100111010 18 10 Single square h=5
25 || 110101010101011010 18 8 Single square ——
26 || 110101010101011010 18 10 Single square h=5
27 || 101011010101010110 18 9 Single square ——
28 110011010110011010 18 10 Single square h=5
29 || 110010110100110110 18 10 Single square h=5
30 || 100101110100101110 18 10 Single square h=5
31 || 101010100101010010 18 9 Single square ——
32 110101110101101110 18 9 Single square h=3,4

Table 4.1: List of all the perfect pseudo-squares with perimeter 12 < n < 18 (exhaustively
generated), with the main parameters that characterize them. The last column provides the
values, if any, for which the respective polyomino is not h-decomposable.

130



In this section we focus on the tiles that are not decomposable, showing planar config-
urations where the decomposition property fails. Then, in Section [£.4] we deduce some
common properties that lead to the definition of classes of non-decomposable tiles, as
well as some preliminary results that give rise to the formulation of a new conjecture in

the field.

Counterexamples for h = 2

We start our tests choosing the smallest homogeneity value, h = 2, that is also the fastest
analysis from a computational point of view. The algorithm Ezh-Dec decomposes all the
2-homogeneous configurations w.r.t. polyominoes of perimeter n < 18 (see Table ;
moving to perimeter n = 20, we meet the first polyominoes that do not satisfy the
decomposition property, and that are depicted in Fig. [f.10]

(@

Figure 4.10: Pseudo-squares of perimeter n = 20 that do not satisfy the 2-decomposability.

Looking at Figure we see that the non-decomposable polyominoes do not share a
specific shape or characteristic, and are apparently very dissimilar. For each of them, we
present a 2-homogeneous non-decomposable configuration and deepen the study of its
characteristics, see Table [f.2] To simplify the notation, we refer to these polyominoes
using the letters from Fig.

’ ID H Boundary word ‘ Perimeter ‘ Area ‘ Class ‘ Periodicity ‘ Non-dec
(a) || 11010111001011001110 20 12 | Single square | (—1,3) and (3,3) | h =2,4,5,6
(b) || 10111010101011101010 20 12 | Single square | (—2,5) and (2,1) | 2<h <6
(c) || 11010100101011010010 20 12 | Single square | (—1,3) and (4,0) | 2<h <6
(d) || 11010110101011010110 20 10 | Single square | (—1,3) and (3,1) h =24

Table 4.2: List of the perfect pseudo-squares that are not 2-decomposable, with the main
parameters that characterize them. They are all depicted in Fig.

Some remarks:

> The non-decomposability is tested looking at 1-homogeneous sub-configurations,
so configurations that, by Theorem [I.1.9] are periodic w.r.t. the directions of pe-
riodicity of the tile. It is clear from Fig. that such sub-configurations do

not exist in the counterexamples we found.
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Figure 4.13: A 2-homogeneous configuration that cannot be decomposed.

132



Figure 4.14: A 2-homogeneous configuration that cannot be decomposed.

The 2-homogeneous configurations we provide as counterexamples are all periodic
with respect to two directions of periodicity, that do not coincide with the directions
of periodicity of the tiling. Two directions of periodicity are not necessary to build
a non-decomposable homogeneous configuration. In our work [4], the reader can
find an example of non-decomposable configuration, 2-homogeneous w.r.t. the tile
(c), that has one direction of periodicity only.

At the moment, all the homogeneous and non-decomposable configurations we
found have at least one direction of periodicity. Such a behavior reminds the regu-
larity and semi-regularity of the tilings induced by exact polyominoes.

If we fix a tiling of the plane, we observe that the lack of a periodical behavior
along the two directions of periodicity of the tiling reflects in finding the elements
1s of the configuration in different positions inside the tiles. This will be a key
point in the study of properties related to the decomposability, deepened in the
next sections.

Counterexamples for h > 2

When increasing the homogeneity value h, many counterexamples arise even among poly-
ominoes with smaller perimeter. The reader can find a summary of all the results, ex-
haustively tested, in the last column of Table 1]

We put our attention on some illustrative cases, referring to the polyominoes using the
ID in the first column of Table {1l

Polyominoes 20, 25 and 31

The tile nr. 20 is similar in shape to the exact polyomino (a) in Fig. but satisfies
the decomposition property for all admissible h. The same is true for the polyominoes
nr. 25 and 31, that can be compared, for their shape, to the tile (c) in Fig. 4.10
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ID 20 1D 31

Figure 4.15: The exact polyominoes with ID 20, 25 and 31 in Table

Polyominoes 28 and 26
The exact polyominoes nr. 23 and 26 are similar in shape, but while the first one satisfies
the decomposition property for any admissible homogeneity value h, the latter is non-
decomposable for h = 5.

1D 26

Figure 4.16: The exact polyominoes with ID 23 and 26 in Table

The previous examples suggest again that the shape of the tiles does not play a relevant
role in the decomposition of homogeneous configurations. On the other hand, the area
of the polyomino seems to be relevant. Indeed, in most cases, when the decomposition
property does not hold we notice that the value A is a divisor of the area w.

4.4 Non-decomposability

Starting from the previous counterexamples, we deduce and formalize some necessary
and/or sufficient conditions for the decomposability of homogeneous configurations, as
well as classes of exact polyominoes for which the decomposition property does not hold.

Definition 4.4.1. Let us consider A an h-homogeneous configuration w.r.t. an exact
polyomino W. We call pattern the set of the positions of the elements of A that lie inside
W when placing the window on the configuration.

It is clear that there exist at most ("}j) distinct patterns, with w the area of W and h the
homogeneity value of the configuration.

Property 4.4.2. If we fix a tiling of the plane induced by a single square W, a con-
figuration A is 1-homogeneous w.r.t. W if and only if all the copies of W in the tiling
display the same pattern. We underline that the same property does not hold for double
squares.
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This is a direct consequence of Theorem [.1.9] and of the fact that single squares have
one pair of directions of periodicity only. The property is lost in case of double squares,
due to the existence of two distinct pairs of directions of periodicity.

From Property f.4.2] we deduce a necessary and sufficient condition for a homogeneous
configuration to be decomposable, in case of single squares:

Theorem 4.4.3. Given W a single square of area w, and A an h-homogeneous configu-
ration w.r.t. W, with 1 < h < L%J, let us fix on Z? a tiling induced by W. Then, A can
be decomposed in h disjoint 1-homogeneous configurations w.r.t. W if and only if all the
copies of W in the tiling display the same pattern.

Proof. We fix on Z? a tiling induced by the exact polyomino W, and prove the statement.
Let us assume that A can be decomposed in h disjoint configurations Ai,..., Ap, all
1-homogeneous w.r.t. W. By Theorem each configuration A; is periodic w.r.t. the
directions of periodicity of W, and so the unique element that appears in each copy
of the tile is always in the same position. By the disjointedness of the configurations,
it follows that when considering the whole configuration A, the h elements in each tile
always appear in the same positions, that is, all the tiles display the same pattern.

On the other hand, if each tile of the tiling displays the same pattern, the h elements
that appear inside it follow the directions of periodicity of the tiling. As a consequence
of Theorem [1.1.9] there are exactly h configurations all 1-homogeneous w.r.t. W, whose
(disjoint) union gives all the elements in A, that so can be decomposed. O

Corollary 4.4.4. Given W a single square of area w and 2 < h < L%J, W is not h-
decomposable if and only if there exists a configuration A that is h-homogeneous w.r.t.
W and contains two different patterns for a fixed tiling.

Notice that all the examples we provided in Figures [L.T1}[.14] are in accordance with the
previous result.

4.4.1 Irreducible configurations

Starting from Corollary [f-4.4] and from the periodicity properties that seem to character-
ize homogeneous configurations, we want to construct ad hoc configurations of the plane
to define classes of non-decomposable tiles.

Definition 4.4.5. Let us consider W an exact polyomino and A an h-homogeneous
configuration w.r.t. W, for some value h. The configuration A is h-irreducible if it cannot
be decomposed in two configurations A; and Ay that preserve the homogeneity w.r.t. W.
Otherwise, A is reducible.

It is clear by definition that if a configuration A is h-decomposable, with h > 2, then it
is reducible.

Property 4.4.6. A 2-homogeneous configuration is irreducible if and only if it is not
decomposable.
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Property is not true for h > 3, in general. Indeed, an h-homogeneous configuration
could be reducible even if it is not possible to decompose it in 1-homogeneous ones, see
next example.

Example 4.4.7. All the configurations we provided as counterexamples in Section
are irreducible. On the other hand, Fig. .17 shows a non-decomposable 4-homogeneous
configuration that is reducible, since it can be decomposed as the disjoint union of a
3-homogeneous and a 1-homogeneous configuration.

Figure 4.17: A reducible 4-homogeneous configuration (on the left) and its decomposition in
irreducible configurations (on the right).

The non-decomposable 4-homogeneous configuration in Fig. [f.17]is obtained as the union
of a 3-homogeneous non-decomposable configuration and a 1-homogeneous one. This
construction suggests the possibility of defining non-decomposable configurations starting
from an irreducible one, say A, and then adding 1-homogeneous (periodic) configurations
that are disjoint w.r.t. A. Unfortunately, this construction is not always possible.

Remark 4.4.8. The union of (disjoint) non-decomposable configurations can be decom-
posable, in general. An Example is given in Fig.

As a consequence of our observations, we conclude that two strategies can be exploited
for the construction of homogeneous and non-decomposable configurations:

i) Look for irreducible configurations. From our experiments, it seems that an h-
homogeneous irreducible configuration can be constructed only if A is a divisor of
w, with w the area of the considered tile.
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Figure 4.18: The configuration on the left is 4-homogeneous and periodic w.r.t. W, so satisfies
the decomposition property. On the other hand, it can be obtained as the union of two disjoint,
irreducible 2-homogeneous configurations (on the right).

i1) Starting from an h-homogeneous irreducible configuration A, we can iteratively add
disjoint 1-homogeneous configurations, if possible, to build hA’-homogeneous non-
decomposable configurations, with i’ > h. As an example, all the non-decomposable
h-homogeneous configurations we obtained for the polyomino in Fig. ¢), with
3 < h < 6, follow this construction, starting from the irreducible configuration in

Fig. (13|

4.4.2 Classes of non-decomposable tiles

We start from the observation pointed out at the end of the previous section, point i),
and we define classes of non-decomposable tiles basing on the area of the polyomino. We
introduce the following notation: given W a perfect square of area w, we define the vector
C = (c1,...,¢p) such that ¢; is the number of cells in the i-th column of the polyomino,
counted from left to right. Analogously, the vector R = (ry,...,r,) contains the number
of cells in each row of the polyomino, counted from the top to the bottom. The vectors
Dy = (d,...,ds) and Dy = (d),...,d}) contain the number of cells along the diagonals
having direction e; = (1,1) and ey = (—1, 1), respectively, starting from the leftmost cell
on the top of W.

Remark 4.4.9. Since polyominoes are sets of 4-connected cells, the entries of C, R, Dy
and Dy are all different from zero.
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Example 4.4.10. The vectors C, R, D1 and D; defined for the single square in Fig. .19
are

C=(1,7,4),

R=(1,2,3,2,2,1,1),

Dy =(1,2,2,2,2,2,1),

Dy =(2,2,2,3,1,1,1).

Figure 4.19: The figure illustrates the perfect square described in Example|4.4.10} The direction
e1 = (1,1) along which the vector D; is computed is also highlighted.

Starting from the vectors C, R, D1 and Ds we construct, if possible, irreducible config-
urations. We describe the procedure for the values in R, but the same method can be
applied to the other vectors.

Let us consider a polyomino W of area w, with R = (rq,...,ry) the vector of its row
cardinalities, and a value 1 < h < L%J such that h divides w. The idea is to partition the

values in R in 7 disjoint sets such that:

i) The sum of the values in each set is exactly h.

1) There exists 2 < X\ < ¢ — 1 such that the elements in each set can be expressed as
{76 Tmin{i+Aq}» Tmin{i+27q}> - - - Tmin{it | 4] agph fori=1,... A

If such a decomposition exists, we consider the configuration of the plane A, ,, periodic
w.r.t. the directions v = (1,0) and v = (0, ), that is h-homogeneous w.r.t. W by
construction. Indeed, we have partitioned the rows of the polyomino W in groups such
that each group contains exactly h cells, and rows belonging to the same group are always
at distance (0, A) each other. Example , concerning the tile in Fig. clarifies
the described construction.

Example 4.4.11. The polyomino W in Fig. [£.19 has area w = 12 and row cardinalities
equal to R =(1,2,3,2,2,1,1). Choosing h = 4, we can partition the values of R in three
groups such that the sum of the elements in each group is four, and the distance between
the rows in each group is constant and equal to A = 3. We underline in the following
vectors the elements belonging to each group, highlighted in Fig. .20 as well.

Rl = (13273727271’l)a
R2 == (1727372727171)7
R3 (1727372727l) 1)



=N NN W N -

Figure 4.20: A 4-homogeneous irreducible configuration that is constructed starting from the
vector R of row cardinalities.

We consider now the directions v = (1,0) and v = (0, 3), and the configuration of the
plane A, , that is periodic along them. It is clear from Fig. @ltha‘c such a configuration
is 4-homogeneous w.r.t. W. Moreover, it cannot be decomposed in 1-homogeneous disjoint
configurations, since distinct patterns are present in the same tiling.

After the construction of A, ,, two cases arise:

i) The directions u = (1,0) and v = (0, A) coincide with the directions of periodicity
of W. In this case, A, , can be decomposed in disjoint configurations that are 1-
homogeneous w.r.t. W (Theorem , and the construction does not give any
hint concerning the h-decomposability of W.

i7) The directions v = (1,0) and v = (0,A) do not coincide with the directions of
periodicity of W, as in case of Example and so the polyomino is not h-
decomposable. Moreover, in this case the configuration A, , is also irreducible, by
construction.

As already mentioned, the same construction can be made starting from the vectors C,
Dy and Dy as well. We describe here some examples, also considering a case in which
such a construction does non provide the non-decomposability of the polyomino.

Example 4.4.12. The polyomino W = 10101001001010010010, of area w = 10, has
v1 = (5,0) and vg = (—1,2) as directions of periodicity. The vector collecting its column
cardinalities is C' = (1,3,2,1,2,1), whose elements can be grouped in two sets having
sum h = 5 and values at distance A = 2. The configuration in Fig. is periodic
along (0,1) and (2,0). As a consequence, it is 5-homogeneous w.r.t. W, but cannot be
decomposed.

Example 4.4.13. The pseudo-square W = 1101010010110010, Fig. [£.22] has area w = 8
and directions of periodicity v; = (1,3) and vy = (3,1). Its diagonal cardinalities are
Dy = (3,4,1) and Dy = (1,1,1,2,1,1,1). In both cases, we can group the cells of the
polyomino for an appropriate h:

h = 4: the entries of Dy can be grouped in two sets by choosing elements at distance
A1 = 2 each other. The configuration of the plane having directions of periodicity
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Figure 4.21: An irreducible 5-homogeneous configuration obtained starting from the column
cardinalities of the polyomino.

(1,1) and (2,0), Fig. [4.22(a), is 4-homogeneous w.r.t. W, but can be decomposed
since it follows the directions of periodicity of the tiling too.

h = 2: the same construction leads to a decomposable 2-homogeneous configuration,
Fig. |4.22(b), grouping the elements of Dy in four sets. In this case, the elements
are at distance \y = 4.

Figure 4.22: An exact polyomino whose diagonal cardinalities do not provide any counterex-
ample to the decomposability property.

Generalization

The construction we described for the vectors C, R, D1 and D5 can be generalized to any
discrete direction v, i.e., collecting the number of cells of a polyomino W along a generic
vector v, grouping them, if possible, in sets whose elements sum to the same value h,
and then constructing the corresponding periodic configuration of the plane. As in the
previous cases, such a configuration is h-homogeneous w.r.t. W by construction and, if
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its directions of periodicity are different from those ones of the tiling, it is irreducible
too.

For the sake of clarity, we propose an example in which the construction works for the
direction v = (2,1). The involved polyomino is the counterexample depicted in Fig-

ure [4.10(a).

Example 4.4.14. Let us consider the exact polyomino W = 11010111001011001110 of
area w = 12, and the vector v = (1, 2). If we count the number of cells of W along v, we
collect the vector V = (1,2,2,2,2,2,1), see Fig. on the right.

Choosing h = 2, the elements of V' can be easily grouped in six sets summing to h. Indeed,
it is sufficient to merge the two values 1, at distance A = 5, to get such a partition. The
parameter A, together with v, provide the directions of periodicity of the configuration
A, depicted in Fig. .23 on the left. A is 2-homogeneous w.r.t. W by construction, but
cannot be decomposed since its directions of periodicity do not coincide with those ones of
W. As a conclusion, we have constructed a 2-homogeneous and irreducible configuration
starting from a grouping of the cells of W along v = (1,2), thus showing again that the
decomposition property does not hold for the considered exact polyomino.

1222221

Figure 4.23: The construction of a 2-homogeneous irreducible configuration through a grouping
of the cells of the polyomino.

Conclusion and final remarks

As a conclusion of the chapter, we propose a short list of possible research lines that arise
from our work.

> In our work, we did not consider pseudo-hexagons and semi-regular tilings. It would
be of interest to extend the study of the decomposition property to this class of
exact polyominoes, also exploiting the decomposition proof given for rectangles.

Problem 1. Consider pseudo-hexagons and exploit their similarities with rectan-
gles, first of all concerning the existence of semi-regular tilings.
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> All the homogeneous configurations we found, through construction or via our
algorithm, always admit at least one direction of periodicity, thus reminding to the
behavior of regular and semi-regular tilings.

Problem 2. Study the periodicity properties of homogeneous configurations.

> The construction of irreducible configurations seems not to be linked with the shape
of the considered tile, but with the possibility of grouping its cells along a suitable
direction. As a new research line in the field, we propose to deepen the study of
such notions, as well as the development of new techniques and methods for the
detection of irreducible configurations.

Problem 3. Study the properties of tiles with respect to the possibility of grouping
their cells according to some (rigorous) criteria.

> From all our experiments, as well as from the observations and constructions we
described in Sections and it is plausible to suppose that the construc-
tion of an h-homogeneous irreducible configuration w.r.t. an exact polyomino W
is possible only if A is a divisor of the area of the tile w. On the other hand, if h
does not divide w, then an h-homogeneous non-decomposable configuration, if it
exists, can be constructed starting from an irreducible one only. As a consequence,
we leave as an open problem the following

Conjecture. If the area of a perfect pseudo-square W is a prime number, then the
decomposition property holds for any admissible h.
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Chapter 5

Prime double square polyominoes

In this chapter, we focus on the class of double square tiles, more specifically, on the
subclass designed as prime in [21]. In order to prove a conjecture in [21], we characterize
the boundary words that code prime double square polyominoes, and then carry on the
exhaustive generation and enumeration, with respect to the semi-perimeter, of a subclass
of them.

The results described in this chapter are joint work with A. Frosini and S. Rinaldi in [6),
7, [11].

5.1 Introduction and preliminaries

In this section we give the motivations of our work together with the notations and the
mathematical tools we are going to use.

Prime double squares and the couple free conjecture

We address the reader to Section [£I] Chapter [ for the basic concepts and results
concerning polyominoes and exact tiles. We keep the same notations too.
We recall here the definition of double square, as well as relevant results about this class
of exact polyominoes.
A double square is an exact polyomino admitting exactly two different BN-factorizations
as a pseudo-square, i.e., P = ABAB = XY XY. We remark that double squares do not
admit any further BN-factorization as a pseudo-hexagon.
From its double BN-factorization, the boundary word coding a polyomino in this class
can always be written as

P = wiwowswiwswgwrws, (5.1)

V\lhere A = wiwy, B = wswy, A = W5 We, B = wrwg, and X = wows, ¥ = waws,
X = wewy, Y = wgwy, with w; #e forall i =1,...,8 (Corollary 6 in [24])
Moreover, the following property holds:

!Sometimes, we will use the notation w;, with ¢ > 8, to point out the factors of P. In these cases, the
index has to be intended as ¢ — 8, being P a circular word.

143



Property 5.1.1 (Blondin Massé et al. [21]). For ¢ = 1,...,8, there exist unique words
u;, v; € X* and unique n; > 0 such that

{wi = (uvy)™,

Wij—3Wi—1 = UiV;.

Double squares can be composed to obtain new exact polyominoes, see Example [5.1.2]
To introduce this operation, we need the notion of homologous morphism. A morphism
is a function that preserves the concatenation of letters, i.e., ¢ : ¥ — X* such that
p(aB) = p(a)p(B) for any a,/ﬁ_\e 3. A morphism is homologous if it preserves the hat

-~

operation too, i.e., (A) = @(A) for all A € ¥*. If not differently specified, we work
under the assumption of homologous morphism.

Given a pseudo-square P = ABAB , the trivial morphism pp is the homologous morphism
that maps the unit square U = 1010 in P, and it is defined as pp(1) = A, ¢p(0) = B,
and, consequently, op(I) = A, ¢p(0) = B. Apart from this trivial case, in general
the boundary word P of an exact polyomino can be obtained, starting from the unit
square, through the composition of two or more homologous morphisms. In other words,
the trivial morphism @p can be decomposed, in general, in two or more morphisms,
p=@i10py0---0p for some t > 1.

Example 5.1.2. We consider the following pseudo-squares, represented in Fig. [5.1}

P = (11011)(01010)(11011)(01010).
The trivial morphisms that define them are, respectively,

PPy (O) = OTOTO? @P(a)(]') = 103017 PPy (@)
©Py, (0) = 01010, ¢p, (1) = 11011, ¢p, (0)

=

1010, ¢p,, (1) =110

(@) (b)
Figure 5.1: The pseudo-squares having boundary word F,), on the left, and P, on the right.

We consider the composition of the two trivial morphisms defined above, 1 = ¢ Pl OPP,
and Yo = ¢ Py PPy that lead to the construction of the two pseudo-squares in Fig. ﬁ
Indeed, their boundary words
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Qa) = (1010110101010101010110101)(0101010101010101010101010)
(1010110101010101010110101)(0101010101010101010101010)

Qu) = (1101101010110110101011011)(0101011011010101101101010)
(1101101010110110101011011)(0101011011010101101101010)

can be obtained as Q) = ¥p, ((,Dp(b)(U)) and Q) = ¢py, (gpp(a)(U)), with U = 1010
the boundary word of the unit square.

PPy PP
B ———

PP PPe
_— =

Figure 5.2: The two tiles, ()(,) on the left and Q) on the right, obtained by combining the
trivial morphisms that define the squares in Fig.

Notice that the composition of homologous morphisms is not commutative, and that
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such a composition consists, essentially, in constructing new exact tiles by gluing copies
of smaller exact tiles, see Fig.

The authors in [21] defined the subclass of prime double squares as follows: a double
square is prime if its boundary word P is such that, for any homologous morphism ¢,
P = ¢(U) implies P = U or ¢ = pp. In words, P can be obtained from the unit
square through the application of the trivial morphism only or, equivalently, the trivial
morphism ¢p cannot be obtained as the composition of more non-trivial morphisms.

Example 5.1.3. The following double squares are all prime:
1)(0)(10)
(010 )( )(10)

Play = (1)(01)(0)(10)(1)(0
Py = (1)(0101)(0)(10)(T) (00T )
P(ey = (1)(0101)(0)(1010)(1)(0101)(0)(1010).
In each boundary word we highlighted the double BN-factorization as in Eq. , while
the corresponding polyominoes are depicted in Fig. (.3}

(@) (b ©

Figure 5.3: Three examples of prime double squares. Among them, the cross (a) and the
diamond (c).

The adjective prime refers to the fact that this type of double square cannot be obtained
as the composition of smaller polyominoes, and, for this reason, can be seen as the seed
for the generation of all double square tiles, that can indeed be produced by applying
homologous morphisms to the prime ones.

The authors in [21] proposed an algorithm for the exhaustive generation of double squares
that does not involve the notion of homologous morphism. Even if such a procedure gen-
erates all the double squares, some drawbacks are present: among the produced objects,
also sets of cells that are not polyominoes are present and, in general, the same dou-
ble square is produced more than once. As a consequence, their enumeration cannot be
deduced from the algorithm itself, thus resulting in an open problem.

While analyzing the properties of prime double squares, Blondin Massé et al. noticed
that in their boundary word two consecutive equal letters never occur. So, they proposed
the following

Conjecture (Blondin Massé et al. [21]): given P the boundary word of a double
square and « € 3, if P is prime, then a« is not a factor of P.

We started our investigation on prime double squares with the aim of proving the con-
jecture above, and finally reached a complete characterization of the boundary words of
these polyominoes.
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We conclude introducing the following notations: given a symbol « of the alphabet X
and a word w € ¥*, we write acv C w (respectively, aa € w) to point out that ac« is
(respectively, is not) a factor of w. On the contrary, we say that the word w is couple free
if aa € w for any a € 3, in other words, two consecutive equal letters do not occur in w.
From now on, we refer to the conjecture proposed in [2I] as the couple free conjecture.

Properties of the boundary word of prime double squares

We present here some preliminary results in the literature, mainly from [21], concerning
properties that hold for the boundary word of double squares and prime double squares.
In the next section, we exploit such results to achieve a standard factorization for the
generic boundary word of a prime double square.

Theorem 5.1.4 (Blondin Massé et al. [21]). Given a double square P = ABAB =
XY XY, if P is prime, then all its BN-factors are palindrome.

Lemma 5.1.5 (Blondin Massé et al. [21])). Let P = wjwowswqwswewrws be the bound-
ary word of a prime double square, factorized as in (5.1]). Then, w;y; = w; holds, for all
i=1,...,4.

Combining Lemma and Property [5.1.1} and starting form Eq. (5.1]), we write the
boundary word of a prime double square in the following form,

P = (1712*4)"11“ (11)3101)”2u2(w4w2)”3U3(@1w3)”4U4 (5 2)
(@2w4)”1171(@gwl)m%(@4@2)"3173(@1@3)”4@4. '

The factorization in is reached after noticing that w;11 = w; and w; = (u;v;)™

imply w4 = Uy, vi+1 = U; and njpq = ny, for i = 1,...,4, and then writing w;v; in terms

of w;—1 and w;_3 (see Property [5.1.1]).

Moreover, the exponents n; that appear in satisfy the following property:

Lemma 5.1.6 (Blondin Massé et al. [2I]). Given the boundary word P of a prime
double square as in ([5.2]), there are no two consecutive exponents ni, no,ns and ny that
are different from zero.

As a direct consequence of Lemma, we proved the following result:

Theorem 5.1.7 ([6]). The boundary word P of a prime double square, factorized as
in (b.2), can always be written in terms of the factors u; only, for i =1,...,4.

Proof. If n; = 0 for all possible i, then Eq. (5.2 turns out to be

P = ujusuzusuiuausiy,
and it is expressed in terms of the factors u; only, for i =1,...,4.
So, let us assume without loss of generality n; > 0 (in the other cases, the proof is
similar). By Lemma ng = ng = 0 and so, comparing Eq. and Eq. , we
immediately argue we = us and wg = uy. Since w; and ws are expressed in terms of
wo, W4, u1 and ug only, see , the proof is given. O
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We conclude this section providing the generic form of the boundary word of a prime
double square, in Eq. (5.3)). From now on, we will use a vertical bar to point out the half of
the boundary word, and dashed vertical bars to separate the factors w;, fort=1,...,8.

P = (U2ﬂ4>n1 Ul (ﬂgul)HQUQ (a4UQ)n3U3 (61U3)”4u4] (5 3)

(Gpua)™ a0 : (301" : (UaT2)"™ T3 (TnTh3)™ s

Remark 5.1.8. By Lemma Eq. (5.3)) is always well defined, since n; = n3z = 0
or ng = ng = 0 (or both) hold. As a consequence, the factors w; in (5.2) can always be
expressed in terms of wu; only.

5.2 Standard factorization of prime double squares

We analyze the presence of a factor of type acv in the boundary word of a prime double
square, with o € %, and finally introduce a standard form for its factorization.

5.2.1 Possible position of consecutive equal letters

Theorem 5.2.1 ([6]). Let P = ABAB be the BN-factorization of a prime double square,
and a € X. If aae C P, then aa C A or aa C B.

Proof. The proof proceeds by contradiction. Let us suppose that a« is split between
two BN-factors, i.e., there exist a1,as € ¥* such that A = a1 and B = aas. Being P
prime, from Theorem we have that the BN-factors are such that A = (abja) and
B = (absa), for some by, by € ¥*. The boundary word turns out to be

P = (abya)(abyo) (aiby @) (abo).

Being aa a closed path and a factor of P, we reached a contradiction with the definition
of polyomino, and this concludes the proof. ]

From the previous result, two corollaries trivially follow:

Corollary 5.2.2 ([6]). If P = wiwowsw w1 WaWswW, is the boundary word of a prime
double square, and ax C P for some « € 3, then the factor aa cannot be split between
two consecutive factors w; and w;11. In other words, aa C w; for some ¢ =1,...,4.

The result is a direct consequence of Theorem [5.2.1]

Corollary 5.2.3 (J6]). If P = wjwowswswswewrwsg is the boundary word of a prime
double square, then |w;| # |w;41| for alli=1,...,8.

Proof. By contradiction, let us suppose |w;| = |w;4+1| for some ¢ = 1,...,8. Since P is
prime and w;w;11 is one of its BN-factors, say A, from Theorem we know that it
is palindrome, i.e., A = w;w;+1 = W;+1W;. From the hypothesis on the lengths and the
palindromicity, A = w;W;, meaning that the first letter of w; 1, say «, coincides with the
last letter of w;. So, aa C w;w;4+1 and it is split between the two factors, in contradiction
with Corollary [5.2.2] O
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All the previous results can be exploited to prove a generalization of Theorem [5.2.1]
concerning the factors u; that appear in Eq. (5.3), fori =1,...,4.

Theorem 5.2.4 ([6]). Let us consider P the boundary word of a prime double square
in form , and o € X. If aax € P, then aa C u; for some ¢ = 1,...,4. In words, a
factor a is entirely contained in some w;, for ¢ = 1,...,4, and cannot be split between
two consecutive factors u;.

Proof. From Corollary the factor aw is entirely contained in wj;, for some i =
1,...,4. Without loss of generality, we suppose aa C wy = (Uatg)" uy.

The proof proceeds by contradiction: we suppose that a« is split between two factors u;,
by considering all the possible cases for the indices 7 and the values of ny and ns.

n1 > 2: we can suppose aa C uyto. By hypothesis, the last letter of wy and the first
letter of @y is «, so that ug ends and us begins with @. So, being n; > 0, in the
boundary word P we have

wylws = ... uglug - =...ala...,
in contradiction with Corollary [5.2.2]

n1 > 0 and aa C u9uy: U ends and uy begins with the letter &. We now consider the
factor wg = (tquz)™us. If ng > 0, then @a C dqug, and the polyomino self-
intersects, contradiction. So, nz = 0.

By the hypothesis on ny and Lemmal[5.1.6] no = n4 = 0 holds, and so we have in P
the BN-factor X = wows = wous, that is palindrome by Theorem It follows
that w3 ends with the letter o, and so wswys = usuy contains the factor aa, again
in contradiction with the definition of polyomino.

n1 > 0 and aa C uguy: ug ends with the letter & and u; begins with the letter a. By
Property [5.1.1] first equation, w; begins with « as well. As a consequence, aa C
w4W1, in contradiction with Corollary [5.2.2]

Since we reached a contradiction for all the possible cases, the thesis follows. ]

5.2.2 The standard factorization

The aim of this section is to provide a unique form in which the boundary word of any
prime double square can be expressed. We start from .

First of all, we recall that the boundary word P is a circular word, since it is defined up
to the starting point of the coding of the polyomino. So, we fix such a starting point by
adding a further hypothesis on the factors u;, that is,

lui| < |ug| for all i = 2,3, 4. (5.4)

From now on, condition (5.4) will always hold.
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Let us analyze the BN-factors of P, that we recall are palindrome by Theorem [5.1.4}

A = wiwy = (UoTg)™ w1 (tzur) ™ ug

B = W3wyg = (ﬂ4U2)n3U3(a1U3)n4U4,
X = wowz = (u3ur)"?uz(tiguz) " us,
Y = w4@1 = (ﬂ1U3)”4u4(EQU4)”1ﬂl.

From condition , in particular u; has minimum length, for any possible choice of the
values of n; it is possible to express ugs = kii; and ug = U1p, for some proper non-empty
words k,p € XT. Notice that an analogous for the factor us cannot be deduced, since we
do not know its mutual length w.r.t. us and uy.

From this remark, and considering all the possible combinations of values for the ex-
ponents n;, we deduce all the feasible forms for the boundary word of a prime double
square:

Theorem 5.2.5 ([6]). If P is the boundary word of a prime double square as in (5.3)),
then it has one of the following seven forms:

(a) P=wu ki us fz’llfoml kU T3 4y p, with k,p € £t and palindrome.

(b) P = (Ulk‘fblp)nl U Ek‘ﬂl U3 ﬂ1ﬁ|(ﬂlﬁﬂ@)"lﬂ1 Eﬂl ﬂg u1p, with k,p € ¥t and
palindrome.

(¢) P=uy: (tsu1)"2 ki U uipluy : (ust1) "2kt ‘U3 Gyp, with k,p € T and p palin-
drome.

(d) P =u ki : (]Tulkﬁl)mu?,fﬂlﬂﬂl (kU (pulgﬂl)”i”ﬂgf&lp, with k,p € T and
palindrome.

(e) P=uwu ki U3 (a1U3)n4a1ﬁ|ﬂ1 Eﬂl ﬂg (ﬂlﬂg)n‘lﬂlp, with k,p € ¥t and k palin-
drome.

(f) P = (ulkﬁlp)”lul kuq (mlkﬂl)mu;g ﬁlﬁ](ﬂlﬁa@)”lﬂl Eﬁl (pulﬁﬁl)’“ﬂg u1p, with
k,p € ¥* and palindrome.

(g) P=wu (agul)HQ ku, U3 (ﬂlug)”‘*ﬂ@ml (@;ﬁﬁ”%ﬂl ﬂg (ﬂlﬂg)n‘lﬂlp, with k and
p generic non-empty words.

Proof. We proceed case by case, according to the values of ni,ne,n3 and ny4. In each
case, the word P is obtained from Eq. after replacing us = ki1 and ug = urp. We
proceed with the proof of the properties of the words k£ and p in the different situations.
At first, we underline that k, p # € always holds, otherwise we go in contradiction with

Theorem [£.2.4]
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(a) n1 =ng =n3 =nyg =0,
P =wuq:ku:us :ﬂlﬁ]ﬂl IE@l TU3 ULp-

Since wywy = uikty and wqw; = upuy are palindrome (Theorem [5.1.4); both &
and p must be palindrome.

(b) n1>0, n2:n3:n4:0,
P = (Ulk‘ﬂlp)nl Ul kuy U3 ﬁlﬁKﬂlEﬂ\lﬁ)nlﬂl Eﬂl ﬂg uU1p.

As in case (a), k and p are palindrome from the palindromicity of wjwe and w4w; .
In particular, if n; is odd we deduce that p is palindrome looking at wjws, and
that k is palindrome looking at wsw;. Vice versa if n; is even.

(C) TL2>0, n1:n3:n4:0,
P=wu (ﬂgul)”2kﬂ1 U3 ﬂlﬂﬂl (agﬂl)nQEal ﬂg uU1p.

As in case (b), p is palindrome since the BN-factor w4w; is palindrome. We cannot
say anything about k.

(d) n3 >0, ny =ng =ny =0,
P=wu kg (mlkﬂl)n3U3 alﬂﬂl Eﬂl (pulﬁal)"?’ﬂg UL P.

Similarly to case (a), k is palindrome from wjwy palindrome, while p is palindrome
from wqw; palindrome.

(e) ng >0, ng =ny =n3 =0,
P=wu kuq 'LL3 <a1U3)n4alﬁ’ﬁ1 Eﬁl ﬂg (fblﬁg)n4ﬂ1p.

The word k is palindrome from the palindromicity of the BN-factor wyws, while
nothing can be stated about p.

(f) ni,ng > 0, Nng = Nyg = 0,
P = (ulk‘&lp)”lul ki (@1]{5’&1)”31@ ﬂ@|(ﬂ£ﬂ@)”lﬂ1 Eﬁl (pulEﬁl)”Bﬂg Eﬂlp.

We look again at the palindrome BN-factors wiws and wqw;. From each of them
we deduce that k or p is palindrome, depending on the parity of the exponent ny.
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(g) na,ng >0, ng =ng =0,
P=w (’L~l,3’u,1)n2 kuq U3 <a1U3)n4a1T9’ﬂ1 (ﬂgﬂl)”QEﬂl ﬁg (ﬂ1ﬂ3)n4ﬁ1p.

We cannot say anything about k and p, since we do not know the mutual lengths
of k, p and us.

O

Remark 5.2.6. Actually, we can consider the cases (f) and (g) only, on varying n; > 0
for i = 1,...,4 and according to Lemma [5.1.6] Indeed, all the other cases are included
in these last two.

In our recent work [I1], we proved that form (g) is superfluous too, since any boundary
word of a prime double square factorized as in (g) can be rephrased in form (f). Hereafter
the result.

Theorem 5.2.7 ([I1]). Let P be the boundary word of a prime double square factorized
as (g) of Theorem Then, it is always possible to factorize P as in case (f).

Proof. If no = nyg = 0, the proof is trivial. We show that in the generic case it is always
possible to move from (g) to (f) with a proper choice of new factors k&’ and p'.

We first assume ny > 2 and consider the BN-factor X = wows = (u3u1)"2kt;us, that
is palindrome by Theorem As a consequence, (figu1)™ "'k is palindrome too, and
this holds if and only if one of the following cases occurs:

i) k = us. In this case, we can be written as in (f) by choosing k' = (kui)"2k. By
construction, being |k| = |us|, and (@izu1)™2 "k and k palindrome, we have that u;
is palindrome too. As a consequence, k' is palindrome, as required by Theorem

1) a3 = kv, for some v suffix of uy = wv. So, wy is written as in (f) by choosing
k' = (kvuv)™k. Even in this case, k¥’ is palindrome by construction, after showing,
following the same argument used in 7), that u is palindrome for any choice of ns.

ii1) k = uzvug for some palindrome v € ¥*. In this case, the BN-factor X is palindrome
if and only if (u1@i3)™2~ v is palindrome, if and only if v = (uyu3)®u; for some a > 0
and with u; and us3 that are palindrome (from Proposition 6 in [20]). So, the choice
of k' = (tgu1)™k, palindrome by construction, leads to the writing of ws as in (f).

If no = 1, a similar proof holds by considering the BN-factor A = uqtiguikt; instead of
X, leading again to the writing of w9 as in (f).

On the other hand, it is possible to find a proper palindrome p’ € T to write wy as in
(f), by considering ngy > 2 or ngy = 1, and exploiting the palindromicity of the BN-factors
B and Y. This concludes the proof. O

To conclude, we define the standard factorization of the boundary word of a prime double
square as

P = (ulkﬂlp)”lul k’l]l (mlk’[bl)n3U3 ﬁlﬁ\(ﬂlﬁﬂ@)"lﬁl Eﬁl (pulﬁﬁl)mﬂg ﬁlp, (55)

where we recall that:
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i) |ui| < |usl;

)
i1) k and p are non-empty palindromes;
iii) m1,m3 > 0 and vary independently each other;

iv) if ax C P for some « € ¥, then e is entirely contained in a factor ui,us, k or p.

All the statements follow from Theorems [5.2.5] and [5.2.7, Condition (5.4), and Theo-
rem 2.4

5.3 Proof of the couple free conjecture

The standard factorization we defined in is fundamental to study the couple free
conjecture, since it allows to analyze the boundary word of a generic prime double square
in terms of four factors only, ui,us, k,p € . These factors have interesting peculiarities
concerning consecutive equal letters. Indeed, if an element of type aa is in P, then
we know that it is entirely contained in one of the factors above, and this property
considerably simplifies the analysis of the boundary word.

In this section, we propose a proof to the couple free conjecture that proceeds by con-
tradiction: we suppose that two (or more) consecutive equal letters are in the boundary
word P, factorized as in , considering all the possible positions, and then we show
that in each case a contradiction is reached.

We first recall a technical lemma useful in the sequel.

Lemma 5.3.1 ([6]). Given a,b,u € 7, if buia and bua are both palindrome, then b = a
and u is palindrome. The same result holds when aub and bua are both palindrome.

The reader can find the proof in [6].

5.3.1 Couple free factors

We consider a factor of type aa, with « a letter of the alphabet ¥, and its position in the
factors uy,us, k and p of the boundary word P in its standard factorization. We recall
that k£ and p are both palindrome.

Remark 5.3.2. In all our proofs, we consider P the boundary word of a prime double
square factorized as in (5.5)), and assume n; = n3 = 0. We discuss how to generalize to
the cases ni,ng > 0 at the end of the section.

Lemma 5.3.3 ([6]). Let be a € ¥. If aav C uy, and ug, k and p are couple free, then P
is not a prime double square.

Proof. Let us suppose that there is only one occurrence of consecutive equal letters in
P, ie., u; = aaab for some a,b € X*, both couple free. Replacing in (5.5)), the boundary
word turns out to be

P = aaab: kbaad : ug fi)\aaap|aaoz5 ‘kbaaa - Us : baadp.
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As P is prime, by Theorem [5.1.4] all its BN-factors are palindromes, in particular X =
wows = kbaadaus and B = wswy = ugbaaap Since no consecutive equal letters occur in
a, b, us, k and p by hypothesis, we get kb = disa (from X palindrome) and U3b = pa, since
B is palindrome. Let us analyze the mutual lengths of k and ug in the first equality:

If |k| < |ug|, there exists y € ¥ such that uz = yk, and so b = ay and ykya = pa. As
a consequence, p = yky is palindrome if and only if y = ¢, contradiction.

If |uz| < |k|, there exists k&' € X7 such that k = a3k’, and so a = k'b and usb = p'b,
that is, uz = pk/. Replacing in k, we have that k = K Pk’ is palindrome if and only
if k¥’ = ¢, contradiction.

We conclude that ug and k have the same length and so, replacing in the equalities we
are studying, ug = k = p (palindrome) and b = a. So, the boundary word becomes

P = acaa: usaaad : uz : aaaug|acaa : usacad : us L acodus.

Let us now define the morphism ¢(0) = us, ¢(1) = acad = uy. Since ug and ug are both
palindrome, ¢ preserves the operation -, i.e., it is homologous. Moreover, if we consider
the boundary word of the cross, @ = 101010101010, it holds P = ¢(Q), and so P is not
prime, contradiction.

To conclude the proof, we have to consider the case in which more occurrences of con-
secutive equal letters are in wuq. So, let us make explicit the first and last one, that is,
u1 = aaacBBb, with o, 8 € X, a,b,c € ¥*, and a, b couple free. In this case, the boundary
word of the polyomino is

P = aaacBBb: kbBBcaad : us f/mcaaap]aaacmf kbBBcaaa : us : bBBéaaap.

According to Theorem X = wowg = kgﬁﬂéaadu;z, is palindrome and, being a, b, k
and ug couple free, o = 3 immediately follows, as well as u3 = k = p and b = a (using
the same argument of the previous case). Moreover, ¢ is palindrome too.

As a consequence, the boundary word becomes

P = acacana : ugaaacaad : us : GOGCAAAUS|GRGCANG : UsAGAACANA U3 : AQNCHNAT3,

with w1 and wus both palindrome. So, we can define again the homologous morphism ¢
that maps the cross in P, reaching a contradiction with the hypothesis of prime double
square. This concludes the proof. O

Remark 5.3.4. We underline that, when considering more occurrences of consecutive
equal letters in u, the proof of Lemma [5.3-3] proceeds analogously to the case of one
occurrence only. This is true in general, so in the following proofs we will always consider
the case of one occurrence of type aa only, to simplify the calculations.

Lemma 5.3.5 ([6]). Let be a € ¥. Then P is not a prime double square when any of
the following conditions holds:
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i)
i)

i)

u1 is couple free and aa C p, or
u1 is couple free and aa C k, or

u1 is couple free and aa C us.

Proof. We proceed case by case.

i)

i)

The factor p can be written as p = aaaa, for some couple free a € ¥*. By The-
orem [5.1.4] the BN-factor B = w3wy = ugﬁlaaaa is palindrome and so, being wuy
and a couple free, it follows that ug = aaab for some b, c € ¥* such that @ = cb.
Then

P = uy : ki : chaab : ﬁlcb@i)éml kU “Zhaad ﬂlégaozg'c\.

The BN-factor X = wows = kiiy choab is palindrome and so, being k palindrome
as well, k& = baab holds. We replace in the boundary word, and we get

P = u; : baabiy : cbaab: ﬂlcb@i)éml 55040431?1 “Zhaab: &1650404/55.

Now, again by the palindromicity of the BN-factors wows and wswy, we observe
that 77¢ and ¢ are both palindrome, if and only if ¢ = ¢ and u; = 4.

We finally reach
P = uy : baabuy Eb@f)fﬂlb@l}ml fgozozgﬂl “Daab’ ulga(ﬁ)\,

that can be obtained as P = ¢(Q), with @ the boundary word of the cross and ¢
the homologous morphism defined as ¢(0) = baab = us, ¢(1) = u;. Then P is not
prime, contradiction.

The factor k can be written as k& = aaaa, for some couple free a € X*, and the
boundary word of the polyomino is

P = uy :aaaat :us:uiplu i acaau :us ;U p.

Using the same argument of case i), considering the palindrome wows, we argue
ug = baaa and a = cb, for some b, c € ¥*, and so

P = uy : cbaabéiiy : baabe: ﬂlbaagml 565@3&]1 “baabe: 1115@3.

Being wows and wswy palindrome, the words étiy and éup are palindrome at the
same time, if and only if ¢ = ¢ and u; = 4.

We finally reach
P = uy : baabuy Ebaal;fﬂlbaal;ml 55@361 “baab’ uﬁ@g,
that can be obtained as P = ¢(Q), with @ the boundary word of the cross and ¢

the homologous morphism defined as ¢(0) = baab = us, ¢(1) = uy. Then P is not
prime, contradiction.
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ii1) We replace in the boundary word the factor us = aaab, with a,b € ¥* both couple
free,

P = 1k tacab:uipluy : kuy :aaab: dyp.
We proceed as in the previous cases: since wows and wswy are palindromes, we

deduce k = baab and P = acad, respectively. Replacing in P, the boundary word
turns out to be

P = u; 1 baabl :acab: ujaaaalu; baabu; :aaab : 4 aaaa.

Again from the palindromes wows and wswy, we observe that biija and buya are
palindrome at the same time. So, by Lemma [5.3.1] u; = @ and b = a hold.

The boundary word is now

P = u; {aadu : aaad i aaqd|t L aacau; L aaa  u aaod,

and can be obtained as P = ¢(Q), with @ the boundary word of the cross and ¢
the homologous morphism defined as ¢(0) = aaaa = us, ¢(1) = u;. Then P is not
prime, contradiction.

We reached a contradiction for all the cases, and this concludes the proof. O

Lemma 5.3.6 ([6]). P is not a prime double square when any of the following conditions
is valid:

i) up and p are not couple free, while uz and k are, or
i1) uy and k are not couple free, while ug and p are, or
i4i) u1,k and p are not couple free, while g is.

Proof. We proceed case by case.

i) Let u; = aaab and p = ¢Bp¢, with o, 8 € Y and a,b,c € ¥* couple free. When
considering the BN-factors X = wows = kbaa@u;g and B = u;z,lzaozacﬁﬂa both
palindrome by Theorem we argue a = 3, kb = tiza and ¢ = bug.

The boundary word turns out to be
P = aaab: lizacad : uz : baaausbaaaiiz|acab : isaaaa : us : baadtsboadts

and, by the palindrome BN-factors A = wjwy and B = wswy, we deduce_that
busa and augb, respectively, are palindrome too. As a consequence of Lemma, ,
uz = uz and b = a, and so

P = aaaa : uzaaad : uz : Gaaausaaaaug|acaa | Usacaa | us | accaisacaas.

The boundary word can be obtained as P = ¢(Q), with @ = 1010101010101010
and ¢(0) = us, ¢(1) = acaa = uy, that is an homologous morphism since u; and
ug are both palindrome. Then P is not prime, contradiction.
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1) Let u; = aaab and k = cfpé, with o, 8 € ¥ and a, b, c € X* couple free. Since the
BN-factors X = wows = c¢ffcbacaus and B = wgws = ugbaaap are palindrome
by Theorem then a = 3, ¢ = ti3a and ap = bug hold.

The boundary word turns out to be
P = aaab: Gzacadusbaad : ug : baabis|acab : uzaaaausbooa : us : boabiis

and, by the palindrome BN-factors X = wows and Y = w4w, we deduce, respec-
tively, that ausb and bisa are palindrome at the same time. By Lemma , b=a
and uz = 3, and so

P = aaaa : uzaaadugacad : ug : Gaaaug|aciaa | Usaciaausaod | us - acaus.

As in the previous case, the boundary word can be obtained as P = ¢(Q), with
@ = 1010101010101010 and ¢(0) = us, p(1) = acad = uy, that is an homologous
morphism since u; and ug are both palindrome. Then P is not prime, contradiction.

i1i) Let uy = acad, k = cff¢ and p = d’y’ycz, with «, 8,7 € ¥ and a,b,c,d € ¥* couple
free. Replacing in the boundary word, we obtain

P = aaab: cfBébacd us f/l;aaaawgﬂaaag Em/c%\aaa Uy Eozoz&d’y’yd.
The proof proceeds as in the previous cases: first, from the palindrome BN-factors

X = wows and B = w3wy, we see that « = B = 7, ¢ = @i3a and d = buis. Then,
exploiting Lemma [5.3.1], we get b = a and ug = ug, and so

P = aaaa : uzaaaduzacad : uz : GaOQUzGaaQU3|G0Qa | U3G0Qausaadd | Us - acqausaoadis.

The boundary word can be obtained as P = ¢(Q), with @ = 10101010101010101010
and ¢(0) = us, (1) = acaa = uy, that is an homologous morphism since u; and
ug are both palindrome. Then P is not prime, contradiction.

We reached a contradiction for all the cases, and this concludes the proof. O

Lemma 5.3.7 ([6]). If u; and ug are not couple free, while k and p are, then P is not a
prime double square.

Proof. We write u; = aaab and usz = ¢88d, with o, 8 € ¥ and a, b, ¢,d € ¥* couple free,
and then replace them in the boundary word:

P = aaab: kbaad: c88d fgaaap|aaa5 - kboaa - 2BBd : baadap.

By Theorem X = wows = kbaadcBBd and B = wswy = cﬁﬁdgaaap are palin-
drome and so, being a, b, ¢,d and k,p couple free by hypothesis, 8 = « and § = @ hold
at the same time, and this is a contradiction. O
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Lemma 5.3.8 ([6]). The following statements hold:

i)

i)

if u1,ug and k are not couple free, while p is, then P is not a prime double square.

if u1,uz and p are not couple free, while k is, then P is not a prime double square.

Proof. We study the two cases separately.

i)

i)

Let be u; = aaab, ug = ¢Bpd and k = eAXé, with o, 8, A € ¥ and a,b,c,d, e € X*
couple free. By Theorem the BN-factors X = wows = eAAéBaadcﬁﬁd and
B = wywy = cﬁﬁd/b\mjre palindrome, so that A = 8 =@, e = d, ¢ = pa and
éb = éa hold. Moreover, db is palindrome too.

Replacing in the boundary word,
P = aaab: daadbaad : pacad fgaaap|aaa5; daadbaaa - pacad : baadap.
Similarly, db = apa from the palindrome wows, and so

P = acaapaaaapacaapaaadbaaap|acaapacaapaaaapacadbaaap,

where we recall that db is palindrome and db = @pa.
In P, the factor v = pacaapacada occurs, with |v|g = |v|g and |v[; = |v|7. So, the

boundary of the polyomino self-intersects, contradiction.

Let be w1 = aaab, us = ¢Bpd and p = eyvyé, with o, 8,7 € ¥ and a,b,c,d, e €
¥* couple free. The BN-factors X = wows = kl;aa&cﬁﬁg and B = w3wy =
cBBdbaaaeyye are palindrome, so that « = 8 =7, d = bk, db = €a and € = ¢ hold.
Moreover, ac = ¢a is palindrome.

The boundary word of the polyomino turns out to be
P = acab: kbaod: canbk fgaaacaaélaaag  kbawaa | caabk baadcaad,

with ¢a palindrome and éa = bkg, from the palindromicity of wswy.

In P, the factor v = Gcaacamabk = bkbaabkbaabk occurs, and it contains the
factor v/ = baabkbaabk, with [v'|g = |[v'|5 and |[v'|1 = |v|7. So, the boundary of
the polyomino self-intersects, contradiction.

In both cases we reached a contradiction with the definition of polyomino, and this
concludes the proof. O

Lemma 5.3.9 ([6]). If uy,us,p and k are not couple free, then P is not a prime double
square.
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Proof. We write the factors of P as u1 = aaab, uz = ¢f8d, p = eyyé and k = f)\/\f,
with «, 8,7, A € ¥ and a,b,c,d, e, f € X* couple free, and so

P = aaab: f)\)\fl;ozad ‘¢BBd Ei)\aaae’y’ydaaagfmﬁaaaEEWf Eaade’y’yé.

From Theorem , the BN-factors X = f/\):fl;aa&cﬁﬁd and B = cﬂﬂdgaocae’yfye are
palindrome, so that 8=A=7%, f =d, € =c¢, fb= ca and ae = bd.
As a consequence, we get

P = aaaacfBéaaaichféaaaacBe|acaacs feaaaac3Bcacaacfe.

The boundary word can be obtained as P = ¢(Q), with @ = 101010101010 and ¢(0) =
cBpe = us, p(1) = acaa = wuq, that is an homologous morphism since u; and ug are
both palindrome. Then P is not prime, contradiction. O

Remark 5.3.10. We remark that all the proofs given for Lemmas [5.3.3}5.3.9 hold when
considering more occurrences of consecutive equal letters in the factors that are not
couple free. We address the reader to our work [6], Example 4, for a deeper analysis of
such cases.

5.3.2 Main result and generalization

We are now ready to state the main result of this section, that is the proof of the couple
free conjecture when ny = ng = 0 holds in the boundary word of a prime double square
in its standard factorization, Eq. (5.5).

Theorem 5.3.11 ([6]). If P is the boundary word of a prime double square such that
n1 = ng = 0 in its standard factorization, then P is couple free.

Proof. The proof is a direct consequence of Lemmas where we reached a
contradiction for any possible position of a factor of type a«a in the boundary word P.
So, by contradiction, let us assume that the boundary word P of a prime double square
contains two consecutive equal letters. By Lemma [5.3.5] we know that u; cannot be
couple free, meaning that aa C uy for some a € X. Let us now consider the factor us:
from Lemmas [5.3.7 and [5.3.8] if u3 is not couple free, then two consecutive equal letters
must occur both in k and p, or in none of them. In the first case, P is not a prime double
square, since in Lemmas [5.3.6] and [5.3.9) we have shown how to reach its boundary word
through the composition of two non-trivial morphisms. In the latter, we are in the case in
which w; is not couple free, while us3, k and p are all, that is not possible by Lemma [5.3.3
We conclude that aa is not a factor of P for any symbol a € ¥, as claimed. O

Generalization to the case of non-null exponents

To conclude the proof of the conjecture, we finally have to consider the case in which
the exponents ni,n3 in are strictly greater than zero. The proof follows the same
strategy: Lemmas can be proven assuming ny > 0 or ng > 0, or both, thus
getting an analogous of Theorem [5.3.11] for the general case.
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Since all the proofs follow exactly the same arguments already used, here we only sketch
how to generalize them.

The key point we exploited to reach our results is Theorem [5.1.4] that states that all
the BN-factors of the boundary word of a prime double square are palindrome. In fact,
when we impose this property on A, B, X and Y, we compare the factors ui,us, k and p
among them. In all cases, we finally reach a contradiction: we prove that the boundary
of the polyomino self-intersects, as in case of Lemma [5.3.8] or that the factors uy,us, k
and p can be written as the concatenation of copies of uq,u1,u3 and ug, that are also
palindrome, thus allowing to write the trivial morphism @p as the composition of more
non-trivial homologous morphisms.

The same contradictions are reached when ni,n3 > 0, since the structure of the involved
BN-factors does not change, essentially (see [6] for more details).

Example 5.3.12. As an example, we describe here the proof of Lemma [5.3.3] in case
both ni,ng > 0.

Claim: Let be a € . If aa C uy, and ug, k and p are couple free, then P is not a prime
double square.

The proof proceeds by contradiction. We consider the general case in which an arbitrary
number of occurrences of consecutive equal letters is in wq, that is, u; = aaacBBb, with
a,B €3, a,b,c € 3* and a, b couple free (we explicit the first and last pair of consecutive
equal letters in up). Then, replacing in the boundary word P factorized as in , we
obtain

pP= (aaacﬁﬁbkéﬂﬂéaadp)"laaacﬁﬂb :kbBBéaaa: (mﬁk@ﬁﬁéaad)”ﬁ‘% EWM\

—_—

(aawac[ Bbkb feaaap)™ aaaceB b : kbffcaaa : (pacachBbkbS3

caaa) s | bBfeaaap.
We consider the BN-factor X = kbBBc¢aad: (paaacmkgﬁﬁéaad)”?’u& that is palin-
drome by Theorem [5.1.4] Then, being a, b, k and ug all couple free, it must hold o = 3,

¢ = ¢ (palindrome), bk = aug and, finally, apa = bkb. From the last two equalities, we
also obtain that pa = uﬁ

Now, we replace bk = aus and pa = u;;g in P, as well as a = 8 and ¢ = ¢, thus getting

P = (acacaaausbaacaabiiz)™ acacaab : izacacaad : (usbaacaabizacacaad) ™ us : baacaabis)|

(aaacaaausbaacaabis)™ acacaab : usaaacaaa : (usbaacaabusacacaaa)™us : baacaabus.

When considering the BN-factor A, we see that it is palindrome if and only if busa is
palindrome too, if ny is odd, or if Gugb is palindrome too, if ny is even.

In the first case, we exploit the fact that bk = aus implies ausb palindrome and so, by
Lemma [5.3.1] b = a and u3 = ag.

In the second case, the palindromicity of biis@ is given by the palindrome BN-factor Y,
and so the same conclusion can be reached, again using Lemma [5.3.1
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We conclude that u; = acacaaa and us are both palindrome, and so

P = (ulu;:,ulﬁg)”lul EU3U1 (U3E1U3U1)n3u;3 Eﬂlui;‘(ﬂlﬂgﬂlu;;)nlﬂl Eﬂgﬂl (ﬂgulﬂgﬂl>n3ﬂ3 ULU3-

The morphism defined as ¢(0) = us, ¢(1) = u; is homologous and such that (Q) = P,
with @ = (1010)"1101(0101)™#010(1010)™101(0101)"2010. So P is not prime, in contra-
diction with the hypothesis, and this concludes the proof.

We conclude by stating that an analogous of Theorem [5.3.11] holds in the general case,
that is,

Theorem 5.3.13 ([6]). If P is the boundary word of a prime double square and o € ¥,
then aa € P.

So, the couple free conjecture holds.

5.4 Characterization of prime double squares

So far, we have shown that if P codes the boundary of a tile in this class, then it admits
a standard factorization, , and no consecutive equal letters are present in it. In this
section, we deepen the analysis of the factors ui,us, k and p that appear in . A
strong structure and many properties are present in each of them, mainly concerning the
alphabet on which they are defined.

We start recalling some technical lemmas that we will use in our proofs.

Lemma 5.4.1 (Lothaire [55]). Given a word w € ¥*, assume that w = zy = yz, with
y # €. Then, for some non-empty palindromes a,b € ¥ and some i > 0, we have x = ab,
y = (ab)’a and z = ba.

Lemma 5.4.2 (Blondin Massé et al., from Lemma 1 in [19]). Let 21, 22, 23 € X7 be three
non-empty palindromes such that xyxox3 is palindrome too. Then, for some non-empty
palindromes a,b € ¥, x1, 2 and x3 can be obtained as their alternate concatenations.

5.4.1 The alphabet of factors

Our aim is to characterize the occurrences of the letters of X in the factors uq, ug, k and
p in the standard factorization of P. Indeed, while carrying on the proof of the couple
free conjecture, looking at many examples we found out in several cases that not all
the symbols of the alphabet X appear in all the factors of . We provide a proof,
showing that for each factor there exists a letter having no single occurrence, in fact. As
a consequence, combining such a result with all the properties of prime double squares
that we know so far, we are able to characterize the factors uy, us, k and p completely.

Remark 5.4.3. Without loss of generality, we always assume n; = n3 =0 in . As
discussed in the previous section, this hypothesis does not alter the proofs of our results,
since the structure of the BN-factors, as a concatenation of ui,us,k and p, does not
change essentially.
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We start with some preliminary results, and then proceed with the analysis of each factor
separately.

Lemma 5.4.4 ([7]). Let P = ABAB = XY XY be the boundary word of a prime double
square. For each BN-factorization, the four BN-factors begin (and end) with a different
letter of the alphabet ¥ = {1,0,1,0}.

The result is a direct consequence of Theorems [5.1.4] and [5.3.13]

Without loss of generality, we can choose the starting letters of the BN-factors A and B
still keeping condition , since we consider tiles up to symmetries.

We fix 1 and 0 as the first letter of A and B, respectively. As a consequence, X starts
with the letter 0 while Y with 1, since the polyomino is coded traveling its boundary
clockwise.

Theorem 5.4.5 ([7]). Given P the boundary word of a prime double square in its
standard factorization, (5.5)), the factor u; begins and ends with the letter 1, while the
factors us, k and p all begin and end with the letter 0.

The proof is a direct consequence of the choices we made for the starting letters of the
BN-factors, combined with their palindromicity (Theorem [5.1.4)).

The alphabet of u;

In our work [7], we reached a crucial result about the factor uy: the letter 1 € ¥ cannot
appear in u; with a single occurrence. We dedicate this section to the proof of this
important result, here stated:

Theorem 5.4.6 (|7]). Given P the boundary word of a prime double square in its
standard factorization, (5.5)), if the factor u; contains the letter 1 € X, then such a letter
occurs more than once.

The proof proceeds by contradiction, after showing that the presence of a unique letter
1 in u; makes the polyomino P not a prime double square. So, from now on, we write
the factor uj as u; = lalbl, with 1 ¢ a,b and a,b # ¢.

Remark 5.4.7. The proof we present for the previous result cannot be generalized to the
case of more occurrences of 1 in the factor u;. Indeed, it is not true that u; € {1,0,0}7,
in general, as showed in the following counterexample.

Example 5.4.8. The double square in Fig.[5.4]is clearly prime, since it is not possible to
tile it using an exact polyomino of smaller size. Its boundary word, according to Eq. (5.5)),

can be factorized as o B B
up = 101010101010101010101,

us = 010101010101010101010,
k = 0101010101010,
5 = 0101010101010.

Notice that the letter 1 appears in the factor uq, but this is not in contradiction with
Theorem [5.4.6] since two occurrences of it are present.
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Figure 5.4: A prime double square not in the class P°.

Proposition 5.4.9 (|7, [1]). Let us assume uy = lalbl, with 1 ¢ a,b. Then, |al,|b] > 1.

Proof. 1t is clear that a,b # &, otherwise the boundary of the polyomino would self-
intersect. So, let us assume that |a| = 1, that is, a = « with « € {0,0}. We consider the
BN-factor X = kujus, in particular its factor wyus. We have tyug = 1BTQ1U3 and so,
since ug begins with the letter 0 (Theorem , it must be a = 0 to avoid boundary
intersections. We now move to the BN-factor B = wst;p. It holds @;p = 1b101p, and
so, being 0 the first letter of p (Theorem [5.4.5), the boundary of the polyomino self-
intersects, contradiction. So, |a| > 1. The same argument leads to a contradiction when
assuming |b| = 1, and this concludes the proof. O

Lemma 5.4.10 ([7]). Let us assume u; = 1albl, with 1 ¢ a,b. Then, the position of the
occurrence of 1 in uq is not the center of the BN-factor X = ktijus.

Proof. The proof proceeds by contradiction. So, let us assume X = k1blalus, with
blk = alug (X is palindrome by Theorem . We highlight in boldface the unique
occurrence of 1 in the factor u;.

We consider the BN-factor B = usii1p = u31b1a1p, that is palindrome by Theorem
At first, we suppose that 1 € us. By the palindromicity of X, 1 € k as well.

We make explicit the first occurrence of the letter 1 in us, that is, uz3 = xly for some
x,y € X7, and 1 ¢ x. Being b1k = alug, we have that k = k'ly, for some k' € 1 and
such that 1T ¢ ¥, and b1k’ = alw. We now analyze the mutual lengths of a and b, and
study this last equality.

Case |b| < |a|. There exists a factor o’ such that a = a’b, and so 1k’ = a'lz. Let us now
study the palindrome BN-factor B = ugti;p. Replacing uq = 1a’b1bl and us = x1y,
we have B = z1y1b1ba’1p palindrome, and with |z| < |p| since 1 ¢ x.
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First, let us suppose that the inequality is strict, and so the (palindrome) factor
can be written as p = xp'1z, for some p’ € ¥*. So, B is palindrome if and only
if yIb1ba'Tap is. Again, |y| < |2p/| since T ¢ . If the inequality is strict, then
ly| < |P/| and so the letter 1 in boldface matches with some letter 1 in x, when
imposing the palindromicity. Being 1 ¢ band T ¢ , it follows that b= 0 or b = 0, in
contradiction with Proposition So, |y| = |zP'|, meaning that B is palindrome
if and only if b1bd' is. The letter in boldface is the only occurrence of 1 in the word,
meaning that o’ = . It follows b = a, i.e., up is palindrome, and p = ug. Moreover,
k' = x and so k = uz. Then, the boundary word of the polyomino becomes

P = wuq:usuy:ug :ﬂ1u3]ﬂ1 lU3U S U3 UIUS,

that is, P = ¢(Q) with @ the boundary word of the cross and ¢ the homologous
morphism defined as ¢(0) = ug, ¢(1) = u;. We reached a contradiction with the
definition of prime double square, meaning that |x| = |p| must hold.

Going back to the palindrome B = z1y1b1ba'1p, being « = p and 1 ¢ x, we have
that the BN-factor is palindrome if and only if y1b1ba’ is.

Let us suppose that @’ = y1. We recall that 1% = @’'lz, and so ¥’ = ylx. As a
consequence, we have k = k’ly = ylalx, palindrome, and uz = x1y. So, the last
letter of ug is different from the first letter of k, in contradiction with Theorem [5.4.5]
It follows that B is palindrome if and only if y1b1ba’ is, and with y = a@’bly/ for
some y' € ¥*, and y'Ib is palindrome too. Being |b| > 1 (Proposition and
T ¢ b, the second letter of 3 must be I. We finally consider the palindrome y/'Tb:

i) /| < |b|, meaning there exists b’ such that b = b/, and so b= 7'b' and 1 & 1/,
In this case, the BN-factor X = kujus turns out to be

X = (KTy)(1b1al)(2Ty) = (K'Ta'b'§' 1) (161al)(pla’t' i’ 1y).

Since 1 ¢ k' and 1 ¢ 3/, X is palindrome if they both have length equal to
one, or k¥ = ¢, or ¢y = . All three cases lead to a contradiction. In the first
one, X is not palindrome; if &’ = ¢, then the first letter of k would be 1, that
is not in accordance with Theorem finally, ¥/ # ¢, otherwise 1b would
be palindrome if and only if the first letter of b is 1, leading to 11 C uq, that
is not possible.

ii) |y’| = |b|. In this case, y’ = b and 1 ¢ y'. We reach the same contradiction of
point 7).

i) |b| < |y/|. Since y'Tb must be palindrome, there exists y” # ¢ and palindrome
such that y' = bly". So, u; = lalbl, uy = 21y = pla’blbly” = pury” and
k = K1y = Kuyy”, with 1 ¢ p,k’,a,b and y” palindrome. We replace in the
boundary word,

. . - - L . 7, o~ . . L
P =y Kuy"ay  pury” i pluy kg puny” g p.

164



By Theorem the BN-factor A = wujkt, is palindrome, if and only if
k'Talbly” is palindrome too. Being 1 ¢ k" and |b| > 1, there exists 3" such
that ¢ = y"”k’ (palindrome) and @y is palindrome too. Moving to the palin-
drome BN-factor X = k'uyy"” k'a1puiy”’ k', we have that &’@1p is palindrome
and contains one occurrence only of the letter 1, that one in u;. So, p = k/
and w1 are both palindrome. The boundary word is now

P =y puyy"'puy : puny"wp i wplun : pur ¥ pus : pury " urp i uap,

with u1y™” and y"”'p palindrome (see the BN-factors A and Y'). By Theo-
rem y"" ends with the letter T and, since 1 ¢ P, there exists a palindrome
q such that y"”" = pq, with pgp and u;pg both palindrome. By Lemma
there exist two palindromes z1, 2z € ¥ such that %;,p and ¢ can be written
as their concatenation. We underline that at least one among z; and 29 has
length strictly greater than one, since u; contains both occurrences of the
letter 1 and 1.

Coming to an end, we have finally obtained that all the factors u;,us, k and p
are concatenations of the palindromes z1, z9,Z1 and Zs. So, we can define the
homologous morphism ¢(0) = 21, ¢(1) = 22 such that P = ¢(Q), for some @
different from the unit square. So P is not prime, contradiction.

Case |a| < |b|. We recall that we have us = zly, k = k'ly, with 1 ¢ z, k', and b1k’ =
alx.

Being |a| < [b], there exists a word b’ such that b = @b’ and '1k" = z. The BN-
factor B = usu1p = xlylb’alalp is palindrome if and only if p = 2p'1% for some
p' € X* being 1 ¢ x. By applying the same argument we used in the previous case,
we reach again a contradiction. The same result holds if |a| = |b].

So, we can conclude that the factor uz does not contain the letter 1. Let us consider
again the BN-factors of the boundary word P, palindrome by Theorem

B = u31b1alp is palindrome with 1 ¢ ug, and so |ug| < [p]. If they have the same length,
then us3 = p and b = a, so that u; is palindrome. Moreover, studying X = kujus we argue
k = ug, and so an homologous morphism ¢ can be defined to show that P is not prime.
Then, |us| < [p|, and there exists P’ such that p = p'lag and blalp’ are both palindrome.
Since 1 ¢ ug, we can write the palindrome as p = uzp”1ug, for some p” € ¥*.

We replace in B = uglblalugp”las, that is palindrome if and only if blalusp” is, with
1 ¢ wug. Since 1 ¢ a,b,ug, and |al,|b|] > 1 by Proposition we can iterate the
same argument until we show that p is a concatenation of the factors w; and us, both
palindromes. Moving to X, we see that the same property holds for k, and so that P
is not prime since a non-trivial homologous morphism can be defined to get it from a
polyomino that is not the unit square.

Since all the cases have been analyzed, the proof is given.
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So, the unique occurrence of 1 in u; appears in the first or in the second half of the
BN-factor X = ktijus. A trivial consequence of the previous result is that |us| # |k|.

We now present two results concerning the position of 1 € u; in the first and second half
of X.

Lemma 5.4.11 ([7]). Let us assume u; = 1albl, with 1 ¢ a, b. If the (unique) occurrence
of the letter 1 in uy is in the first half of the BN-factor X = ktius, then the BN-factor
B = wuzt;p is palindrome if and only if

i) the center of B is z"u1k, for a proper 2’ € ¥ T, or
i1) the center of B is kuip”, for a proper p” € 3T,

Proof. Being 1 € wy in the first half of the palindrome X, we have |k| < |ug| and
uz = x1blk, for a proper z € ¥ such that alx is palindrome. Two cases have to be
considered:

Case |a| < |z|. Tt follows z = zla, for a proper palindrome z € X7, and so ug =
21alblk = zuik. The palindrome BN-factor B = ust;p turns out to be

B = 21a1b1kTb1a1p.

Let us suppose that z has length equal to one, and so z = 0 by Theorems [5.1.4]
and Being 1 ¢ a and p palindrome, it follows that Ola is a prefix of p. Then,
the word v = @101a is a factor of P, and, for any starting letter of a, represents a
closed path, in contradiction with the definition of polyomino. So, |z| > 2 and also
|z| # |p| (B is palindrome). Two cases arise:

i) |p| < |z|, and so z = p12/, for a proper 2’ € ¥, and B is palindrome if and only
if 2/1a1blk1bla is. If 2/ = @, then |a| = |[b| = 1 must hold, in contradiction
with Proposition So, being 1 ¢ a, it holds 2z’ = @lblz”, for a proper
2" € ¥*. Replacing in z, that we recall is a palindrome, we obtain z = puy2”.
We get

B = puy 2" ur kU p,

that is palindrome if and only if 2”u;k is, that is also its center. So, we are in
case i) of our claim.

i1) |z| < |p|, and so p = p'1z for a proper p’ € ¥T, and B is palindrome if and only
if alb1k1b1a1p’ is. As discussed in the previous case, [p/| # |a|, P palindrome
and 1 ¢ a,b lead to write p' = p”1blalz, and then p = p"uyz for a proper
p" € ¥T. We get

B = ustip = zurkup’ui 2,

palindrome if and only if its center, that is ku1p”, is palindrome too. So, we
are in case ii) of our claim.
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Case |z| < |a|. It follows a = a1z, for a proper ' € ¥7; in particular, 1 ¢ z. The
palindrome BN-factor turns out to be

B = 21b1k1blalp,

with |z| < |p| since 1 ¢ = and they cannot have the same length (Proposition [5.4.9)).
So, there exists o’ € ¥ such that p = p'1%, and

B = 21b1k1blalp' 17.

As previously discussed, since 1 ¢ b, there exists 7" € £1 such that p = p’1b17,
and the center of B is then ku;p”. So, we are in case i) of our claim.

We discussed all the possible cases, and this concludes the proof. ]

Lemma 5.4.12 ([7]). Let us assume u; = lalbl, with 1 ¢ a, . If the (unique) occurrence
of the letter 1 in u; is in the second half of the BN-factor X = ktijus, then

i) the factor k can be expressed as k = agu1k”, for a proper palindrome k", or
i1) there exist &,z € X1 such that k = a3lalk’, ug = 21k’ and Z1a is palindrome.

Proof. Being 1 € wu in the second half of the palindrome X, we have |uz| < [k| and
k = azlalk’, for a proper k' € ¥ such that k’1b is palindrome. Two cases have to be
considered:

Case |b| < |K'|. There exists a palindrome k" € 3T such that k' = b1k” and, replacing,
k = tzuik”. So, we are in case i) of our claim.

Case |k'| < |b|]. There exists b’ € T such that b = k'10/, and so 1 ¢ k’. We also recall
that k = @3lalk’ is a palindrome.

If ¥ = alus, then |ug| < |K/| < |b] < |ui|, and this violets condition (5.4). So,
uz = x1k’ must hold, with x € T such that Z1a is palindrome, and we are in case
i7) of our claim. The same conclusion is reached when considering |b| = |k/|.

We discussed all the possible cases, and this concludes the proof. O

Remark 5.4.13. The outcomes we provide in Lemma [5.4.12] show an important sym-
metrical property. Indeed, in both cases, it results that the study of the palindrome k
can be performed as the study of the palindrome X = kajus. In case i), just replacing
the role of k in X with k”. In case ii), we are actually in the same case presented in
Lemma where k' replaces the role of the suffix b1k of uz and 1 € uq is in the first
half of X (see the first lines of the proof).

The symmetrical properties we remarked above allow to iteratively apply Lemmas[5.4.17]
and 5.4.12) while analyzing the palindromicity of the BN-factors X and B, thus crumbling
them into two different common parts that alternate all over the boundary word of the
prime double square P.
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Theorem 5.4.14 ([7]). If u; is such that u; = lalbl, with 1 ¢ a,b, then there exist
o, 3,7 > 0 and a non-empty palindrome ¢ € £ such that k = (qu1)%q, us = (qu1)%q
and D = (qu1)7q. Moreover, u; is palindrome.

Sketch of the proof. The BN-factors X and B, as well as k, are all palindromes. This
property allows to apply Lemmas [5.4.17] and [5.4.12] iteratively, according to the lengths
of the involved factors, finally reaching the writing of us, k and p as concatenations of
uy, i and g, G, for some non-empty ¢ € ¥, Then, by imposing the palindromicity of
X = kuyus, B = usu1p and k,p at the same time, we conclude that both u; and ¢ are
palindromes. As a consequence, k, uz and p can be written as k = (qu;1)®q, us = (qu1)?q
and D = (qu1)7q, for some «, 3,7 > 0. O

Remark 5.4.15. It is important to underline that u; is not a factor of ¢, as arises from
the proofs of Lemmas [5.4.11| and [5.4.12] Moreover, |u1| > 1 by hypothesis.

A direct consequence of Theorem is the following

Corollary 5.4.16 (|7]). The word u; = 1albl cannot be a factor of the boundary word
P of a prime double square in its standard factorization.

Proof. By contradiction, let us suppose that u; = 1albl is in the word P written as in

Eq. (5.5). From Theorem [5.4.14] there exist a, 3,7 > 0 and ¢ € % such that k = (qu{)q,
u3z = (qufM and p = (qu1)7q, namely,

B B

P =y (qu1)®qua : (qui)Pq s (qui) gl - (@) qun : (qu1)°q: ui (Gur ) g

Furthermore, we recall that both uw; and ¢ are palindromes. As a consequence, the mor-
phism ¢(0) = ¢, p(1) = u; is homologous, and maps the double square

Q = 1(01)*01(01)”01(01)70[1(01)*01(01)"01(01)”0

in P. In case a = 8 = v =0, @ is the cross. Moreover, from Remark [5.4.15] ¢ is not
the identity, since u; has always length strictly greater than one. It follows that P is not
prime, in contradiction with the hypothesis. O

All the results we achieved provide a proof of Theorem [5.4.6]

An alternative factorization for the boundary word

The result we reached concerning the factor u; is a very strong property, even if can-
not be generalized in case of a higher number of occurrences of 1 (see Example [5.4.8)).
To make our studies easier, we now focus our attention on a special subclass of prime
double squares, that is defined by adding the further constraint that u; € {1,0,0}%.
We show that the previous hypothesis actually leads to the extension of the result we
achieved for uy to all the other factors that appear in Eq. , thus leading to the final
characterization of this subclass of tiles.
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Looking at Theorem [5.4.14] we can argue that if any of the factors wy,us, k,p contains
all the letters of the alphabet X, then it is always possible to write all of them as the con-
catenation of two palindromes, thus leading to the definition of a non-trivial homologous
morphism that makes the considered polyomino to be not prime.

To simplify the study of such properties, as well as the proofs of an analogue of The-
orem [5.4.6] for ug, k and p, we define a second standard factorization for the boundary
word P of a prime double square. The new factorization we propose can be seen as a
dual of , where the factor us, instead of wq, is highlighted and plays a relevant role.
Our aim is to give more relevance to ugz since we have no information concerning this
factor, both in terms of its length (w.r.t. ug and wuy) and of forbidden letters, if any.

As a first result we show that the factors us = k@; and us = 11D can be written in terms
of us too. This is possible due to the following theorem, where we underline that the
absence of the letter 1 in u; is fundamental to carry on the proof.

Theorem 5.4.17 ([I1]). If P is the boundary word of a prime double square in its
standard factorization, (5.5)), then |us| < |usa|, |ug| holds.

Proof. Without loss of generality, we assume ny = n3 = 0. By contradiction, let us
suppose that |us| > |ug| = |k@1|, and consider the BN-factor X = wgus = ktjus. By
Theorem @L X is a palindrome, meaning that there exists x € ¥ such that ug = zuk,
and z is palindrome too. We now move to the BN-factor B = ugus = zu1ku1p, that is
again a palindrome by Theorem It is clear that |z| # |p|, and we can suppose
without loss of generality that |z| < |p| (the proof is similar in the other case).

By Theorem 1¢ uy and 1 ¢ @y, and so @1k must be a suffix of p, namely, there
exists P € X7 such that p = ptiyz and p and k@;p’ are both palindrome. So we have
that

_~ ~ )
kv xr, pux, kulp

are all palindrome at the same time.

We consider the third word in the list above: if o’ = x, then w; is palindrome and, by
Lemma k = (auy)®a and = = (au;)®a for some a, B > 0 and a € ¥F palindrome.
Then, it is possible to define the homologous morphism ¢(0) = a, ¢(1) = u; to show
that P is not prime, contradiction.

So p' # x, and p = zu P’z for some palindrome p” € X*. Replacing in the BN-factor
B = zuyku1p and imposing the palindromicity of its center, that is kujzup”, we get a
palindrome having the same form of the BN-factor B previously analyzed. Then, iterating
the same argument by imposing the palindromicity of X, B, k and p, we finally obtain a
proper morphism ¢ to show that P is not prime, contradiction. Then, |uz| < |ua].

The same argument shows that |ug| < |us|, by considering ug = puyx for a proper x € X+
and studying the palindrome X = ususz = ku1puix. O

A direct consequence is that uo and uyg can be written in terms of us, after imposing the
palindromicity of the BN-factors of P, that we remind to be

A = wiwy = (Tgly) ™ uy (Ugur ) ug,

B = w3wy = (Giquz)"uz(uuz)™ uy,

X = wowsz = (Gizu1)"?uz(tsuz)" " us,
)



We have that us = st and uy = stiz, for proper non-empty palindromes t,s € X1,

Remark 5.4.18. The first (and last) letter of the palindromes ¢ and 5 are 1 and 1,
respectively. This is a direct consequence of Theorem [5.4.5]and of the double factorization
of us and uy as us = ktt; = ust and uy = u1p = SU3.

We conclude recalling here the standard factorization presented in (5.5)),

P = (ulkﬁlp)nlul kuq (]Tulkﬁl)”3U3 ﬁ@|(ﬁ1Eﬁ1ﬁ)"lﬂ1 Eﬂl (pulgﬂl)n?’ﬂg Elep,

as well as the second standard factorization, where all the occurrences of us are high-
lighted:

P = (tu;),s@g)"lul 1]375 (’U,3§’L~L3t)n3U3 E?ﬂg‘(fﬂ;ﬁﬂg)nlﬂl agf (ﬂgsagf)n:;ﬂg su3. (5.6)

Both Equations (5.5)) and (5.6)) will be crucial in the characterization of the alphabet on
which the factors ug, k, p,t and s are actually defined.

Example 5.4.19. The polyomino in Figure is a prime double square, with (half)
boundary word
P=_1 :0101010101:0101010: 101010101010
~ ——— e S————
(75} ug us3 Ug

Its two standard factorizations, highlighted in Fig. [5.6{a) and (b), respectively, are

us " (010101010)(1) 2* (0101010)(101),
ug "2 (1)(01010101010) *2 (10101)(0101010),

with the following involved factors:

uyp = 1

uz = 0101010

k = 010101010
p = 01010101010
t =101

5 =10101.

The alphabet of the other factors of a prime double square

The similarities between the two standard factorizations of the boundary word of a prime
double square, described in Eq. and , are evident. While in the former the
factor uy, together with 1, w1, u1, alternates with ug, k and p, in the latter the same role
is played by us. As a consequence, it is possible to carry on a study of the factor us that
is analogous to that of uj, following the sequence of proofs described in Proposition [5.4.9]
Lemmas[5.4.10} [5.4.11], .4.12] Theorem [5.4.14] and Corollary [5.4.16] but using P written
as in instead of . The final result is the following theorem, that is an analogous
of Theorem [5.4.6] for the factor us:
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Figure 5.5: The prime double square described in Example [5.4.19

Figure 5.6: The prime double square described in Example
izations of its boundary. In (a), the factors appearing in

(b)

5.4.19| and the two standard factor-
are highlighted, while in (b) those

ones concerning ([5.6)).

Theorem 5.4.20 ([II]). Given P the boundary word of a prime double square in its
standard factorization, (5.6)), the factor us contains three letters of X only, specifically,
us € {1,0,T}+.

Remark 5.4.21. We underline that even in this case, the proof given for w; actually
provides a dual result for a unique occurrence of 0 in ug, while nothing can be stated in
the general case. However, from now on we proceed under the hypothesis that 0 ¢ us,
and focus on this special subclass of prime double squares. We will call it PO.

On the other hand, Eq. (5.5) and (5.6) can be exploited at the same time to reach
similar results concerning the other factors that appear in the standard factorizations of
the boundary word. We provide here the study of the palindrome k& as an example.

Theorem 5.4.22 ([I1]). Given P the boundary word of a prime double square in P° in
its standard factorization, (5.5)), the factor k£ contains three letters of X only, specifically,
ke {1,0,1}".

Proof. By contradiction, let us suppose 0 € k. We consider the BN-factor X = kiijus
and study its palindromicity. Since 0 ¢ ug, see Theorem it must be k = ugk’, for
a proper k' € ¥*. Notice that &’ cannot be the empty word and also contains the letter
0. As a consequence, being k palindrome, we can write k = @gk”u3 for some palindrome
k" € ¥ such that 0 € k.
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Moving to the boundary word P factorized as in , we have X = ugtug = usk” ustius,
if and only if ¢ = k”u3t;. Being t palindrome, 0 € ¥ and 0 ¢ ug, there exist ¢/, k" € B+
such that t = uit’ and k" = u k"".

We now have k = tguik”us and X = agui k' ugtiyuz both palindrome, if and only if
t = u1k"'ugt; is palindrome too. By iterating the same argument, we finally obtain that
both k and t are a concatenation of the factors ui, %1, us and @3. Moreover, by imposing
the palindromicity on k and ¢ at the same time, we get that u; and ug are palindrome
too. We also underline that 0 € ug, and so |u;| > 3 must hold.

We now consider the BN-factor B = ugu1p, and two possible cases:

i) 0 € p. Using the previous argument, it is possible to show that p is a concatenation
of the factors ug and u;, both palindromes.

i1) 0 ¢ p. We can have |p| > |ug| or vice versa. Using again the previous argument, we
obtain that p is a concatenation of the palindromes usg and u; (first case), or that
ug is a concatenation of the palindromes p and u; (second case).

In both cases, it is possible to define the homologous morphism ¢(0) = usz (or ¢(0) = P,
depending on the mutual lengths of uz and p), ¢(1) = u;, and show that P is not prime,
contradiction. We remark that |uj| > 3 ensures that ¢ is not the identity.

O

Similar results can be achieved for the factors p,t and s, see Theorem [5.4.23

In this section, we have considered two standard factorizations for the boundary word of
a prime double square in the class P°, described in Eq. and , and carried on a
study of the factors that appear in both of them, namely, the words wy, us, k, p,t and s.
For each of them we have shown that one of the letters of the alphabet X is forbidden, in
other words, each factor is defined on an alphabet of three letters only. All the previous
results are summarized in the following

Theorem 5.4.23 ([11I]). Let P be the boundary word of a prime double square in the
class PY. Considering the factorizations (5.5) and (5.6]), the following results hold:

i) u1,t,s € {1,0,0}", so that 1 ¢ uy,t,s,

i1) us, k,p € {1,0,1}", so that 0 ¢ ug, k, D.
We remark again that a complete proof has been provided for the factors u; and k,
while in the other cases it is sufficient to follow the same arguments by exploiting the
similarities between the two standard factorizations of P. We also recall that we impose
1 ¢ up and 0 ¢ ug, being P in the class PP.

As a final remark of the section, we remind again that all the proofs we have shown are
still valid in the more general case of ny > 0, ng > 0, or both.
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5.4.2 Characterization of the factors of prime double squares in P°

From now on, even if not explicitly written, we deal with prime double squares in the
class P° only, i.e., those ones characterized in Theorem
Theoremcharacterizes completely the alphabets of the factors involved in Eq.
and . Further properties concerning u; and us can be detected, finally reaching their
complete characterization.

We start with a result concerning their palindromicity:

Theorem 5.4.24 (|I1]]). Let us consider P the boundary word of a prime double square
written as in (5.5)) or (5.6)). The following statements hold:

i) if |ug| > 1, then w; is not palindrome, and
i) if |ug| > 1, then us is not palindrome.
Proof. The proof proceeds by contradiction.

i) Let us suppose that u is palindrome, and that its second letter is 0. Then, being
X = ktyus palindrome and 0 ¢ ug, k, we have that k = uz. Moving to the BN-factor
B = usu1p, we can use the same argument of Theorem to show that p is a
concatenation of factors u; and us. As a consequence, the homologous morphism
©(0) = ug, ¢(1) = uy is well defined, and maps a polyomino different from the unit
square in P, contradiction. If the second letter of uq is 0 the same conclusion can
be reached, but studying B at first (p = u3) and X later (k concatenation of the
palindromes u; and ug). In both cases we reach a contradiction with the definition
of prime double square, and so we conclude that uy is not palindrome.

i1) A proof analogous to case i) holds for the factor wus.
We conclude that, unless of length one, u; and ug are never palindrome. ]

We continue the analysis of the words u; and us, providing further results that lead to
their complete characterization.

Corollary 5.4.25 ([11]). The following statements hold:

i) Unless |uj| = 1, the factor u; contains at least one occurrence of the letter 0 and
one occurrence of the letter 0.

i7) Unless |ug| = 1, the factor us contains at least one occurrence of the letter 1 and
one occurrence of the letter 1.

The result is a straightforward consequence of Theorems [5.4.23] and [5.4.24]

Theorem 5.4.26 ([II]). The following statements hold:

i) In ug, the factor defined by the first and last occurrence of the letter 0 (respectively,
0) is palindrome.
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i1) In ug, the factor defined by the first and last occurrence of the letter 1 (respectively,
1) is palindrome.

Proof. 1t is sufficient to exploit the palindromicity of the BN-factors of a prime double
square in its standard factorization(s).

i) We consider the boundary word P factorized as in (5.5, and the BN-factors X =

ktyuz and B = usu;p. By Theorem [5.4.23| and Corollary [5.4.25, point i), when
considering X, the letter 0 appears in the factor u; only, so that the palindrome at

the center of X is defined by its first and last occurrence. It follows that the factor
between the first and last 0 in u; has to be a palindrome too.

Similarly, when considering B = w3t p, the first and last occurrence of 0 in uy define
the palindrome that is the center of the BN-factor. Moving to the complement, w1,
it directly follows that the factor between the first and last occurrence of the letter
0 in it is a palindrome, thus reaching the thesis.

1) The proof is analogous, by considering P factorized as in (5.6 and the property
1¢t,s.

We underline that Corollary [5.4.25] is fundamental to reach the proof, since it ensures
the presence of the letter 0 both in u; and @y, as well as 1 in u3 and w3 in point 7). [

The result we achieved in Theorem is actually a characterization of the factors u;
and ug, that can be explicitly expressed in terms of the alphabet 3.

Theorem 5.4.27 ([II]). The factors u; and us are characterized as follows:
i) The factor u; either is equal to 1 or it has one of the following forms
ut = ((10)@(16)6)71
w = ((10)°(10)°) "1
for some «, 8,y > 1.
i7) The factor ug either is equal to 0 or it has one of the following forms
us = ((01)0(01)5)70
ug = ((01)°(0T)°) "0
for some a, 8,7 > 1.

Remark 5.4.28. The exponents «, 8 and 7 that appear in Theorem [5.4.27] vary inde-
pendently each other.

Although wy and us are explicitly characterized, a result similar to Theorem cannot
be reached for the factors k,p,t and s in and . This is due to the fact that
they strictly depend on the choice of u; and us, as well as on the length of the boundary
word P. However, once all these parameters are fixed, they are all uniquely determined,
as shown in the next section.
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5.5 Generation of P

Starting from the study of the couple free conjecture, we have defined two standard
forms (factorizations) for the boundary word of a prime double square, thus reducing
its study to the study of six factors only. Basing on the characteristics of the factors
u1,us, k,p,t and s, now we are ready to provide the complete generation of prime double
square tiles that belong to the class P, also presented in our work [I1]. We generate
prime double squares with respect to the half-length of the boundary word, that is, the
semi-perimeter of the corresponding polyomino. This is possible due to the fact that the
BN-factorization(s) divide the boundary word of the polyomino in two symmetric parts,
so that we can reduce our analysis to the fist half only.

Differently from the algorithm presented by the authors in [2I], our generation is free
from any repetition and outlier, thus naturally resulting in the enumeration of this class
of tiles, with respect to the semi-perimeter.

We dedicate this section to the description of the generating strategy, while we will sketch
the enumeration in Section

For the sake of simplicity, since we work with the semi-perimeter, from now on we will
write the first half of the boundary word only. Moreover, we will partition prime double
squares in three mutual disjoint subclasses, to simplify the generating process. The clas-
sification will be with respect to the lengths of w; and us. We remind that |u1| < |ug]
always holds, by hypothesis.

5.5.1 Class A

We put in the first class all those prime double squares having u; = 1 and ug = 0. For
the generation of this class, we consider the boundary word factorized as in (5.5)), so we
have

P = (1klp)™1:k1: (plk1)™0: 1p|
We need to determine the factors k and p, that can vary according to the length of the
word. We recall that they are both palindrome and start (and end) with the letter 0.

Basic case Ay

We first consider the case n1 = ng = 0.
The BN-factors of the tile are then X = k10 and B = 01p, meaning that k£ and P can
vary independently of each other. We observe that:

i) Unless of length equal to one, the second letter of £ must be 1, to avoid boundary
intersections and to ensure X to be palindrome.

i1) For the same reason, the second letter of p, unless the factor has length equal to
one, must be 1.

So, the two factors are of type

0
B {Ok"O, with &’ € {1,0,1}" a palindrome starting with the letter 1,
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_ 0
b= {Op’O, with p’ € {1,0,1}* a palindrome starting with the letter 1,
and the (first half of the) boundary word of a tile in this class is

P4, =1:k1:0:1p.

The smallest polyomino in Ajg is the cross, obtained by choosing k = p = 0. We underline
that the cross is also the prime double square with the smallest perimeter, all over this
class of tiles.

Example 5.5.1. If we choose the palindromes & = 010101010 and p = 0101010, we get
the boundary word of the polyomino in Figure [5.7]

Figure 5.7: The prime double square in A obtained by choosing the palindromes k& = 010101010
and p = 0101010.

General case A

To obtain the boundary word in the general case of the class A, it is sufficient to let the
values ny and ng3 vary, thus getting

Py = (1klp)™1:k1: (p1k1)™0:10.

The smallest tiles in the class A\ Ap, having semi-perimeter ¢ = 10, are obtained by
choosing k = p = 0 and then n; = 1 and n3z = 0, or vice versa. They are depicted in
Fig. 5.8 Notice that both tiles can be interpreted as a slightly variation of the cross, that
is somehow doubled in the vertical and horizontal direction, respectively.

Example 5.5.2. With reference to Example choosing again the palindromes k =
010101010 and p = 0101010, and the exponents n; = 1 and ng = 2, we get a prime
double square in the class A\ Ag, see Fig. [5.9

Its boundary word is

P = 1010101010101010101 : 0101010101 : (OlOlOlOlOlOTOTOlOl)ZOETOTOTOTO]
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(@) (b)
Figure 5.8: The smallest (w.r.t. semi-perimeter) prime double squares in the class A\ Ag. The

polyomino in (a) is obtained by choosing n; = 1 and nz = 0, while the polyomino in (b) with
ny =0 and ng = 1.

Figure 5.9: The prime double square in A obtained by choosing the palindromes k = 010101010
and p = 0101010, and the exponents n; = 1 and n3 = 2.
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5.5.2 Class B

The second class is given by all those prime double squares having factor u; = 1 and
such that |ug| > 1. In this case, we consider the boundary word P factorized as in (5.6)),
where ug is highlighted and so easier to study:

P = (tugsﬂg)”l 1 Eﬁgtg (U3§ﬁ3t)"3u3 E§I~L3|

Similarly to case A, we want to find the possible factors ¢ and 3 that give rise to a prime
double square having boundary word P.

Basic case By

We first consider the case n; = ng = 0.

The BN-factors of the tile are A = lust and Y = su3l. Moreover, the boundary word
contains u31us as a factor, meaning that the second letter of ug must be 1, to avoid
boundary intersections. With reference to Theorem we find out that the factor

is equal to ug = ((01)“(01)5>70, for some «, 3,7 > 1, and so that the (half) boundary
word of the polyomino is of type

P=1: 0((10)6@0)&)7155 ((oi)a(m)ﬁ)”o Ego((m)ﬁ(m)a)”.
By Theorem|5.4.23] 1 ¢ ¢, s, and so we immediately argue, by imposing the palindromicity
of A and Y, that ¢t = (10)°1 and 5 = (10)*T1. Notice that the exponents o and /3 are the

same appearing in the definition of us. By varying their values, together with ~, all the
tiles in this class are generated. Their (half) boundary word is, in general,

Pg, =1 o((10)5(10)°‘)7(10)51 : ((oi)a(m)ﬁyo : (To)ﬁo((m)ﬁ(m)“)w.

The smallest polyomino in this class, in Figure [5.10], has semi-perimeter £ = 22, and it is
given by the choice of @« = = v = 1. Its boundary word is

P =1:01010101:01010: 101010101 : 01010101 : 01010 : 10101010.

Figure 5.10: The smallest (w.r.t. semi-perimeter) prime double square in the class By.
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General case B

To obtain the boundary word in the general case, it is sufficient to let the exponents ny
and ng vary, thus getting

[(10 ( 01)ﬁ) 0(10)° 10((
( a) (10)%1

((o1) 6) 0(10)® *o((10)5(10)a)”(10)61}”3((oi)a(m)ﬁ)”oi
(10)°T (( 0)°(10))".

The smallest tiles in the class B\ By, both of semi-perimeter ¢ = 38, are obtained by
choosing @« = 8 = v = 1 and then n; = 1 and n3 = 0, or vice versa. They are both
depicted in Fig. [5.11] Notice that both tiles can be interpreted as a slightly variation of
the smallest tile in By, that is somehow doubled in the vertical and horizontal direction,
respectively.

S R

(a) (b)

Figure 5.11: The smallest (w.r.t. semi-perimeter) prime double squares in the class B\ By. The
polyomino in (a) is obtained by choosing n; = 1 and ng = 0, while the polyomino in (b) with
ny =0and ng = 1.

5.5.3 Class C

Finally, we consider all those prime double squares such that the factor w; has length
strictly greater than one, and denote this class of tiles as C. In such a case, both the
standard factorizations can be used to study the boundary word. We decide to write it
as in .

As we did for the other cases, we first arbitrarily choose the factor u;, then consider the
possible factors ug in accordance with the previous choice (Theorem , and finally
determine k£ and p uniquely. We remark that we have to impose the condition |u;| < |us|.
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Basic case Cy

We first consider the case n; = ng = 0.

In accordance to Theorem [5.4.27] we can choose the second letter of the factor uj, that
may be equal to 0 or 0, indifferently. So, we further divide the class C in the disjoint
subclasses C; and Ca, as well as Cp1 and Cps for the basic cases inside each of them.

Class Cpi. Let be u; = <(10)a(16)5>71, with a, 8,7 > 1.

_ gl
We have X = kujus = k‘((lO)B(lO)O‘ lug palindrome (Theorem [5.1.4)), k palin-
drome, and 0 ¢ us, k (Theorem [5.4.23))

_ é
of type us = ((01)5(01)0‘) 0, for some § > . Notice that the exponents o, 8 > 1
both define u; and us.

. As a consequence, we have to choose ug

At this point, it is sufficient to impose X = ktiyug and B = w31 to be palindrome
to obtain k& = (01)®us and p = u3(10)?, and so the (half) boundary word of a prime
double square in this class:

1 v.

P, = ((10)0‘(16)5)715(01)@((01)5(01)04) 01((61)%01)“)
((oi)%m)a)aoi T ((oi)ﬁ(ﬁ)a)”((oi)ﬁ(om) 0(10)°.

The tile with shortest semi-perimeter in this class, £ = 34, is obtained by choosing
a=p=v=9=1, that is,

up = 10101

ug = 01010

k = 0101010

p = 0101010.

Its boundary word is

P = 10101:010101010101:01010:101010101010|

10101:010101010101:01010:101010101010,
and it is depicted in Fig. 5.12|(a).
_ ¥
Class Cgz. Let be u = ((10)a(10)ﬂ> 1, with o, 8,7 > 1.
Following the same reasoning as in the previous case, we obtain that ug is of type

—\¢ _
uz = ((01)*3(01)“) 0, for some § > v, and k = (01) Pug, p = uz(10)~%, with o, 8

the same exponents in u; and ug’}

*We use the notation k = (01) uz to point out that k is obtained after removing the prefix (01)°
from ug. Since 8 > 1 by hypothesis, this notation is always well defined. The same holds for the word p.
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Finally, the (half) boundary word of a prime double square in this class is

v

P, = ((16)@(10)@715(01)—5((01)5(0T)a)601((01)%61)“)
((01)6(01)6*)60 3 ((m)ﬁ (oi)a)7 ((m)ﬂ (oi)a)50(10)—a.

The tile with shortest semi-perimeter in this class, £ = 26, is obtained by choosing
a=p=v=9=1, that is,

Ul = 16101

uz = 01010

k=010

p = 010.
Its boundary word is

P =10101: 01010101 : 01010 : T0101010|10101 : 01010101 : 01010 : 10101010,

and it is depicted in Fig. |5.12|(b).

(a) (b)

Figure 5.12: The smallest (w.r.t. semi-perimeter) prime double squares in the class Cy1, on the
left, and Cyo, on the right.

General case C

We conclude by providing the (half) boundary word in the general case, that is, allowing
the values n1,ns > 0 to vary.
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Class C;. We have
Pe, = [((10)*(19)) "1(01)"

and the smallest polyominoes in the class C; \ Cp1, depicted in Fig. [5.13] have
boundary words

Py = 10101010101010101010101010101: 010101010101 : 01010 : T010101010T0|

10101010101010101010101010101 : 010101010101 : 01010 : 101010101010

and

Py = 10101 :010101010101 : 01010101010101010101010101010: TOﬁllOTOlOTO]

10101:010101010101 :01010101010101010101010101010: 1010101

1010.
They both have semi-perimeter ¢ = 58.
Class Cy. We have

Pe, = [((10) 6) (01)~ ( 1)“)501((01)5(61)“)7((ﬁ)ﬂ(ﬁl)“) 6(16)*“]"1((16)“(10)‘*)”15

(oo Yafwrer)

and the smallest polyominoes in the class Cy \ Cp2, depicted in Fig. [5.14] have
boundary words

Py = 101010101010101010101:01010101:01010: 10101010

101010101010101010101 : 01010101 : 01010 : 10101010

and

Py = 10101 :01010101 : 010101010101010101010: 10101010|

10101 :01010101 :010101010101010101010 : 10101010.
They both have semi-perimeter ¢ = 42.
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(a) (b)
Figure 5.13: The smallest (w.r.t. semi-perimeter) prime double squares in the class C; \ Coi-

The polyomino in (a) is obtained by choosing n; = 1 and n3 = 0, while the polyomino in (b)
with ny =0 and ng = 1.

52 O

(b)
Figure 5.14: The smallest (w.r.t. semi-perimeter) prime double squares in the class Cs \ Cps.

The polyomino in (a) is obtained by choosing n; = 1 and n3 = 0, while the polyomino in (b)
with ny =0 and n3 = 1.

183



5.6 Enumeration of the class P°

We conclude the chapter with some comments about the enumeration of prime double
square tiles with respect to the semi-perimeter, that are a direct consequence of the
generation procedure we presented in Section [5.5] We underline that the procedure gen-
erates exactly each prime double square in the class P°, and only once. We sketch the
main enumeration results, and we address the reader to our work [IT] for a more detailed
description.

The whole class of prime double squares is given by the union of the four distinct sub-
classes we described in the previous section, A, B, C; and Cs. For each of them, we
consider the generating function according to the semi-length of the boundary word,
addressed as

Alz) = ano anx™,
B(z) = ano bna",
Cl(x) ano Cp
Co(z) = ZnZO ",

respectively, where a,, (b, cl, ¢2, respectively) is the number of prime double squares in

the class A (B, C1, Ca, respectively) having semi-perimeter equal to n. The generating
function of the whole class P° will be simply obtained as their sum, that is,

P(z) = A(x) + B(x) 4+ Ci(x) + Ca(x).

An explicit expression for the generating function P(x) = >, <, pn2" is hard to deter-
mine, but we are able to provide the first terms, as well as the asymptotic behavior of
the sequence poy, 46, for m > 2.

P(z) = a%+22% + 520 + 622 + 1621 + 1621° + 3428 4 46220 + 78222 +
9627 + 186220 + 2242 + 37723 + 54023 + 83823 + 11542°° +
18622 + 256020 + 40112*% + 56942 + 866020 + 122922*% + O (2) .

Example 5.6.1. There is a unique prime double square having semi-perimeter equal to
¢ = 6, represented by the term 2 in P(z), that is the cross (class Ag).
Two prime double squares of semi-perimeter ¢ = 8 exist, both in Ag (see Fig.[5.15)).

(a) (b)

Figure 5.15: The prime double squares of semi-perimeter £ = 8, all in the class Ag. The tile in
(a) is obtained by choosing & = 010 and p = 0, while the tile in (b) with £ = 0 and p = 010.
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The five prime double squares of semi-perimeter £ = 10 are described in Fig. [5.16 and
they all belong to the class A. More in detail:

a) Py = 1010101010 € Ay, choosing k = 01010 and p = 0.
b) Py = 1010101010 € Ay, choosing k = 010 and 7 = 010.
c) Py = 1010101010 € Ag, choosing k = 0 and p = 01010.
d) Py = (1010)'101010 € A, choosing k =p =0, n; = 1 and ng = 0.
e) Py =101(0101)'010 € A, choosing k =p =0, n; = 0 and n3 = 1.

(a) (b) (c)

() (e)

Figure 5.16: The prime double squares of semi-perimeter ¢ = 10, all belonging to the class A.
The ones in the first row also belong to the class Ag.
Theorem 5.6.2 ([I1]). For m > 2, we have:
2) P2m+6 € (’)(mQ%)
bmtcm —

i) limy, 00 L 0, where ¢, = cl, + c2,.

It is noticeable to observe that, with the semi-perimeter growing, the subclass A acquires
a predominant role on the other subclasses, whose size becomes infinitely smaller.

Conclusion and final remarks

As a conclusion of the chapter, we propose a short list of possible research lines that arise
from our work.

> We completely characterized the boundary words of prime double square tiles,
that now can be quickly detected just looking for a factorization of the word as
in (5.5, and then verifying if the involved factors uy, us, k and p satisfy the required
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conditions. As a consequence, we can look for special classes of tiles that could be
subclasses of prime double squares, such as Christoffel and Fibonacci tiles ([18]).

Problem 1. Prove that Christoffel and Fibonacci tiles are prime double squares,
as conjectured by the authors in [18].

When looking at prime double squares in the classes A\ Ag, B\ By and C \ Cy, we
observe from the examples that these tiles are somehow obtained by gluing copies
of tiles in the classes Ag, By and Cp, vertically or horizontally, according to the
(strictly positive) values of the exponents n; and ng that appear in their boundary
word.

Problem 2. Study the role of the parameters n; and nj3 in the boundary word of
a prime double square. Provide a geometrical interpretation of them, in terms of
the vertical and horizontal development of the tiles in A (B, C, respectively) w.r.t.
the corresponding tile in Ag (By, Co, respectively).

We worked under the strong hypothesis that no occurrences of the letter 1 are
present in the factor u;, as well as no 0Os appear in the factor uz. We completely
generated and enumerated the prime double squares related to this class of tiles,
but a general result is still missing.

Problem 3. Characterize the factors uq and ug in terms of the possible number
of occurrences and positions of the letters 1 and 0, respectively, and complete the
generation of the whole class of prime double square polyominoes.

After the complete characterization of prime double squares, the whole class of
double squares can be studied (and characterized) by exploiting our results. Indeed,
prime double squares can be interpreted as the seed of the generation of all double
square tiles, that can always be obtained from them using homologous morphisms.

Problem 4. Characterize and enumerate all double squares by exploiting the no-
tion of homologous morphism and the results we reached for prime double squares,
as well as possible bijections with well-known combinatorial structures.
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