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Abstract
People spend a considerable amount of their time in social activities, where person-to-
person relations are of main relevance. Recently, there has been an increasing research
interest in automatically analyzing interpersonal relations, for the social and behavioral
implications, and the many practical applications it may have. However, to the best of our
knowledge, there is not a systematic study providing a harmonized view of the literature
in the field. On this ground, we summarize in our work interpersonal relation recognition
datasets and methods aiming to help researchers to have a better understanding of the char-
acteristics of the state-of-the-art. In the proposed study, we distinguish between methods that
address objective relations that do not depend on behavior or emotional state, and methods
that consider subjective ones that depend on emotions. It turns out quite evidently that aim-
ing at the latter recognition task is more challenging, with the existing methods that provide
convincing results only on limited and very specific cases. For both the broad categories,
we discuss datasets and methods according to the different behavioural and psychological
models used to annotate and classify the data. We conclude our review work, by providing a
comprehensive discussion pointing out current limitations and future research perspectives.
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1 Introduction

Over the last few years, automatic understanding of the human behavior has attracted an
increasing interest [39, 41, 46]. Several factors contributed to push the research in this
direction. On the one hand, a variety of digital devices make it available an unprecedented
amount of data, either images, videos or 3D, captured in laboratory settings or in the wild
conditions, that have humans as main target. This has encountered the deep neural network
revolution that owes a large part of its success to the abundance of data, thus giving rise
to effective and efficient solutions largely surpassing previous approaches based on hand-
crafted features. On the other, the analysis of the human behavior opens the way to many
concrete applications, such as in video surveillance, where anomaly or unusual behavioral
patterns can be searched for, in the analysis and recognition of human actions and emotions
for social and medical investigations, in identity recognition based on face deformations
(e.g., expressions, action units) and body actions, etc. [2, 9, 15, 21, 23, 36, 44].

Despite this rapid development in methods that target human behavior understanding,
there are some research directions in this area that received less attention and are still at
their initial steps. A clear example is represented by the recognition of interpersonal rela-
tions. This is evidently a topic with a great potential for the many social implications and
possible application scenarios. As a matter of fact, people organize their social live in terms
of their relations with other people [16]. It is estimated that most people spend from 80%
to 90% of their time in some form of interpersonal communication [25], whether at home,
at work, or with a friend. We communicate interpersonally face-to-face, by phone, text,
social media, etc. Recent research in computer vision attempted to understand and recognize
human relationships from face-to-face nonverbal communication, where people constantly
interact through different attributes such as emotions, head position, gender, age and facial
expressions [35, 49, 52, 53].

We can think of the vast literature on facial expression and emotion recognition from
images and videos as a necessary and preliminary step to target the task of interpersonal
relation recognition. In particular, we note the clear direction of passing from the analysis
of posed expressions, often acted by trained subjects in constrained laboratory conditions,
to more realistic scenarios where spontaneous emotions are shown in the wild [4, 14, 55].

The used models for expression and emotion categorization have also evolved from the
simple six expression model to more continuous representations, like that represented by
the valence-arousal space [1, 7, 50]. This has advanced the knowledge and the potential for
concrete application of such methods, but we think that posing the investigation of human
expression and emotion in the context of an interpersonal relation provides an additional
value. Indeed, in many cases expressions and emotions come as reaction to an external stim-
uli in a person-to-person interaction (though other forms of interaction can be considered,
such as person-to-object). In such a context, it becomes relevant the mutual analysis of the
interacting subjects, and the analysis of facial expressions is complemented by other visual
features, like gestures, body posture, head pose, gaze attention. Other soft-biometric fea-
tures can become relevant, like the gender, the age, etc. The short-term prediction of the
interpersonal relation also becomes of interest as it can happen in a teacher-to-student inter-
action, where early signs of loss of attention or boredom can be noted in advance. In the
following of our survey, we will refer to these relations as subjective because they can vary
dynamically and depend from the subjective emotional status of the interacting subjects.

A different typology of relations that can be automatically investigated has instead an
objective nature, in that they do not change and not depend on the emotional state. An
example of this is given by the kinship relation, or other affective or work relations. In
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general, the recognition of these relations can rely on different features and models than
those used for the subjective category. For example, investigating the kinship relation can
require the use of facial or body traits to discover similarity, thus making it of potential
interest the use of features extracted for face recognition.

In this survey, we provide a comprehensive overview of the recent literature related to
the problem of estimating humans interpersonal relations in images or videos. In particular,
we analyze and discuss recent methods and datasets that have been proposed to address this
problem. To this end, we identified a broad categorization in objective and subjective inter-
personal relations. The former category includes methods and datasets designed to classify
family or work relations, while the latter category comprises social and emotional relations.
For each category, we identified the different behavioural models that have been proposed in
the literature, and relate them with datasets and methods. The survey is concluded by a com-
prehensive discussion on the existing literature, its current limitations and open questions,
together with the perspectives for future investigations. Figure 1 illustrates the evolution of
the literature of interpersonal relations, and how it is grown in the recent years. Prior to
this developing, tools to analyze complex relationships were lacking; now that sufficient
datasets and methods do exist, we are able to analyze many types of relationships between
two or more subjects. Our proposed survey includes recent studies published between 2015
and 2021.

Looking to the literature on interpersonal relation recognition, we were not able to find
a survey paper summarizing the work done and the developments in this recent area of
research. We think that providing an overview of the datasets and methods in this domain,
while also organizing the existing literature in a comprehensive way can be useful for
researchers working in this field and for new enthusiasts interested to approach it. We also
think that presenting what has been done, the current limitations and future perspectives can
contribute to form a common and shared background.

The rest of the manuscript is organized as follows: in Section 2, we provide a general
introduction to the main characteristics of social relations and motivate the separation into
objective and subjective relations; The models, databases and methods referring to the for-
mer category are presented and discussed in Section 3; The discussion on the literature
for the latter category in instead deepened in Section 4; Section 5 concludes the paper

Fig. 1 Evolution of the datasets and methods presented in the proposed study
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by discussing positive aspects and limitations of the existing methods and datasets, also
prospecting future research directions.

2 Social relation traits

Social relations can be described under different points of view, and involve various aspects.
Social relations can be defined according to objective terms or based on subjective behav-
ior. Among others, this classification was also followed in [31], where authors classified
their dataset according to objective and subjective relations [22, 24]. For the objective rela-
tions case, we can think of relationships such as kinship or work roles that do not depend
on the particular behavior or emotional state. Differently, subjective relations depend on the
perceived emotion, and can be defined using categories such as friendly/hostile, coopera-
tive/submissive to mention some. These relations are directly originated from the particular
interaction between people.

The large categorization introduced above can be further specialized by considering the
different behavioral and social psychology models that were followed by the research in this
field. In our survey, the objective relations comprise Kinship recognition [10, 37, 38], Asian
social psychology and the Bugental’s social psychology theory [28, 35, 54]; the subjective
relations, instead, include the interpersonal circle theory as defined by Kiesler [31, 52], and
the Fieske’s theory of relational models [16].

In order to automatically detect and analyse such different relations using a computer
vision/machine learning algorithm, a major problem is that of identifying some distinguish-
ing features that can provide useful clues to the specific task. Clearly, they depend on the
different type of relation of interest. For example, to determine a mother/son relation, it
could be necessary to rely on some facial traits such as hair or eyes color, skin color, shape
of mouth, eyes and nose, age difference. In this case, face recognition features can be useful.
If, instead, we wanted to determine whether two people are in a friendly relation, analyzing
expressions or actions is surely more informative.

Subjective relations can change for the same class of objective relations though. For
example, a mother and a son can either have a good relationships, namely, warm, friendly,
involved and demonstrative, or a bad one, namely, strict, harmful, distant and silent. Same as
work relations, i.e., boss and employee, it can be dominant, trusting, friendly and assured or
equal, mistrusting, hostile and unassured. This makes the estimation of subjective relations
significantly more challenging than the objective ones.

Several social psychology theories have been proposed to formalize the above [6, 8, 16,
17, 22, 24, 32, 34]. Among them, we choose those that are used in the interpersonal rela-
tion datasets collected in our survey. Figure 2 illustrates our proposed organization of the
literature works: we first categorized the datasets and methods according to the fact they
address objective or subjective relations. For each category, several theories and relational
models were proposed and formalized in the literature, each of which focuses on different
yet related aspects. We first divided the datasets according to the five theories that we ana-
lyzed. Then, methods were ranked according to the used dataset and connected to it in the
graph (we used a color-coding for methods that appear more than once). In this way, it is
immediate to identify the topic of interest of each approach, and which datasets can be used
to address a specific task. In what follows, we separately describe datasets and methods
based on the type of relation they refer to, either objective or subjective.
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Fig. 2 Our proposed organization of the literature on interpersonal relations. Yellow circles illustrate the
theories we analyzed; green circles indicate the datasets, while the rounded rectangles refer to frameworks
and methods. A color coding is used for the frameworks and methods to evidence methods that appear more
than once in the figure and are applied to different datasets

3 Objective relations

Objective relations are defined in terms of social relationships that people have with respect
to others, such as teacher/student or mother/child. Given the large and different number of
such relations that exist in the real life, some effort was put in defining meaningful cate-
gories. In the literature, the two models most largely employed are the Bugental’s Social
Psychology Theory [6], and the Asian Social Psychology Theory [22]. Both develop on the
idea of categorizing people relationships as they likely influence their behavior. In fact, in
social contexts, people are expected to behave differently depending on the type of relation
they have. It is easy to imagine that one can change his/her behavior significantly whether
the interaction is with a friend, a brother/sister or one’s boss/supervisor. While the above
theories thoroughly consider both kinship as well as other general types of relationships,
some literature works instead focus only on the former, others focus on the different lev-
els of family relationship [11]. In the following, we will first briefly present datasets and
method related to kinship recognition in Section 3.1, and then describe the two theories in
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Sections 3.2 and 3.3, respectively. Tables 1 and 2 summarize the existing datasets for objec-
tive relations with their context/size and main annotations, and methods in the literature
that were designed for objective relation recognition. For each method, we also reported
information about the network architecture and the data used in the training.

3.1 Kinship recognition

The objective of kinship recognition is to determine the exact type of kinship (e.g., parent-
child) rather than if the subjects are related or not. Furthermore, methods described here
only deal with kinship verification and family recognition. Datasets for kinship recognition
are differentiated by the type of relation, e.g., Parent-Child [13, 29, 48], Twin Pairs [43],
Siblings [5]. In the following, we present the datasets that are labeled with multiple-types
of kin relations from pair of people or more images and videos.

Families in the Wild (FIW) The Families in the Wild (FIW) dataset [38] was collected
using various search engines (e.g., Google, Bing, Yahoo) and social media outlets (e.g.,
Pinterest). It contains 10,000 family photos of 1,000 families, each with at least 3 fam-
ily members. It divided the relationships into three categories with a total of 11 types: the
Parent-child relation includes Father-Daughter (F-D), Father-Son (F-S), Mother-Daughter
(M-S), Mother-Son (M-S); the Grandparent-grandchild relation comprises: Grandfather-
Granddaughter (GF-GD), Grandfather-Grandson (GF-GS), Grandmother-Granddaughter
(GM-GD), Grandmother-Grandson (GM-GS); Finally, the Siblings relation includes Sister-
Brother (SIBS), Brother-Brother (B-B), Sister-Sister (S-S).

Families In the Wild Multimedia (FIW-MM) The Families In the Wild Multimedia (FIW-
MM) dataset [37] is an extended dataset from the FIW dataset with multimedia (MM) data
(video, audio, and text captions). It contains 550 subjects in 660 videos, subset of 200 FIW
families. In FIW-MM the data have three types: non-speaking face tracks (visual only),
speech segments (audio only), and face tracks of speakers (visual-audio). This dataset is
annotated in the same way as the FIW dataset, with families IDs, Member IDs, gender
information and relationship types.

Family member identification from photo collections This dataset [10] contains photo
collections of 16 different families taken at amusement parks, annotated with multiple labels
such as social role, for example: “child1”, “father”, etc., while non family members are
given identities such as “femaleAdult1”, “maleAdult1”, a bounding box around the face and
the body skeleton.

3.2 Asian social psychology theory

The Asian social psychology theory [22] asserts the need to include the context of rela-
tionships in any study of social behavior because of the profound impact that relationships
have on individual behavior. Interestingly, it classifies relationships into fourteen relations
according to the basis of their formation: Kinship (by blood–consanguinity–, marriage,
adoption, or godparenthood), Connection by birth, Political authority, Subjugation (by mil-
itary conquest, slavery, or colonialism), Social class, Office or employment, Residential
location, Institutional affiliation, Social connections based on ascription (e.g., inheritance)
or achievement, Tutelage apprenticeship or guardianship, Professional consultation, Com-
panionship affection or sexual attraction, Situational temporary or chance encounters. To
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the best of our knowledge, only the following dataset exists that is collected and annotated
according to this categorization.

Social Relation In Videos (SRIV) The Social Relation In Videos (SRIV) dataset [31] was
proposed to recognize social relationships from a video, where different behaviors are
classified along two-dimensions: Subjective Relations (Sub-Relation) and Objective Rela-
tions (Obj-Relation). It contains 3,124 videos, collected from movies and TV dramas. The
social relations were extracted from movies and television domains, and classified based on
two classification approaches: the Kiesler theory (this theory is described in Section 4.1),
and the Asian Social Psychology theory. According to this, the dataset was divided into
16 subclasses: eight subclasses were derived based on the Kiesler theory, and eight sub-
classes were arranged based on the Asian Social Psychology theory, using from the last
one only three types of relationships (work, kinship and other) divided into eight sub-
classes (supervisor-subordinate, peer, service, parent-daughter, mating, sibling, friendly and
hostile).

In the same work [31], authors proposed a Multi-stream Model for social relation recog-
nition, using a ConvNet architecture. The network used RGB images of videos to learn clues
of social relations, such as video scenes and people representations. Then, a multi-stream
ConvNet including spatial, temporal and audio features was proposed, where the action fea-
tures were fused by a temporal segment network, which is used to learn spatial and temporal
features. In doing so, Inception with Batch Normalization (BN-Inception) was chosen to
achieve a balance between accuracy and efficiency, and GoogleNet was adopted to learn
audio features using audio spectra.

In [51], the authors used the objective relation classes from the SRIV dataset with their
SRE-Net Model for social relation extraction. To predict the social relation (leader-member,
peer, service, parents-offspring, lover, sibling, friend and enemy) between characters, they
proposed a MoCNR method to identify the number of people and characters that appear
in the video by clustering people’s facial features (keyframe extraction, face detection,
face alignment, face feature extraction and clustering). Then, the social relation recogni-
tion method was introduced based on scene segmentation: the scene changes in videos are
detected and used to split the video into separate clips. The GoogleNet model was used to
extract audio features with a C3D model to capture the time sequence information of video.
Finally, AdaBoost (Adaptive Boosting), XGBoost, GBDT and LightGBM classifiers were
used to accomplish social relation prediction.

3.3 Bugental’s social psychology theory

The Bugental’s domain-based theory [6] partitions social life relations into 5 domains,
namely, Attachment, Reciprocity, Mating, Hierarchical power, and Coalitional groups.
Them, from this partition 16 fine-grained categories are derived: father-child, mother-child,
grandpa-grandchild, grandma-grandchild, friends, siblings, classmates, lovers/spouses,
presenter-audience, teacher-student, trainer-trainee, leader-subordinate, band members,
dance team members, sport team members and colleagues. We observe that both kinship
and other types of relations are defined in this theory, which makes it widely exploited with
several methods addressing the problem of recognizing these classes.

PIPA-Relation The PIPA-Relation dataset [35] is an extended version of the People In Photo
Albums (PIPA) dataset [54] with 26,915 person pair annotations for social relations. The
dataset is labeled with five social domain according to Bugental’s theory. The PIPA dataset
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is collected from Flickr photo albums for the task of person recognition and contains 37,107
photos with 63,188 instances of 2,356 identities, labeled by head bounding box and identity
number, where the same person can appear in multiple albums.

In [35], authors experimented with two models: a CNN model trained end-to-end, and a
CNN model for semantic attribute recognition derived from the social domain theory. This
latter network is capable of identifying attributes such as age and age difference, the latter
being motivated by its importance to distinguish relations, gender, head appearance such as
straight hair, wavy hair, wearing earring, wearing hat and so on, head pose and facial expres-
sions. Other attributes that are classified are clothing such as hat, tShirt, jeans, actions such
as holding hands, high five, hug, and activities such as adjusting, ailing, applauding, arrang-
ing, attacking, ballooning, baptizing and so on. Then, the method uses the concatenated
feature to learn a linear SVM and categorize the interaction. The results of the experiments
are quite preliminary in terms of accuracy, since authors reported a relation recognition
accuracy for all the attributes of 57.2%, which is the same for body attributes, and only
44.8% for head attributes.

In [45], the authors adopted 12 face and body attributes including age, gender, appear-
ance, emotion, pose, location & scale, face appearance, face pose, face emotion, body
clothing, body proximity and body activity. A Deep Supervised Feature Selection (DSFS)
framework is proposed, where the input photo can include more than two subjects that are
segmented and used as input to the DSFS framework as pairs (the DSFS framework is illus-
trated in Fig. 3). Then, the feature extraction module, included in the DSFS, extracts the 12
attribute’s features using a pre-trained Double-Stream CaffeNet, a pre-trained CNN-CRF,
or multi-task RNN. To deal with the problem of noises and redundancies, authors used
a feature selection module with two feature selection policies: group feature selection to
extract the optimal feature subset based on contributions of attributes, and dimensional fea-
ture selection to learn the optimal feature subset at a fine-grained level and so remove most
of the redundancy. Then, the final classification was performed by a Softmax classifier used
to compute the probability distribution of the input pair on social relationship categories.
The accuracy of social relationship recognition obtained in this work was 61.51%. Authors
also tried to eliminate some attributes but that effected the accuracy; an interesting outcome

Fig. 3 The deep supervised feature selection (DSFS) framework proposed in [45]
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of this work is that body attributes contribute more than face attributes to recognize social
relationships, which is quite in line with the observation that objective relations are inde-
pendent from the emotional status of the person, and behavioral features such as actions or
body proximity are more informative to recognize the social interaction.

The works in [3, 26, 47, 53] also used the PIPA-Relation and PISC datasets [27] (this lat-
ter dataset is introduced in Section 4.2). Given that the goal is to understand the interaction
among people, the common intuition of these methods is that of modeling the interac-
tion with graphs. The Multi-Granularity Reasoning framework as proposed in [53] has two
branches. The first one used a CNN to learn knowledge about the scenes from the whole
image. The other branch focused on regional cues and fine interactions among persons
and contextual objects, with three main procedures: a CNN object detection model to crop
persons and objects in an image, a human pose estimation method, and a Person-Object
Graph (POG) to connect each person with the other person and the objects. They built a
Person-Pose Graph (PPG) to model the interaction between two persons. Social relation
reasoning was performed on the two graphs by GCNs. The social relation was predicted by
the global feature (deep convolutional neural network ResNet-101) from CNN and the rea-
soning feature from the GCNs. They obtained the accuracy of 64.6% for Friends, 67.8% for
Family, 60.5% for Couple, 76.8% for Professional, 34.7% for Commercial, and 70.4% for
No Relation on the PISC dataset. An accuracy of 64.4% was reported on the PIPA-relation
dataset.

In [3], authors proposed a Social Relationship Graph Generation Network (SRGGN)
with two modules: A Multi-Network Convolutional Neural Network (MN-CNN) module
for Attribute and Relationship representations followed by a Social Relationship Graph
Inference Network (SRG-IN) module for generating a structured graph representation. The
MN-CNN module has two sub-modules, SN1 and SN2, with an input image and a set of
bounding box annotations for the people in image. The input to SN1, the Attribute ConvNet
architecture, is the cropping for a single-body image of a person, with the network hav-
ing layers for each attributes: age, gender and clothing. The sub-module SN2 is a network
of pairwise-relationship ConvNet architectures, with two VGG-16 architectures to compute
activity and scene features from the context images of people. The SRG-IN module where
the relationships is predicted in an image according to (person1, relation, person2), and
the social relationships between people are classified in the form of a social graph. Gated
Recurrent Units (GRUs) are used to improve the prediction of relationships between per-
sons, where each relationship in an image gets information from its nearby nodes (person
attributes) and also its nearby edges (relationships).

A Graph Reasoning Model (GRM) was finally proposed in [47] to detect the correlations
between social relationships and semantic objects in the scene. To this end, a social rela-
tionship and an object nodes are included. The GRM takes an image and a person pair of
interest and extracts features from the regions of the person pair to initialize the relationship
node. For the object node, it uses a Faster-RCNN detector to extract their features. Then, to
explore the interaction of the persons with the contextual objects it uses the Gated Graph
Neural Network (GGNN), and finally the graph attention mechanism is used to select the
most informative nodes.

In [26], authors created a social relation graph called the Graph Relational Reasoning
Network (GR2N). It jointly gathers all relations within a single image by constructing sev-
eral virtual relation graphs to explicitly model the logical constraints among different types
of social relations. They presented each person by a node in a graph, and the edge between
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each node is the relation between the people. GR2N is created to predict the existence of
edges and the type of edges, in order to solve the problem of unknowing topology of the
graph at the beginning, then generate a reasonable and consistent social relation graph.

Video Social Relation (ViSR) The Video Social Relation (ViSR) dataset [28] contains 8,000
video clips with more than 200 movies. The ViSR dataset is labeled with eight social
relations such as Parent-offspring, Couple, Leader-subordinate, Service, Sibling, Friend,
Colleague and Opponent. A Multi-scale Spatial-Temporal Reasoning (MSTR) framework
was also proposed in that work. The approach started by cropping the persons and objects
from frames with Mask R-CNN. Then, a triple Graphs model was designed: with an Intra-
Person Graph (IntraG) for the same person, an Intra-Person Graph (IntraG) to model the
spatial and temporal representation of persons and objects, and a Person-Object Graph
(POG) to capture the co-existence of persons and contextual objects. Then, a relation rea-
soning by Pyramid Graph Convolutional Network (PGCN) was used to learn dynamics in
varied temporal range.

3.4 Discussion

All the datasets and methods described so far are related to the problem of recognizing
and classifying objective social relationships, so identifying the type of connection among
individuals. Overall, we can draw some conclusions; first, most of the methods rely more on
body, e.g., age difference, gender, clothing, or action features, e.g., proximity, interaction,
rather than emotional features, e.g., facial expressions, to discriminate the relationships.
This somehow confirms that behavioral patterns are more informative in this scenario. We
also observe another common way of addressing the problem is that of using graphs, which
makes sense inasmuch as connections among people indeed form sort of graphs, where
edges can be useful to verify the consistency of relations and perform reasoning on the
graph. As an example, if subject A is the father of subject B, and subject C is the brother
of subject B, then subject A must be also the father of subject C. Observing the overall
performance of the reported methods though, we can conclude that the problem is rather
challenging, and that there is still room for large improvements.

4 Subjective relations

We defined subjective social relations as those involving emotional states and behaviors,
independently from the objective relationship that exists among subjects. Differently from
objective relations, these are much more complex, variegated and challenging both to define
and detect. In fact, they depend on both the particular emotional status of the individuals, the
person whom he/she is interacting with, and other possibly varying aspects. We identified
two major theories related to subjective relations: the Kiesler’s Circle Theory [24], and the
Fiske’s Theory of Relational Models [16]. Both analyze and categorize social relations in
terms of perceived emotional status, even though the latter include also a partial objective
categorization. In the following, we separately describe the two theories and the related
datasets and methods that are most close to them. Tables 3 and 4 summarize the datasets,
architectures and methods belonging to this category.
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Fig. 4 Visualization of the Kiesler’s model using the Interpersonal Circle

4.1 Kiesler’s circle

The Kiesler’s psychological theory [24] proposed to organize the interpersonal relations
into a circle called interpersonal circle or circumplex, where the relations are divided into
16 segments, with 8 pairs: Dominant, Competitive, Trusting, Warm, Friendly, Involved,
Demonstrative and Assured/Submissive, Deferent, Mistrusting, Cold, Hostile, Detached,
Inhibited and Unassured. Figure 4 shows the Kiesler circle, with the 16 segments and 8
pairs.

In the following, we present the interpersonal relation datasets and methods that defined
the social relation traits based on the interpersonal circle proposed by Kiesler.

Interpersonal Relation In [52], authors built two datasets: the Expression in-the-Wild
(ExpW) for facial expression recognition and the Interpersonal Relation dataset. This latter
contains 8,016 videos and movies collected from the web which are annotated with interper-
sonal relation traits. The authors proposed a Deep Convolution Network (DCN) to capture a
rich face representation and a novel attribute propagation method that, despite the different
datasets, takes advantage of the inherent correspondences between facial expressions and
other heterogeneous attributes. Next, they jointly considered pairwise faces for interpersonal
relation prediction by arranging two identical DCNs obtained in a Siamese-like architecture
(the interpersonal relation model is illustrated in Fig. 5). Using the interpersonal relation
dataset, they trained the new Siamese network end-to-end to map raw pixels of a pair of
face images to relation traits. Then, they performed relation traits reasoning using face rep-
resentation and additional spatial cues. In this work, authors proposed a method that uses
a pre-trained model, which already learned face attributes (facial expression, gender, age,
and head pose), and therefore, to predict interpersonal relations. They obtained 71% aver-
age accuracy across all the relation traits prediction performance (dominant, competitive,
trusting, warm, friendly, involved, demonstrative and assured).
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Fig. 5 The model for interpersonal relation prediction as proposed in [52]

In [20], authors proposed a Deep Neural Network combining a Siamese-like Network
with two VGG-Face model branches to learn the social relation between two people and
a Deep Model Based to extract information (such as layout of objects, posture of peo-
ple and background of a scene) from whole images to predict group-level emotions. The
authors used the same evaluation metric and the same spatial cues as [52]. In particular,
the used measures are the balanced accuracy to account for the imbalanced positive and
negative attribute samples as evaluation metric, and the two faces’ positions, the relative
faces’ positions and the ratio between the faces’ scales as spatial cues. They selected VGG,
Inception-v2 and ResNet to be fine-tuned on the social relation dataset. The reason behind
this choice, is because of the performance of these networks in the ImageNet Large Scale,
Visual Recognition Challenge (ILSVRC) and the information learned from it. This resulted
useful to infer high level social relation, such as layout of objects, posture of people and
background of a scene.

In [49], the authors proposed a semantic three-stream network (STN) for social relation
recognition. They used a Siamese network with a semantic augmentation structure to extract
features from a pair of face images to reduce parameters, since they tried to understanding
social relationships from the entire original image. They mapped each face separately, using
a Siamese network to extract features and using a ResNet where convolutional networks
share weights. They also proposed a semantic augmentation structure to help the network
to better sense objects in the environment, which contains five parts: a size adjustment
module, a channel adjustment module, a multi-view module, a feature transition module,
and a semantic fusion module.

For interpersonal relation recognition, authors in [19] proposed a graph-based interper-
sonal relation reasoning model with multi-scale features. Their proposed architecture is
divided into a feature extraction, the GNN module, and the classifiers. In the feature extrac-
tion stage, a pair of faces is cropped, represented in a bounding box and fed to two VGGFace
models. Then, the joint area of every face pair is cropped as an input to another ResNet.
The extracted features are represented as five nodes to construct the GNN graph structure.
The GNN module based graph reasoning extract hierarchical features from the connected
nodes. Finally, they designed eight binary classifiers using cross-entropy for making a final
multinomial prediction.

Social Relation in Videos (SRIV) As mentioned in Section 3.2, the Social Relation In Videos
(SRIV) dataset [31] uses subjective relations and objective relations, from the Asian social
psychology theory along with the Kiesler theory, using the eight subclasses. Other than
the method in [31], we are not aware of other approaches reporting results on subjective
relations on this dataset. Still, we included it in this discussion as it provides annotation
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of subjective interactions, and can be of interest for developing approaches addressing this
specific task.

4.2 Fiske’s theory of relational models

The Fiske’s theory of relational models [16] targets the reflection of personal history onto
the cognitive individual experiences and differentiates social relations into four parts: Com-
munal sharing, Authority ranking, Equality matching, and Market pricing. This allows
dividing the relationships into intimate, non-intimate, no relation, friends, family, couple,
professional, commercial. Even though some of these classes are actually objective rather
than subjective, e.g., family, couple, other classes are defined based on the personal expe-
rience and how this is reflected onto interpersonal relations. Given this, we included this
model within subjective relation models.

People in Social Context (PISC) The People in Social Context (PISC) dataset [27] consists
of 22,670 images and 76,568 manually annotated labels from 9 types of social relation-
ship (No Relation, Has Relation, Intimate Relation, Non-Intimate Relation, Friends, Family
Members, Couple, Professional, Commercial) and consists of 66 annotated occupation cate-
gories. It collects around 40k images containing people from a variety of sources, including
Visual Genome, MS-COCO, YFCC100M, Flickr, Instagram, Twitter and commercial search
engines (i.e., Google and Bing), using a combination of key words search (i.e., co-worker,
people, friends, etc.) and people detector (Faster RCNN). The proposed Dual-Glance rela-
tionship recognition Model [27] has two glances. The first one takes in three inputs, two
bounding boxes covering each person and one for the union region insert into three CNNs.
In the second glance, they adapted Faster RCNN to process the input image with a Region
Proposal Network (RPN) to generate a set of region proposals, the process with a CNN.
Next, they allocated attention to each region, and aggregated their outputs to refine the score.
Their experiments show 63.2% accuracy on three-relationships (Intimate, Non-Intimate
and No relation), and 79.7% on six-relationship (Friends, Family, Couple, Professional,
Commercial and No Relation).

4.3 Others

Here, we separately report datasets for subjective interpersonal relation analysis that do not
follow any of the previous models/theories.

Understanding Dyadic Interactions from Video and Audio signals (UDIVA) The UDIVA
dataset [33] includes face-to-face dyadic interaction videos based on free and structured
tasks, recorded from different camera positions. It is composed of 90.5h of recordings
of dyadic interactions between 147 voluntary participants. It includes socio-demographic
(age, gender, ethnicity, occupation, maximum level of education and country of origin),
self- and peer-reported personality, internal state (pre- and post-session mood and fatigue),
and relationship profiling. Authors propose a novel method for self-reported personality
(characterized by the basic Big Five traits (Openness to Experience, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism), or OCEAN, based on self-reported assess-
ments) using R(2+1)D network for the visual chunks and VGGish for audio to extract
feature, with a visual input (face, local context, and extended context chunks), audio input
(raw chunks), and metadata input (both interlocutors’ characteristics, and session and dyadic
features), to get an OCEAN scores as an output.
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The MovieGraphs The MovieGraphs dataset [42] presents 20 relationships such as fam-
ily (e.g., parent, spouse), friendship/romance (e.g., friend, lover), or work (e.g., boss,
coworker). It contains 51 movies and 7,637 video clips annotated with scene label, situation
label (topic), description, graph with 8 nodes: character, attributes (age, gender, ethnicity,
profession, appearance, mental and emotional states), relationship, interaction (verbal or
non-verbal), topic, reason, time stamp.

In this work, authors proposed three tasks starting with Graph-Based Situation Retrieval
to retrieve relevant clips using as nodes character, attribute, relationship, interaction, topic,
and reason. Then Interaction Ordering where they used an attention-based decoder RNN.
Finally, Reason Prediction using information about the scene in the form of attributes of
each character, their relationship, and an interaction to predict the reason of the interaction.

Human Interaction Images (HII) The Human Interaction Images (HII) dataset [40]
includes 10 human interaction classes: boxing-punching, dining, handshaking, highfive,
hugging, kicking, kissing, partying, speech and talking. HII contains 1,972 images with 150
images for each class. There can be two, three or more subject sin an images, with a visible
facial region for at least one of them.

Authors proposed a novel descriptor based on facial regions to recognize the human inter-
actions. The proposed approach started with face detection, then a set of descriptors were
used: Histogram of Face Orientations (HFO) for face orientations distribution, Histogram
of Face Directions (HFD) for direction frequencies in the images distribution, Distances
of Faces (DF) for the location of each face and the distances between them, Circular His-
togram of Face Locations (CHFL) for the relative layout of people using a histogram of
their locations by fitting a circle to the center of the extracted faces, and Grid Histogram of
Face Locations (GHFL) same as CHFL for the spatial layout of the multiple people. Finally,
Scene features with GIST descriptors and Bag-of-Words (BoW) were used to detect the
scene and deep features with deep learning and Deep feature Convolutional Neural Network
(CNN).

4.4 Discussion

Differently from the objective relations category, the different types of subjective inter-
personal relations are way more variegated and complex, making it hard to define clearly
separated categories. Despite referring to two main common behavioral models, all the
reported datasets slightly differ from each other in terms of data annotation and focus. This
makes it complex to gather comprehensive conclusions that are shared among the described
approaches. In any case, a very clear difference that can be noted with respect to objective
relations is that much more attention and emphasis is put on analyzing faces. Indeed, many
of the described approaches use networks that are pre-trained either for face or expres-
sion recognition. Still, the less developed literature represents a piece of evidence of the
challenging nature of the problem, which is yet far from being solved.

5 Conclusions, limitations and future perspectives

Humans understand images by looking at the whole scene rather than only to the objects
under consideration [3]. This evidences the importance of the context in our visual per-
ception, also suggesting the need for incorporating such trait when designing automatic
methods to analyse image and video content. This urgency for taking into consideration such
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aspect is reinforced when the objective is the analysis of human facial expressions and emo-
tions that, in most of the cases, happen as reaction to external stimuli (e.g., visual, emotional,
tactile). In this case, focusing on just the face of a subject could be misleading and not fully
representative. For these reasons, understanding the interpersonal relations promises a clear
advancement in the way images and videos are processed to derive automatic annotations
of humans status and behavior.

As summarized in Fig. 2, in this survey we proposed an at large categorization of the
datasets and methods for interpersonal relation recognition into two classes given by, respec-
tively, objective and subjective relations. Indeed, we observed that most of the existing
datasets and methods fall into the first category. This can be motivated by the fact that objec-
tive relations are somewhat easier to detect also thanks to the availability of data that are
accurately annotated. Datasets and methods in the second category are still less consolidated
and there is room for substantial improvement.

In several of the works, facial expression features were extracted and used to charac-
terize, together with other features, the interpersonal relations. Facial expressions are the
activity of facial muscle according to the emotional states. Emotions are beyond the six basic
emotions happiness, sadness, disgust, fear, surprise, and anger identified by Ekman [12],
they are contagious [30] and facial expressions are one of the most important channels for
them. Emotions can be an imitation of another person, a reaction or a reflex response to
others [18]. Since the aim is to identify relation traits such as dominance, warm, and friend-
liness, social relation recognition goes beyond facial expression recognition, that is why
most of the works has used facial expressions as one of several attributes to recognize inter-
personal relationship. For example, in [45], authors focused on both face and body, the face
attributes include age, gender, appearance, pose, location & scale and emotion. In [35], to
predict the social relation, authors used several attributes: age, gender, location & scale,
head appearance, head pose and face emotion (anger, happiness, sadness, surprise, fear, dis-
gust and neutral), clothing, proximity and activity. In [52], the facial expression is one of
the used attributes (together with gender, age, and head pose). Wanting to go beyond facial
expressions, for the task of understanding human-centric situations in videos, authors in [42]
used different attributes such as age, gender, ethnicity, profession, appearance, mental and
emotional states such as happy, worried, calm, excited, quiet, amused.

Limitations In summary, though some interesting and useful methods and datasets have
been proposed for understanding the interpersonal relations, from the current literature it
appears evident that the existing solutions are still preliminary, and can provide effective
results only in constrained scenarios. We identified some factors that can have an impact on
this:

• Which social relation model? – There are several theories for describing the human
social interactions; the choice of the best model to use also depends on the final appli-
cation. However, in the design, acquisition and annotation of the existing datasets it is
often missing a clear relation from the data and the existing theoretical models. This
makes the related evaluations only partial;

• Which datasets? – Related to the above is the challenge of capturing large annotated
datasets. Interpersonal relations happen in social person-to-person interaction, which
is, on the one hand, difficult to capture in the wild and, on the other, complicated to be
simulated in laboratory conditions. In addition, using laboratory settings with enrolled
participants or actors reduces the variability of cases as well as the spontaneity in man-
ifesting spontaneous behavior. Despite of this, there are some specific contexts, like
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the teacher/student one, where real interpersonal relation data are produced in large
quantity;

• Which annotations? – Annotating video data is probably the most complicated task in
this domain. While online, distributed methods, like Mechanical Turk, can work prop-
erly when the objective of the annotation requires low experience and can be afforded
by non trained people, the scenario totally changes for the interpersonal relation case.
The annotations required for most of the behavioral and social models imply a quite
large degree of variability and subjectivity that needs for experienced personnel.

• Which techniques? – The limitations and difficulties listed above are reflected in the
methods developed so far. It is difficult to compare methods because they are often
strictly related to specific contexts and data, so that it becomes also complicated to test
the methods on different datasets. One trend that can be observed, as in most of the
literature in computer vision and multimedia, is the shift to deep learning solutions,
with methods that also exploit the temporal dimension in the data.

• Other limitations are related to the number of participants and their variability, the num-
ber of persons in the scene and their frontal/non-frontal pose, the number of recordings,
the number and position of camera views, the quality of images/videos, the presence of
audio track, and the different duration of a video clip that can lead to some ambiguity
in the detection of interpersonal relations.

Perspectives The limitations evidenced by the current literature are clear directions for
investigation and future development. In addition to this, we also prospect some additional
line of interest.

We think predicting the short term evolution of the interpersonal relation can result in
concrete applications. Indeed, having automatic methods capable of understanding the spe-
cific interpersonal relation is an important goal, but anticipating the future behavior based on
the mood of the past and current interaction can be decisive. For example, a teacher/student
scenario is an evident case, where detecting early signs of boring, loss of attention, or of
learning difficulty, can be important to change and tune the teaching modality by adding
interaction or using other ways to attract attention.
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