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Abstract

This thesis has focused on the thermodynamic modelling of geothermal wells focusing on the be-
haviour of such systems using different working fluid. A specific attention has been given to CO2-
based geothermal system, a configuration that has received increasingly more attention in recent
years.
In the scope of this thesis two different models have been developed: a simplified model based
on simple cubic real-gas Equation of State (EoS) has been used to perform a theoretical analysis
in order to gain a better understanding of the system behaviour. The results of this analysis are
presented in Chapter 2. A more detailed model, developed to allow more exact estimation of the
system performances, is presented in Chapter 3. Together with the detailed model, a tool capable of
performing exergo-economic analyses has been developed to speed up surface equipment modelling,
and is presented in Appendix A.
Finally, in Chapter 4, a possible application, a geothermal-based High Temperature Heat Pumps
(HTHP) for industrial steam production, has been presented.
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4.1 ṁratio and ṁturbLP%
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Chapter 1

Introduction

1.1 Geothermal Energy

Geothermal energy, deriving its power from the Earth’s natural heat, represents a fundamental pillar
of sustainable energy solutions, offering a reliable and continuous source of power. With its roots
deeply embedded in the Earth’s crust, geothermal energy harnesses the planet’s intrinsic thermal
energy, which is a result of the Earth’s formation and radioactive decay processes. This renewable
energy source holds the promise of being a cornerstone in the global transition towards cleaner and
more sustainable energy systems.
The incredible amount of energy stored beneath earth surface makes this source of energy almost
inexhaustible by any practical means. To put things in perspective, the power leaving the heart
crust (which amounts to 47TW [1], more than the mean power required by all human activities,
around 20TW in 2022 [2]), requires a time-scale of billions of years to impact earth temperature [3].

1.1.1 Direct uses of geothermal heat

Geothermal heat naturally reaching the surface through hot springs or other forms of thermal
emissions has been utilized by humans for thousands of years. Archaeological evidence proves that
the practice of thermal balneology, which was later developed by the Romans, was fully established
in Southern Tuscany, an area abundant with natural thermal manifestations, as early as the Bronze
Age [4]. However, the utilization of geothermal heat remained primarily limited to thermal activities
until the 20th century, when other potential applications began to be envisioned.
In recent years, direct uses of geothermal heat have seen a great increase especially for low tem-
perature heating applications (such as, space or greenhouses heating and geothermal heat pumps)
as can be seen in Fig 1.1. Most of these new installation comes from cold and developed country,
with North-Western Europe and North-America accounting for 47.9% of the global installed power.
Additionally, China serves as another significant user, accounting for 37.7% of the total [5].
An exceptional case study is that of Iceland, where the combination of favorable geological conditions
and the extremely cold environment has resulted in geothermal energy contributing to 90% of the
energy utilized for space heating [6].
In this context, Italy, despite having a strong geothermal background, is struggling to keep pace
with the global trend, possessing only 1.35 GWt of installed power capacity in 2014 [7], notably
lower compared to the 2.59 GWt of installed capacity in France and 4.81 GWt in Germany [5].
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1.1. Geothermal Energy

Figure 1.1: Increase in geothermal energy direct uses from 1995 to 2020 for different sector. Image from
Lund (2021) [5]

This disparity can be attributed to the fact that Italy, characterized by a warmer climate, generally
experiences less demand for space heating throughout the year, resulting in a lower capacity factor1

and a slower investment recovery for the installed system.
To stress this, is worth comparing the mean capacity factors of the power plants installed in Iceland,
44.9%, and Germany, 19.2% [5], which means that a power plant in Germany produces less than half
the energy compared to the same plant installed in Iceland, making profitability harder to achieve.

1.1.2 Electrical energy production

The utilization of geothermal energy for electricity production traces its origins back to the early
20th century in Larderello, a geothermal field located in southern Tuscany, thanks to Piero Ginori
Conti, an Italian nobleman at the time General Manager of the Larderello Company, an estab-
lished chemical industry in the region focusing on boric acid production from hydrothermal water
sources [4]. Ginori Conti in his efforts to modernize and expand the company’s activities, initiated
experimental endeavors to assess the feasibility of harnessing energy from the hot water used in
boric acid extraction. His initial experiment on July 4, 1904, successfully powered five low-wattage
light bulbs, leading to the installation of the first operational geothermal power plant capable of
producing 250kW, in 1913 [4].
The experimental power plant in 1904 comprised a reciprocating steam engine that directly received
natural steam extracted from the steam vents or fumaroles in the vicinity. To protect the engine
from corrosive acid fumes laden with minerals, a cylindrical tank was positioned before the engine
to separate a significant portion of the water droplets carried by the steam [8].
Although this configuration worked well in the early years, the power plant realized in 1913 was based

1The capacity factor is the ratio between the energy produced by a plant and the maximum amount of power the
plant could generate if it operated continuously at full capacity during the same period of time
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on the binary cycle [9], in which power is generated using an external fluid, initially water, heated
by the geothermal brine. This change was necessary due to the replacement of the reciprocating
engine with a more susceptible steam turbine as the plant scaled up in size [8]. The natural steam
started to be used again directly as the power plant working fluid in 1923 after a complex system
of steam purification (shown in Fig 1.2) was developed.

Figure 1.2: Steam deputation system employed in early geothermal power plants for the removal of most
of the acid gasses dissolved into the geothermal brine: a) Bringhenti boiler or “depurator” installed in the
1923 geothermal power plant. b) Configuration of the 1939 geothermal power plant in Larderello. Images
from Di Pippo (2015) [8], citing Parri (2013) [10]

Nowadays different plant configuration exists to extract power from the geothermal brine:

• For mid-low temperature resources (<150°C) usually binary cycles using some organic refrig-
erants as working fluid are employed. Such as the ones presented in [11], [12]

• For high temperature water resources (>150°C) flash or direct steam power plants are usually
employed. An example of this is the Hellisheidy power plant in Iceland [13]

In the locations were it can easily be extracted, geothermal energy has an important in the decolo-
nization of the area. With geothermal production being almost 25% of the overall electrical power
production in Tuscany [14] , thanks to the Larderello and Mt. Amiata geothermal fields, and 30%
in Iceland [6].

1.1.3 Current limits to geothermal energy development

Unfortunately, though in general accessible everywhere on the earth surface, as the temperature
of the crust increase steadily with depth, the extraction of this source of energy has proven to be
economically feasible only in the limited areas where the geothermal gradient is more relevant or if
only low temperature heat is needed, such as for domestic use, limiting the depth that has to be
reached. Moreover, despite being based on an extremely consolidated technology that also benefits
from the know-how and technical innovations developed in the field of hydrocarbon extraction,
continues to face some problems that have limited its diffusion over the years, on which research in
this field must concentrate.
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Emissions, Scaling and Corrosion

Since the geothermal reservoir is often located in an area characterized by magmatic intrusions,
the fluid contained within it is sometimes characterized by the presence of Non-Condensable Gases
(NCGs) and heavy metals. For example, in the Larderello area, significant concentrations of CO2

, H2S, and Hg are recorded [15]. These elements represent the most important technical challenge
that engineers must face in order to make a geothermal power plant to work as they are usually
associated with scaling deposition and components corrosion.
Scaling deposition usually occurs because the solubility of different salts in water changes with
pressure and temperature, leading to their deposition in heat exchangers, making the operation of
binary cycles quite challenging. On the other hand, corrosion is often associated with the presence
of CO2 in geothermal brine, which makes the water particles acidic when entrained with the steam.
Moreover, these elements must be somehow treated to prevent them from being dispersed into the
atmosphere while venting the condenser.
While the scaling and corrosion problems have been addressed by many researchers throughout the
years [16]–[19] and can be controlled with a careful planning, emission problems still remains an
open question.
Although significant results have already been achieved in this area, such as the reduction of Hg
and H2S emissions from Tuscan plants through the introduction of the AMIS system [15], [20], the
elimination of CO2 emissions remains one of the main objectives that continues to drive research in
this sector, as evidenced by the effort made by the European research project GECO.

Economic Feasibility

In a geothermal energy production plant, the installation of surface facilities and well drilling re-
quires a substantial initial investment, estimated at about 75% of the total investment by Sigfusson
and Uihlein [21]. This currently limits economically sustainable exploitation to easily accessible
resources. In fact, all studies on the prospects of geothermal energy in the coming years [21], [22]
assume the assertion of technologies such as EGS, which in some analyses would surpass traditional
systems in production volume by 2050 [22], primarily due to a drastic reduction in drilling and
installation costs. To quantify this, the table below presents the average investment costs required
for the installation of various energy production plants, with data provided by the EIA (US Energy
Information Administration) and referred to 2019:

Table 1.1: Investment costs of various energy production plants
Source: EIA Annual Energy Outlook [23]

Technology Used Investment Cost
Traditional Wind 1319 [$/kW]
Gas Turbine 710 [$/kW]
Geothermal Plant 2680 [$/kW]
Hydroelectric Plant 2752 [$/kW]
Photovoltaic Solar 1331 [$/kW]

The same source [23] specifies that since the cost of a geothermal plant is highly influenced by the
conditions of the selected location for installation, the reported value is related to the Great Basin
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region (Nevada), where most US plants are located. Note, however, that the initial investment for
a geothermal system is comparable only to that required for a hydroelectric plant.
Anyhow, despite the high initial investment costs, a geothermal plant has relatively contained
operating costs, making the cost of the energy produced still competitive. Unfortunately this has
currently limited the installation of geothermal power plant in developed countries, especially for
small to medium scales projects like the installation of District Heating networks or of geothermal
heat pumps.
To overcome these issues, a large number of solutions have been proposed that pursue two comple-
mentary objectives: reducing investment costs and optimizing resource exploitation. To cite some
of these: geothermal energy production from wells for the extraction of depleted hydrocarbons [24],
[25]; coupling a geothermal plant with a CCS plant where the captured CO2 is used as a thermal
vector instead of water [26], [27]; Recovery of residual heat from the geothermal plant through
district heating applications or low-temperature ORC cycles [28].

Social Acceptance

In recent years, in some country the development of new geothermal projects, especially large
scale geothermal power plants, have face an increasing resistance from the population of the area,
which is a problem shared in general by many renewable energy project [29], [30]. The reasons for
this resistance are various and have been addresses in literature [31]–[33]. The referenced studies
indicate that limited public awareness about the technology, negative media portrayal, and concerns
regarding water use and seismic activity are among the primary factors influencing geothermal
acceptance.
While some of the technical problems causing apprehension in the public are being addressed by
the researchers [34]–[36], it is interesting to note that many of the reasons for opposition are not
technically related. For instance, in 2018, Payera identified, through interviews, a lack of trust
in the industrial entity proposing the project as a contributing factor to the lack of support for a
proposed geothermal plant in Chile [33].
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1.2 CO2 in Geothermal Systems

In recent years, researchers have begun to explore the potential of employing alternative working
fluids in geothermal systems, with CO2 emerging as the most promising candidate.
This choice is largely attributed to CO2 ’s distinct advantages, including its notably lower viscosity
compared to water. This lower viscosity facilitates smoother fluid flow, reducing the energy required
for pumping within the geothermal system and thus enhancing overall operational efficiency. Fur-
thermore, CO2 demonstrates low solubility with salt, minimizing the risks associated with corrosion
and scale formation, which are persistent challenges in water-based geothermal systems. Addition-
ally, under typical geothermal conditions, CO2 can be injected into the reservoir with a liquid-like
density and retrieved with a gas-like density after being heated up by the surrounding rocks. This
transformation allows the formation of a significant thermosyphon effect, which can drive the fluid
without the need for a pump.
In this section, we will analyze how the proposal of using CO2 instead of water has emerged in
literature and the current state of the art of the research in this field.

1.2.1 Historical Introduction

An analysis of the literature regarding the utilization of carbon dioxide reveals an intriguing timeline
of publications, see Fig 1.3. This timeline provides valuable insights into the inception and evolution
of this concept, shedding light on its origins and developmental stages.

Figure 1.3: Timeline highlighting the key milestones in the proposal for utilizing CO2 as a working fluid
in geothermal systems

Brown’s Paper

As shown in Fig 1.3, the first publication illustrating the possibility of using CO2 instead of water
in geothermal systems is a conference paper by Brown [37], which was presented in January 2000
during the Twenty-Fifth Workshop on Geothermal Reservoir Engineering at the Stanford University
in California. Brown was a geologist and a petroleum engineer and has worked in the Hot Dry
Rocks (HDR) Geothermal Development System at Los Alamos Scientific Laboratory since 1971 [38]
participating in the analysis of the data acquired from the Fenton Hill HDR test site in north-central
New Mexico [39]–[41].
In the conference proceedings, Brown pointed out many advantages of the usage of CO2 , summa-
rized in Tab 1.2. Brown’s geological expertise prompted him to focus on the challenges related to
reservoir behavior, such as scaling issues and silica precipitation limitations that affect water-based
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HDR systems, on which he has extensively worked during his career [40], [41]. He realized that sCO2

could address these challenges effectively, because of its unique properties. The minimization of scal-
ing problems, the potential for operating at higher temperatures, and the environmental benefits of
carbon sequestration were all reservoir-driven aspects pointed out by Brown in his research.

Table 1.2: CO2 advantages from Brown’s Paper [37]

CO2 Property Advantages
Lower Viscosity Decrease in reservoir pressure loss, reduced pumping power (otherwise

significant for water-based systems)
Density Variation The density difference between the injection and production well gen-

erates a thermo-syphon effect that can reduce the pumping power
needed to circulate the fluid

Poor solubility for
inorganic materials

Almost no minerals will dissolve in the sCO2 flux within the reservoir,
thus drastically reducing the scaling problems that affect most binary
geothermal systems. Furthermore, water-based HDR systems are lim-
ited to temperatures no higher than 384°C due to silica precipitation
issues. sCO2 does not dissolve silica and is therefore not constrained
by this limit.

Environmental Im-
pact

sCO2 will be sequestered in the reservoir (up to 2 million ton of sCO2
is expected to be sequestrated in a reservoir with the same condition
as the one developed during the Fenton Hill Project) resulting in a
huge environmental benefit.

Brown’s work, although pioneering and revolutionary, also exhibited certain limitations. In fact,
being only a conference paper is notable absence of detailed modeling making Brown’s suggestions
primarily relied on rough estimations and anticipated behaviors.
For instance, when evaluating system pressurization, Brown employed a simplified approach by
determining the mean density along the injection and production wells for an isothermal transfor-
mation and use the difference between the two to estimate the natural pressurization effect. In
another instance, he estimated the amount of CO2 sequestration in the reservoir by converting
observed water losses from their experimental activities.

Pruess’s Work

Perhaps due to these limitations or the fact that it was initially presented only as a conference
paper, Brown’s groundbreaking proposal remained relatively unnoticed by the scientific community
for several years. The first researcher to begin working on Brown’s suggestions was Pruess, a
Senior Scientist at the Lawrence Berkeley National Laboratory, who was already renowned as one
of the principal architects of the TOUGH simulator [42], a testament to his profound expertise in
reservoir simulation. It is likely that Pruess was present at Stanford during Brown’s presentation,
as he coauthored five works during that conference [43]–[47]. Furthermore, he was already working
on a related topic, having supervised a PhD thesis on the disposal of carbon dioxide into saline
aquifers in 2003 [48].
Anyway, it wasn’t until 2006 that Pruess published his first scientific work on the topic [49], which
is the initial contribution of a series of related publications over the following years [50]–[60].
Again, due to his background, his research mainly focuses on the reservoir analysis. The importance
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of Pruess work is that, due to his expertise in reservoir modelling, he was able to model and predict
the behaviour of a sCO2 EGS system. In contrast, Brown’s analysis remains confined to a qualitative
description and preliminary calculations.
In his first and most cited work [49], Pruess evaluate the the buoyant drive for both sCO2 and water
by considering both an isothermal and an isoenthalpic model for production and injection wells.
Moreover he provides detailed calculation of the reservoir behaviour with time.
Presented results were extremely promising showing that CO2 will provide an enormous buoyancy
drive and that the overall flow rate of CO2 will be 4 time grater with respect to water in the same
condition resulting in a 50% increase in extracted heat.
In the same work, Pruess also perform a sensitivity analysis proving that the advantages of using
CO2 instead of water increased as pressure and temperature of the reservoir decrease. Meaning that
CO2 can be of great interest also for low-temperature application.
In the following years, in collaboration with his colleagues, Pruess addressed a variety of complex
modeling challenges for CO2 -based EGS systems, including:

• Analyzing the geologic storage process of CO2 , considering both diffusion [56] and of chemical
reactive transport [58]

• Investigating geochemical processes occurring in the reservoir, such as salt dissolution and
water-CO2 interactions [52], [59]

• Examining the interaction between rocks and CO2 [51], [61]

Subsequent Works Citing Pruess or Brown

The work of Pruess allow other scientist to discover Brown idea and start working on it, as clearly
result from the analysis of the number of yearly citation of both Pruess’s and Brown’s works resulting
from a Goolge Scholar query and plotted in Fig 1.4

Figure 1.4: Comparison between Pruess’s and Brown’s works yearly citations: Left, Brown paper [37]
(blue) an Pruess’s main work [49] (Orange) new citation by year. Right, percentage of Preuss’s works over
Brown [37] overall citation

P. Ungar 8



1.2. CO2 in Geothermal Systems

From Fig 1.4, it is evident that not only was Brown’s work not cited until the publication of Pruess’s
paper, but also that during the first few years, the majority of citations to Brown came from Pruess
itself, clearly indicating that the scientific community become aware of Brown proposal trough the
publications of Pruess.
Further analysis of the literature citing either Pruess or Brown, shown in Fig 1.5, reveals that the
field they initiated has become quite popular, with over 700 published works identified on Google
Scholar.
It is interesting to note that almost immediately a distinction emerges, with 40% of the published
works citing Pruess exclusively, while 20% cite only Brown, and the remaining 40% acknowledge
the work of both researchers.

Figure 1.5: Analysis of the literature citing Brown of Pruess: Top, Distribution of work citing Brown only,
Pruess only, or both trough-out the years Down-Left, h-graph of the collection of papers. Down-Right, Graph
displaying the same distribution in relative terms (percentage of papers with more than a specific number
of citations).

Some of these publications have been relatively influential, with the papers citing Pruess or both
Pruess and Brown receiving in general more citation. In 2022, the H-index of the collection of
papers was 23 for the papers citing Brown only, 58 for the papers citing Pruess only, and 53 the
papers citing both.
The disparity depicted in the "h-graph" doesn’t necessarily imply that the works citing only Brown
are of lower quality. On the contrary, this is more likely an evidence of the fact that these two groups
of papers, i.e., those citing only Brown and those citing only Pruess, might not be cross-referencing
each other. In simpler terms, papers citing only Brown are unlikely to cite papers that exclusively
reference Pruess, and vice versa. This situation might arise from a lack of awareness about the
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existence of the other set of papers. Consequently, papers citing only Brown might have a smaller
"citation pool", which could give the impression of lower influence, but this doesn’t necessarily
reflect the quality of the work. This can be proven by looking at the relative version of the "h-
graph" (down-right in Fig 1.5) in which the curves for the three groups overlaps.
Among the numerous researchers who have significantly contributed to this field, we will conclude
this historical section by spotlighting the work of three groups of researchers who have made substan-
tial and relevant contributions. We will focus our attention on their influential work closely related
to the topic of this thesis. This is not intended to be an exhaustive collection of contributions from
recent years, but rather a starting point for the subsequent state-of-the-art analysis.
The contribution of the three groups have been summarized in Fig 1.6.

Figure 1.6: Analysis of the influence in literature by the papers published by other research groups: Left,
number of publication per year. Right, relative "h-graph" compared with the overall publication for the
works citing Brown or Pruess

H. Gurgenci, V. Rudolph, and A. Atrens

The first to build upon Pruess’s work was a research group from the Geothermal Energy Centre of
Excellence of the University of Queensland, Australia, composed mainly of H. Gurgenci, V. Rudolph,
and A. Atrens. They collectively publish 15 works between 2008 and 2015 citing both Pruess and
Brown.
Among the others, their most influential works was two publications, presented in 2009 and 2010,
introducing for the first time the possibility of directly expanding the working fluid instead of using
the thermosiphon effect for circulating the fluid in the reservoir [62], [63]. Their work mainly focus
on the thermodynamic [62], [63] and thermo-economic [64] optimizations of CO2 -based EGS. As
can be seen from Fig 1.6, their interest in the field decrease after 2015.

M. Saar, J. Randolph, B. Adams, J. Bielicki et Al.

Another pivotal contributor in the field is the research group associated with J. Randolph and M.
Saar at the time researchers at the University of Minnesota.
In 2011, they first published two papers [65], [66] introducing for the first time the concept of CPG,
the injection of CO2 into natural high-permeable reservoirs with the goal of both increasing the
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power production and the CO2 sequestration, proving the appeal of the concept for the development
of which they also co-founded a startup TerraCOH.
In the following years they collaborated with many other researcher in the analysis of this technology.
Together with B. Adams, at the time a PhD student at the University of Minnesota co-supervised
by Prof. Saar [67], they published high quality thermodynamic analysis of the behaviour of the
system and of the surface equipment [68], [69].
At the same time with other PhD students, N. Garapati and B. Tutolo, they analyze the complex
geological interaction between the CO2 and the water already existing in the reservoir [70], and
perform some experimental analysis of the mineralization of CO2 in the reservoir [71], [72].
The collaboration has also included prof. J. Bielicki from the Ohio State University, who coauthored
most of the published papers.
This collaborative effort, that continue until now [73], [74], has led to the production of high-quality
publications, analyzing also different geothermal system than the CPG [75], earning recognition
within the scientific community, as reflected in the h-graph presented in Fig 1.6.

China University of Petroleum-Beijing

In 2018, a group of four researchers from the China University of Petroleum-Beijing, F. Sun, Y.
Yao, G. Li and X. Li, initiated research in the field of utilizing CO2 in closed-loop wells. The three
papers that they published that year, investigated the application of CO2 in both U-shaped wells
[76] and horizontal wells with a coaxial geometry [77], [78], laying the foundation for further studies
in this area (these tree papers have collectively gathered almost 300 citations).
Almost at the same time, another group of the same institution have published the results of an
experimental campaign on a vertical coaxial closed loop system [79] publishing very interesting
results.

1.2.2 State of the Art

System Modelling

In recent years, numerous researchers have examined various surface power plant configurations to
optimize the conversion of energy derived from the well. Schifflechner et al. [80] compared the
expected power production of a direct expansion CO2 plant with a traditional water-based ORC
system. On the other hand, Gładysz et al. [81] optimized the direct expansion configuration for a
proposed CO2 bases EGS in Poland. This latter study was expanded upon by Tagliaferri et al. [82]
to identify the optimal position of the heat exchanger for heat production in a Combined Heat and
Power (CHP) configuration.
Regarding closed-loop systems, the most recent study was pubblished in 2022 by Malek et al.
[75]. This study is an extensive thermo-economic analysis of what the authors called an Advanced
Geothermal System (AGS). In this system, the working fluid is heated up while circulating in 4,
5km-long u-shaped horizontal wells. The study again compared the use of water as a heat carrier
with an ORC for power production, along with the direct-expansion CO2 case.
In all of this most recent studies, the model of the geothermal system is quite simplified, avoiding
to deal to much with the geological description of the reservoir. For open-systems, such as the
one described by Schifflechner or Gładysz, the geothermal system model has been based on the
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model proposed by Adams in 2015 [69], which apparently has become a standard in these kind of
simulations.
To conclude, it is worth mentioning the remarkable generalizable GEOthermal techno-economic
simulator (genGEO), a tool recently published by Adams et al. [73] that consists of five different
models for performing techno-economic analyses on geothermal systems. The most interesting part
of the tool is the advanced economic correlation that have been developed for the estimation of cost
for well drilling in different conditions.
Regarding cost correlations, in 2019 a group of researcher from the Department of Energy (DOE)
National Laboratories, have published a paper presenting the cost correlations for sCO2 components
that they have developed starting from the significant pool of vendor that they have contact with.
[83] These correlations are very useful in estimating the investment cost of CO2 based surface power
plant.

Experimental Activities

Up to 2022 the only operational test of a CO2 based EGS was performend in 2015 in Cranfield, at
the SECARB test site [84]. The test was a failure as it was not able to initiate a self sustainable
thermosiphon circulation. Adams et al. have analyzed the results [74] concluding that a natural
circulation was not possible in such circumstances but that heat extraction could anyway be achieved
trough CO2 pumping.

Figure 1.7: Scheme of the experimental apparatus developed by Chen et al.
Image from Chen et al. (2013) [85]

On lab scale, many small scale experimental activities has been performed to study different aspects
of the CO2 behaviour in geothermal systems. The first was an experiment conducted by L. Chen,
B. Deng and X. Zhang form the Peking University in Beijing in 2013 using a square loop depicted
in Fig 1.7 to asses the feasibility and the stability of the natural thermosyphon circulation [85].
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The same experimental setup has been used by L.R. Thippeswamy and A. Kumar Yadav to compare
experimentally the water and CO2 based circulation loops [86].
On the other hand, other researcher have used more traditional test benches to evaluate heat transfer
behaviour of CO2 in different conditions [87].
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Chapter 2

Theoretical Analysis

2.1 Introduction

Geothermal energy is of extreme interest for the decarbonization of the energetic sector as it is both
renewable and dispatchable. According to Thomsen’s research [1], which focuses on the Californian
energy market, these features make geothermal power production competitive with photovoltaic
systems, even when the Levelized Cost of Heat (LCOE) is in the range of 70-80€/MWh. However,
the use of geothermal energy for power generation is currently restricted to areas with a natural
aquifer and high geothermal flux, due to technical and economic challenges. To address these
challenges, in recent years multiple studies has proposed the usage of sCO2 as working fluid for
geothermal power production, due to its thermodynamics properties.
The first Idea of a CO2 based system is due to Brown [2] who identify the clear benefit of CO2 in
terms of scaling and pumping power reduction, possible sequestration of the CO2 in the reservoir,
and of the foreseeable natural pressurization of the fluid. Brown’s work has been brought to the
attention of the scientific community by Pruess [3] who extended it by developing a model of the
CO2 behaviour in the reservoir and refining the rough estimate presented by Brown.
Starting from these two founding works, multiple papers have been published in recent years ex-
ploring various aspect of this kind of systems such as estimating the CO2 sequestration effect [4],
[5], analysing different reservoirs and well geometries [6]–[8], surface plant configurations [9]–[13] or
possible usages of the extracted heat [12].
Unfortunately, due to the complexity of CO2 geothermal systems, it is challenging to find a gen-
eralized analysis of their characteristics in literature. The amount of possible solutions for heat
extraction from the reservoir, coupled with the strong dependence of the geological properties with
the selected location, make it difficult to identify universal trends or design principles. Moreover,
the multitude of parameters that can be fine-tuned during optimization, make the identification of
the most impacting ones a complex task.
The scope of this paper is to simplify the analysis of such systems in order to identify the general
trend underlying their behaviour in order to guide the choice of future designers that will have to
deal with the complexity of the real implementation.
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2.2 General Model Description

2.2.1 Geothermal System Model

In its simplest form a geothermal system can be divided into 3 main sections (as shown in Fig 2.1)

• Descending Section (0-1): The fluid is brought from the surface to the reservoir. The
pressure increase a result of the change in gravitational potential. Represent the re-injection
well of a classical geothermal system or the descending part of a BHE system.

• Heat Exchange Section (1-2): The fluid is heated up by the hot rocks in the reservoir and
brought to the production well.

• Ascending Section (2-3): The heated fluid is brought back to the surface to be exploited.
The pressure decrease again because of the change in gravitational potential. Represent the
production well of a classical geothermal system or the ascending part of a BHE system.

Figure 2.1: Simplified Model Scheme. The scheme itself is equivalent to a Brayton or Rankine cycle
(depending on the state of the input) as noted by Adams et Al. [14]

It is important to notice that, as shown in Fig 2.1, the thermodynamic cycle of the well is equivalent
to a Rankine or a Brayton cycle (depending on the state of the fluid at the inlet). This fact will be
very useful in the analysis of the results.

Ascending/Descending section (2-3/0-1)

In order to limit the number of parameter of the model the section has been considered as completely
insulated from the surroundings rock and the pressure losses has been neglected.
Given these hypothesis, the pressure increase can be easily determined from the momentum and
energy balance equations:
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dp = −ρgdz (2.1)

dh = −gdz (2.2)

The kinetic term in both the equations has been neglected in order to eliminate the need for a
geometrical description of the well. This assumption is true as long as the velocity remains relatively
low in the pipes. The integration of Eq 2.1 requires the knowledge of the equation of state of the
fluid as pressure and density are function of each other. Different equation of states have been
considered for different purposes:

• The ideal gas EoS and a simple liquid correlation (ρ = const.) have been employed to obtain
an analytic solution, enabling a more profound comprehension of the system’s behavior. The
derivation of the analytic solution is detailed in Appendix 2.A.

• To describe the behaviour of real fluid in a qualitative way, a simple two-parameter EoS
has been used, as it can roughly approximate the sub-critical, trans-critical and supercritical
region of a generic fluid requiring only the critical properties for the fluid definition (because
of the principle of corresponding states). The developed model is presented in Appendix 2.C.

• For a quantitative analysis, the fluid properties have been retrieved from REFPROP [15].

Where an analytic solution is not achievable, the integration of the system of equations has been
performed in python using a Runge-Kutta solver [16] (as implemented in the SciPy Python package
[17]).

Heat Exchange Section (1-2)

Two different models has been developed for the heat exchange section depending on the geothermal
system used for heat extraction (Fig 2.2 should help to clarify the discussion):

• Open System (e.g. CPG or Traditions Geothermal systems): In this kind of systems, the
working fluid is injected in an existing reservoir displacing the water that was filling it. The
pressure in the reservoir is fixed by the displaced water and, following the approach used by
Adams et Al. [14], has considered to be equal to the hydro-static pressure for the selected
reservoir depth (pres = ρwaterg∆z). The pressure in Points 1 and 2 (reference to Fig 2.1) have
been set to the reservoir pressure.

• Closed System (e.g. EGS or BHE systems): In these systems, the working fluid is relatively
isolated from natural fluids hence the pressure inside the reservoir can be controlled adjusting
the injection pressure. The pressure drop inside the reservoir has been neglected to avoid the
need for the definition of the geological parameter in the reservoir.

In both cases, the temperature of Point 2 has been fixed based on the geothermal gradient.
The different behaviour between the two kind of system is due to the effect of the displaced water
in the reservoir that acts like a piston allowing the volume of the region in which the working fluid
is confined to expand or contract while keeping a constant pressure. This makes the flow rate in
the production and re-injection well independent of each other decoupling the input and output
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condition of the system. On the other hand, in EGS or BHE systems, the volume in which the
working fluid is confined is relatively fixed. For this reason, any imbalances in the flow rate between
injection and production well will quickly result in a change in the reservoir pressure that will restore
the balance between the flow rates.

Figure 2.2: Different existing geothermal systems

To conclude, the equations used to describe the different heating sections are summarized in the
table below:

Table 2.1: Equations used for the heating section modelling

Equation Heating Section Type
Open Systems Closed Systems

Pressure (p2) p2 = ρwaterg∆z p2 = p1

Temperature (T2) T2 = Tamb +∇Trocks∆z

Where Tamb is the ambient temperature and ∇Trocks is the geothermal gradient. It is interesting to
notice that the system is capable of extracting heat from the rocks only if the temperature at the
inlet of the heating section is lower than the rocks temperature itself.

T1 < T2 = Tamb +∇Trocks∆z (2.3)

This is usually not a problem for liquid based systems but could be a limiting factor for other fluids
for which the compression is associated with an increase in temperature.

Remarks on the assumption made: In both cases the assumption made result in a overes-
timation of the system performances with respect to the real-world scenario. For CPG and EGS
systems, the pressure at Point 2 is expected to be lower than the predicted one due to the pressure
losses in the reservoir (that can be modelled according to the Darcy’s law: ∆P = µL

ρkAṁ linearly
increasing with the flow rate).
On the other hand, for BHE systems, the amount of heat that can be extracted from the reservoir
is limited by the heat conduction into the rocks surrounding the well. For this reason usually,
increasing the flow rate will result in a decrease of the temperature reached in Point 2.
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In both cases, the difference between the model presented and the actual behavior of the system
becomes more apparent as the flow rate increases. For this reason, the results presented should be
considered as a theoretical maximum performance of the system and have been evaluated relative
to the flow rate. The advantage of this kind of analysis is that the results are extremely general,
and does not require any knowledge of the geometry of the installation except for the depth of the
reservoir.
A model developed for a more detailed analysis is presented in the next chapter.

2.2.2 Surface Plant Configuration

Once the fluid reaches the surface, the extracted energy from the rocks manifests in two distinct
forms: pressurization and heat.
In general, different configurations of the surface plant can be used to extract energy from the fluid
depending on the reservoir conditions and on the users need. Nevertheless, two limiting condition
can be identified (as shown in Fig 2.3):

(a) Cooling to input temperature with subsequent expansion to reach input pressure (maximum
exergy from heat extraction, minimum exergy from direct expansion)

(b) Expansion to input pressure and cooling to input temperature (minimum exergy from heat
extraction, maximum exergy from direct expansion)

Figure 2.3: Different energy extraction processes: a) heat extraction before expansion, b) expansion before
heat extraction, c) and d) alternative solution with alternatives heat transfers and expansions. Points 0 and
3 are the geothermal system inlet and outlet respectively as in Fig 2.1.

Other configuration (such as (c) and (d) in Fig 2.3) will result in an exergy extraction from cooling
and direct expansion that lies between the two extremes identified before.
To conclude, because of what just stated, the results will be presented in terms of overall specific
energy and exergy productions:
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ẇ = ∆h3→0 (2.4)

ėx = ∆h3→0 − Tamb∆s3→0 (2.5)

Where the pedex a → b implies that the difference is evaluated between points a and b (for example
∆h3→0 = h3 − h0), and the points indices refers to Fig 2.3.
Another important parameter is the exergy, or second low, efficiency of the system, evaluated as
follows:

ηex =
ėx

cf ẇ
(2.6)

where cf is the Carnot factor relative to the energy extracted from the rock, which has been
evaluated as follows:

cf = 1− Tamb

Trocks
= 1− Tamb

Tamb +∇Trocks∆z
=

∇Trocks∆z

Tamb +∇Trocks∆z
(2.7)

In addition, the relative amount of energy that can be retrieved using the direct expansion can be
identified:

[ẇdexmin
, ẇdexmax ] =

[
∆h3′→0

∆h3→0
,
∆h3→3′′

∆h3→0

]
(2.8)

Remarks on the parameters selection: ẇ and ėx are crucial parameters in geothermal systems
where pressure losses are the primary limiting factors for achievable heat extraction. In these
systems, such as the EGS or the CPG, higher flow rates necessitate increased pumping power to
overcome system pressure losses, often outweighing the advantages of extracting more power from
the well. In such scenarios, having a higher specific heat extraction rate ẇ enables more power
extraction at the same flow rate, providing a clear advantage.
Conversely, in completely closed systems, like the BHE, overall power extraction is typically con-
strained by the cooling of the rocks surrounding the well. In these conditions, to some extent, a
lower ẇ can be compensated by increasing the flow rate, with pressure losses having only a limited
impact. Conversely, a higher exergy efficiency ηex facilitates better conversion of the limited power
that can be extracted from the well.
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2.3 Liquids and Ideal Gasses Results

For ideal gasses and liquids the overall system can be solved analytically enabling a deeper un-
derstanding of the behaviour of the fluid inside the geothermal well. The analytical calculation
produces the following outcomes (refer to Appendix 2.A for a comprehensive derivation):

Table 2.2: Analytic Model results for Ideal Gas and Liquids (Non Dimensional)

Element Fluid Type
Liquid Ideal Gas

Spec. Work (ẇ#) ∆z#∇Trocks
# ∆z#

(
∇Trocks

# − 1
)

Spec. Exergy (ė#x ) ẇ# − ln
(
1 + ∆z#∇Trocks

#
)

ẇ# − ln
(
1+∆z#∇Trocks

#

1+∆z#

)
Exergy Efficiency (ηex)

[
1− ln(1+∆z#∇Trocks

#)
∆z#∇Trocks

#

]
/cf

1− ln

(
1+∆z#∇Trocks

#

1+∆z#

)
∆z#(∇Trocks

#−1)

 /cf

Direct Exp% min (ẇdexmin
) 0. ∆z#

1+∆z#∇Trocks
#

Direct Exp% max (ẇdexmax) 0. ∆z#

(1+∆z#∇Trocks
#−∆z#)(1+∆z#)

with cf = ∇Trocks
#∆z#/

(
1 +∇Trocks

#∆z#
)

The result in Tab 2.2 are presented in a non-dimensional form to allow for a direct comparison
between different fluid. The adimensional parameter are:

ẇ# =
ẇ

cpTamb
(2.9)

ė#x =
ėx

cpTamb
(2.10)

∆z# =
g∆z

cpTamb
(2.11)

∇Trocks
# =

cp∇Trocks

g
(2.12)

Where Tamb is the ambient temperature (in K) which is also the input temperature (Tamb = T0),
cp is the specific heat (supposed constant in the presented analytical relations). The choice of such
parameters is explained in Appendix 2.A. The relations described in Tab 2.2 have been plotted in
Fig 2.5 and in Fig 2.5
From Fig 2.4 it is clear that, in general, liquid has higher specific energy and exergy extraction rates
while the usage of ideal gasses results in higher exergy efficiency, approaching 1 as ∇Trocks

# → 1.
Moreover, for ∇Trocks

# → ∞ the ideal gas system approaches the liquid behaviour both in therms
of extraction rates and exergy efficiency.
This happens because an high value of ∇Trocks

# indicates either a high heat capacity (cp) of the
fluid or a high thermal gradient in the rocks, which in turn reduces the temperature increase in the
descending section or increases the temperature of the rocks in the reservoir, respectively. In both
cases, the role of the compressibility of the fluid, whose main effect is to reduce the temperature
difference between the fluid and the rocks at the heating section inlet, is decreased.
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Figure 2.4: Analytical solution results. Left: non dimensional specific energy (top) and exergy (bottom)
extraction rate. Right: Exergy efficiency. Liquid results are represented by the dashed line.

Figure 2.5: Relative impact of the direct expansion power production on the overall power extraction from
the well. The two limiting curves for each value of ∆z# represents the conditions described in Section 2.2.2
(expansion followed by cooling or cooling followed by expansion). The shaded area represents the intermediate
states between these two conditions. ẇdex is composed by two factors, ẇdexbase

and ẇdexrel
, shown on the

right side, both constrained between 0 and 1.

On the other hand, as ∇Trocks
# → 1, the temperature at the inlet of the heating section approaches

the surrounding rocks temperature reducing the relative amount of heat that can be extracted but,
at the same time, increasing the efficiency (which, in an heat exchange process, is proportional to
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the temperature difference between the two interacting elements).

Direct Expansion Relative Power

What has just been explained can also be observed by considering the relative amount of power
extracted through direct expansion, as shown in Fig 2.5. In fact, for ∇Trocks

# → ∞, ẇdex → 0.

indicating that nearly all the power is extracted as heat, similar to a system that employs a liquid
as a working fluid.
In contrast, when ∇Trocks

# → 1, ẇdex approaches ∆z#/
(
1 + ∆z#

)
, representing a limiting value.

For instance, when ∆z# = 1, the maximum value of ẇdex that can be achieved is 0.5. This implies
that, in such a scenario, the amount of energy that can be converted using direct expansion cannot
exceed 50% of the overall energy extracted from the reservoir, regardless of whether the expansion
occurs before or after the cooling.
This can be further explained by noticing that ẇdex can be seen as composed by two factors as
follows:

[ẇdexmin
, ẇdexmax ] =

∆z#

1 + ∆z#︸ ︷︷ ︸
ẇdexbase

[
ẇdexrelmin

, ẇdexrelmax

]︷ ︸︸ ︷[
1 + ∆z#

1 + ∆z#∇Trocks
#
,

1

1 + ∆z#∇Trocks
# −∆z#

]
(2.13)

[ẇdexmin
, ẇdexmax ] = ẇdexbase

[
ẇdexrelmin

, ẇdexrelmax

]
(2.14)

Where ẇdexbase
is the limiting value just described and is independent of both ∇Trocks

# and the
placement of the expansion on the surface equipment.
On the other hand, ẇdexrel

models how the rate of expansion power decreases with increasing
∇Trocks

# and is influenced by the placement of the expansion within the surface system.
From these results it is clear that the maximum power ratio for the direct expansion can be
achieved for high ∆z# and ∇Trocks

# ≈ 1 meaning deep reservoirs with limited geother-
mal gradients exploited by low cp fluids

Limiting non dimensional gradient

In addition to what just said, is interesting to notice that the curves presented in Fig 2.4 could be
re-scaled using for the x-axis another adimensional gradient defined as:

∇Trocks
## = ∇Trocks

# −∇Trocks
#
lim (2.15)

Where ∇Trocks
#
lim is the value of ∇Trocks

# below which no useful power can be extracted from the
well (0 for liquid and 1 for ideal gasses). The resized graphs are shown in Fig 2.6.
The new perspective presented in the figure can be interpreted as a comparison of the two different
fluid behaviors as they approach their respective limiting gradients. In this perspective, the specific
work for ideal gases and liquids is exactly the same, while the specific exergy behavior diverges,
with ideal gases having a higher exergy production.
This difference becomes even more pronounced when considering exergy efficiency: For ∇Trocks

## →
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Figure 2.6: Fig 2.4 with x-axis resized according to Eq 2.15

0, for liquid ηex → 0.5, while for ideal gasses ηex → 1. This can be explained by the fact that for
gradients closer to the limit, liquid fluids continue to extract power as heat, whereas for ideal gases,
power is extracted through direct expansion.

Real case scenario for an ideal gas: Using air in geothermal wells

To better understand the behavior of an ideal gas employed as the working fluid in a geothermal
well, dimensional results have been obtained considering air properties (cp = 1 kJ/(kg K), γ = 1.4).
The outcomes are depicted in Fig 2.7.

Figure 2.7: Dimensional results using air as working fluid. Again, the two limiting curves for each value
of geothermal gradient represents the limiting conditions described in Section 2.2.2 (expansion followed by
cooling or cooling followed by expansion).

It is interesting to note that, theoretically, up to 100 kJ/kg can be achieved with air for direct
expansion in a well with a depth in the order of kilometers and a geothermal gradient of 100°C/km.
This implies that a MW-grade turbine could be powered with a flow rate of 10 kg/s of air. These
values are, of course, theoretical limits and are not achievable in practical systems, but they provide
an interesting basis for comparison.
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2.4 Real Gasses Results

2.4.1 Introduction

In some condition, the pressurization of the system can be enhanced by the real fluid behaviour
making their evaluation of extreme interest.
Unfortunately, an analytic solution is not easily achievable due to the increased complexity resulting
from the implementation of a real gas EoS. For this reason, the ascending an descending section
has been numerically integrated using Python.

Vertical Sections Integration To better integrate these sections, the system presented in Eq
2.2 and Eq 2.1 has been rewritten in order to explicit the density derivative (see the Appendix 2.B
for the complete derivation and for the model validation):

dp = −g

v
dz (2.16)

dv =
1

∂p
∂v

∣∣∣
T

 ∂p

∂T

∣∣∣∣
v

v − ∂h
∂p

∣∣∣
T

∂h
∂T

∣∣
p

− 1

 g

v
dz (2.17)

Or, expliciting the enthalpy derivatives:

dv =
1

∂p
∂v

∣∣∣
T

(
1− R†

cp

)
dp (2.18)

Sometimes is better to use temperature instead of specific volume for the integration process:

dT =
∂T

∂p

∣∣∣∣
v

dp+
∂T

∂v

∣∣∣∣
p

dv =
1

∂p
∂v

∣∣∣
T

R†

cp
dp (2.19)

Where:

cp = c∗p + cdevp with cdevp (T, v) = R† −Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv (2.20)

And:

R† = −T

(
∂p

∂T

∣∣∣∣
v

)2

/
∂p

∂v

∣∣∣∣
T

; v =
1

ρ
; Rspc = R/Mmolar (2.21)

The integral and the partial derivatives in Eq 2.16, Eq 2.18 and Eq 2.21 can be evaluated with
the selected equation of state (derived in Appendix 2.C), c∗p is ideal gas heat capacity of the fluid
while cdevp is the deviation term of the real heat capacity. The integral and the partial derivatives
in Eq 2.16, Eq 2.18 and Eq 2.21 can be evaluated with the selected equation of state (derivation in
Appendix 2.C, c∗p is ideal gas heat capacity of the fluid while cdevp is the deviation term of the real
heat capacity. For REFPROP based calculation the system has been integrated using Eq 2.16 and
Eq 2.17 while for EoS based calculation equation Eq 2.18 has been used.

Additional Non-dimensional Parameters Another difference respect to the liquid and ideal
gas behaviour is that with real gasses two more adimensional parameters are needed to describe the
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inlet condition:
Trel =

T0

Tcrit
(2.22)

vrel =
v0
vcrit

(2.23)

Where Tcrit and vcrit are the critical temperature and specific volume. For some analysis, it is better
to define the relative input pressure prel that the relative specific volume vrel:

prel =
p0
pcrit

(2.24)

The need for these new parameters arises because real gas properties depend significantly more on
the fluid state than those of ideal gases or liquids. For instance, for ideal gases and for liquids,
R = cp − cv, remains constant regardless of the fluid’s condition, while for the real gas this value
will change.

Remarks on the derived equations

Some quick considerations can be derived from the equations just presented:

• Eq 2.16 and Eq 2.18 requires only the knowledge of the equation of state and of two additional
parameters (c∗p and Mmolar) to model the be behaviour of the fluid. Because of this, especially
for two or three-parameters based equation of state it is possible, instead of testing different
fluids to identify the most suitable one for the selected application, to optimize the equation of
state parameters and subsequently identify the fluid or the mixture with the closest behaviour
to the theoretical optimum.

• R† is a state function that is the real gas equivalent of the specific gas constant Rspc in terms
of relation between cp and cv:

Rspc = c∗p − c∗v; R† = cp − cv (2.25)

Again, see Appendix 2.B for a complete derivation. This mean that R† → Rspc for low density
conditions while R† → 0 for liquids. This correctly model the fact that, from Eq 2.18, for
incompressible fluids, an adiabatic transformation is very close to an isotherm:

dv

dp
→ ∂v

∂p

∣∣∣∣
T

for R† → 0 (2.26)

The behavior of R† just described can be clearly seen in Fig 2.8 and Fig 2.9.

• R† is very useful for understanding how to model the fluid for ionic-fluids mixture application.
In fact, inserting a stream of particles in the fluid will equally increase both cp and cv so that
R† will not change. This can be modelled by simply increasing the value of c∗p(T ) by a fixed
amount depending on the concentration of the ionic particles in the fluid, while cdevp will remain
unchanged. For REFPROP based calculation, the same thing can be done increasing ∂h

∂T

∣∣
p

in
Eq 2.17. Is interesting to notice that increasing the particle concentration will decrease R†/cp

again making the adiabatic transformation closer to an isotherm.
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Figure 2.8: Behaviour of R†/cp as modelled by the Peng-Robinson EoS for a fixed c∗p fluid. Blue lines
represent super-critical isotherms, green lines correspond to sub-critical isotherms, and black lines depict
the critical isotherm. Note that in the supercritical region, each isotherm exhibits a distinct maximum for
R†/cp (indicated by the orange line), which is plotted against the relative temperature in the inset graph. The
volume at which the maximum occurs closely aligns with the critical volume for every isotherm. Furthermore,
at high temperatures or high specific volumes, the behavior approaches that of an ideal gas (as R†/cp levels
off to a specific value). Conversely, liquid behavior emerges under low-temperature sub-critical conditions
(R†/cp → 0).

Figure 2.9: Behaviour of R†/cp as modelled by the Peng-Robinson EoS for a fixed c∗p fluid (as in Fig 2.8).
Shown as contours in the p− t and p− v planes

Limiting Gradient for Real Gasses

Considering very shallow depths (∆z# → 0) the temperature profile in the well can be reconstructed
integrating Eq 2.19 with constant R†

cp
resulting in:

∆T =
g

v ∂p
∂T

∣∣∣
v

R†

cp
∆z (2.27)
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For this reason, the limiting equation (Eq 2.3) results in:

���Tamb +
g

v ∂p
∂T

∣∣∣
v

R†

cp
��∆z <���Tamb +∇Trocks��∆z (2.28)

Rearranging:

∇Trocks
# =

cp∇Trocks

g
>

R†

v ∂p
∂T

∣∣∣
v

(2.29)

Meaning that:

∇Trocks
#
lim =

R†

v ∂p
∂T

∣∣∣
v

(2.30)

Eq 2.30 can also be rewritten as:

∇Trocks
#
lim = −T

v

∂p
∂T

∣∣∣
v

∂p
∂v

∣∣∣
T

(2.31)

The limiting values presented in the equations above are consistent with the fact ∇Trocks
#
lim = 0

for liquids and 1 for ideal gasses (for which ∂p
∂T

∣∣∣
v
= R/v). The value of ∇Trocks

#
lim for a real gas is

shown in Fig 2.10.

Figure 2.10: Behaviour of ∇Trocks
#
lim for ∆z# → 0 for a real fluid modeled by the Peng-Robinson EoS

with a constant c∗p. Observe the plateau at ∇Trocks
#
lim = 1 representing the ideal-gas condition and the limit

for v → b for which the liquid behaviour emerges (∇Trocks
#
lim → 0). The orange lines indicate the locations

of maximum ∇Trocks
#
lim for each Trel

From the figure, a clear maximum emerges for trans-critical regions in which very high values of
∇Trocks

#
lim are observed (∇Trocks

#
lim → ∞ at the critical point). This phenomenon occurs because,

in such regions, a small change in pressure caused by an increase in depth results in a significant rise
in temperature, driven by the low value of ∂p

∂T

∣∣∣
v

in that area. This necessitates a higher geothermal
gradient to prevent the outlet temperature from the descending section from exceeding that of the
surrounding rocks.
As just said, these results are valid only as long as 1

∂p
∂T |v

R†

cp
is almost constant along the descending

section of the well.
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For higher values of ∆z#, Eq 2.30 can still be employed using a weighted mean of R†

v ∂p
∂T |v

along the

well defined as follows:

∇Trocks
#
lim =

R†

v ∂p
∂T

∣∣∣
v

∣∣∣∣∣∣
mean

=

∫ R†

v ∂p
∂T

∣∣∣
v

dz

cp

 cpin
∆z

(2.32)

Which has to be evaluated numerically during the integration of the descending section of the well.

Figure 2.11: Identification of different real gas behaviour regions: A) Ideal Gas Region (0.98 <

∇Trocks
#
lim < 1.2), B) Liquid and Super-Liquid region (∇Trocks

#
lim < 0.98), C) Trans-Critical region

∇Trocks
#
lim > 1.2

2.4.2 Real Gasses Behaviour for limited ∆z# and ∇Trocks
#
lim

Following the discoveries summarized in the introduction, three distinct regions, depicted in Fig
2.11, can be identified. These regions are characterized by different behaviors of the real gas:

A The Ideal-Gas region (∇Trocks
#
lim ≈ 1). , which can be modeled using the analytical relation

described in Paragraph 2.3.

B The Liquid and Super-Liquid region (∇Trocks
#
lim < 1), in which gas behavior gradually

approaches the analytical solution for liquids.

C The Trans-Critical region (∇Trocks
#
lim > 1), where higher geothermal gradients are typically

required for the system to operate, but high natural circulation effects are expected.

The behavior of the fluid in the last two regions will be described in the following paragraphs.

Liquid and Super-Liquid Behaviour

As already said, in the Liquid and Super-Liquid regions, the fluid behaviour gradually approaches
the analytic result derived in the previous section for an ideal liquid. The way in which this shift
happens is detailed in Fig 2.12. Moreover, in Fig 2.13 the same behaviour has been shown with
respect to ∇Trocks

##.
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Figure 2.12: Super-Liquid real gas behaviour compared with analytical solution for ideal gas and liquid.
(Peng-Robinson EoS, prel = 102, ∆z# = 10−3)

Figure 2.13: Same condition as Fig 2.12 plotted against ∇Trocks
##

From the figures, it is clear that for cooler (and hence less compressible) input states, not only
does the limiting ∇Trocks

# get closer to 0 (hence approaching the ideal liquid condition), but also
the extension of the range of gradients around the limiting point for which compressibility plays a
significant role becomes narrower and narrower. This shift is evident in the efficiency plot in Fig
2.13, where it is shown that for cooler temperatures, the value of ∇Trocks

## at which the gradient
starts to increase decreases.

Trans-Critical Behaviour

The exact same behaviour described for the Liquid and Super-Liquid regions is reversed for the
supercritical conditions (as shown in Fig 2.14 and in Fig 2.15). For state closer to the critical
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condition, ∇Trocks
#
lim increase (peaking for specific volumes around the critical one) and the region

influenced by the compressibility effect is extended.

Figure 2.14: Trans-critical real gas behaviour compared with analytical solution for ideal gas and liquid.
(Peng-Robinson EoS, Trel = 102, ∆z# = 10−3)

Figure 2.15: Same condition as Fig 2.14 plotted against ∇Trocks
##

2.4.3 Real Gasses Behaviour for higher ∆z# and ∇Trocks
#

Thermosyphon effect in Super-liquid Condition

When either ∆z# or ∇Trocks
# started to increase, the conditions in the ascending and descending

well will become non uniform. Moreover the difference between densities in the two wells can drive
a significant natural circulation or pressurization. This is evident by looking at Fig 2.16, where, in
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the region highlighted by the square, the predicted power output from the well become much higher
that the base case represented by ideal gasses and liquid behaviour.

Figure 2.16: Non-dimensional power extraction from a well (input condition: Trel = 0.5 and prel = 20) for
different ∇Trocks

# and ∆z#. The region displaying enhanced pressurization is highlighted in the box, and
can be identified looking at the departure of real fluid behavior from both liquid and ideal gas predictions.
The dots marks the calculation conditions for the points shown in Tab 2.3

To gain a better understanding of the phenomenon, we can compare the properties liquid and ideal
and real gases at a specific condition marked with a circle in Fig 2.16. The properties are shown in
Tab 2.3.

Table 2.3: Properties change inside the well for different fluid models in the condition marked in Fig 2.16
(Trel = 0.5, prel = 20, ∇Trocks

# = 7.57, ∆z# = 1)

Point Real Gas Ideal Gas Liquid
p/p0 T/T0 ρ/ρ0 p/p0 T/T0 ρ/ρ0 p/p0 T/T0 ρ/ρ0

0 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00 1,00
1 3,27 1,16 1,07 11,3 2,00 5,66 3,19 1,00 1,00
2 3,27 8,58 0,58 11,3 8,58 1,32 3,19 8,58 1,00
3 2,10 8,32 0,48 7,33 7,58 0,97 1,00 8,58 1,00

Note: Underlined values are fixed inputs (same for each fluid), Bold values are output
of interest (pressure and temperature). In yellow is highlighted the change in density in

the heating section. In red is highlighted the temperature at the outlet of the descending
section. Points numbering refers to Fig 2.1

From the table, it becomes evident that the specific work increase for real gasses is due to the fact
that it combines the behaviour of liquid and ideal gasses.
The notable pressure rise observed at the outlet predominantly arises from the expansion occurring
in the heating section (highlighted in yellow in the table). Consequently, in the vertical segments, the
compressibility of the fluid has a reduced effect, resulting in only a marginal change of temperature
in them. This means that, in these conditions, the gas will emerge from the well hotter for a real
gas than for an ideal gas, but more importantly that the inlet of the heating section (highlighted in
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red in the table) will be cooler allowing more heat to be extracted.

Thermosyphon effect Localization

But where does this effect actually start? To have a clearer picture is possible to plot the difference
in specific energy extraction between liquid behaviour an real gas. In this new perspective, shown
in Fig 2.17, the moment in which the value of ẇ# started to rise for a real gas is much easier to
identify. Moreover, the graph on the right shows that ẇ# started to rise almost for the same value
of ∇Trocks

#∆z#

Figure 2.17: Ration between the predicted non-dimensional power extraction for a real-gas and a liquid
(input condition: Trel = 0.5 and prel = 20) for different ∇Trocks

# and ∆z#. On the right the ration is
plotted against ∇Trocks

#∆z# showing that, regardless of the depth, the increased natural circulation effect
begins for ∇Trocks

#∆z# ≈ 2.

This can be explained considering that ∇Trocks
#∆z# = ∇Trocks∆z

Tamb
= T2−Tamb

Tamb
. Hence, saying that

the specific work increase happens at a specific ∇Trocks
#∆z# regardless of the well depth, means

that the system has to reach a specific temperature at the outlet of the reservoir regardless of the
down-hole pressure. This is reasonable considering the behaviour of super-liquid fluids shown in
Fig 2.8, for which real gas behaviour tends to behaves like ideal gasses for higher temperatures
regardless of the pressure.
Unfortunately a very high temperature is needed for reaching this super-liquid condition. For
example ∇Trocks

#∆z# ≈ 2, the condition for which in Fig 2.17 the real fluid behaviour barely
starts to detach from the liquid, means that the temperature reached at the outlet of the heating
section is twice (in K ) the inlet temperature. Hence if the inlet temperature is 20°C (293.15K) the
temperature of the fluid at the outlet of the reservoir must be at least 313°C (586.30K) for this effect
to start playing a role. A temperature that is quite difficult to find in real geothermal conditions,
though not impossible especially condition that there are almost no depth limitation.

Thermosyphon effect in Trans-Critical Condition

By lowering the inlet pressure to a sub-critical level is possible to make the fluid to exchange heat
with the reservoir rocks in trans-critical, or even phase-changing conditions. This result in a steeper
density increase in the heating section that can be achieved even with lower temperatures.
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This effect can be spotted from Fig 2.18 but is more evident when considering the ratio between
the extracted work by a real gas and a liquid (Fig 2.19).

Figure 2.18: Non-dimensional power extraction from a well (input condition: Trel = 0.5 and prel = 0.25)
for different ∇Trocks

# and ∆z#. The region displaying enhanced pressurization because of the trans-critical
density increase is highlighted in the box.

Figure 2.19: Ration between the predicted non-dimensional power extraction for a real-gas and a liquid
(input condition: Trel = 0.5 and prel = 20) for different ∇Trocks

# and ∆z#. On the right the ration is
plotted against ∇Trocks

#∆z#.

From Fig 2.19 is also evident that the power output increase for the shallower condition (∆z#=0.01)
is much steeper than the others. This can be explained by the fact that for such shallow depth the
pressure reached down-hole does not reach the critical pressure, hence the fluid evaporate in the
heating section if the surrounding rocks temperature is high enough suddenly changing its density.
In Fig 2.20 the profile of pressure and temperature change inside the well in the condition highlighted
before is superimposed to the R†/cp plot of Fig 2.9.
From the plot is clear that injecting at higher pressure (pink curve - marked point in Fig 2.16)
means that an higher temperature rise is needed to reach the region with higher density change.
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Figure 2.20: Pressure and Temperature change inside the well for real gas given different conditions.
Superimposed on the R†/cp plot. In blue: Point 1 in Fig 2.19, Trel = 0.5, prel = 0.25, ∇Trocks

# = 81.80,
∆z# = 0.01. In yellow : Point 2 in Fig 2.19, Trel = 0.5, prel = 0.25, ∇Trocks

# = 34, 87, ∆z# = 10−1.5. In
orange: Point marked in Fig 2.16, Trel = 0.5, prel = 20, ∇Trocks

# = 7.57, ∆z# = 1

On the other hand, the other two curves (blue curve - point 1 in Fig 2.20, yellow curve - point 2)
shows that, if a sub-critical inlet pressure is imposed, a much lower reservoir temperature is required
to reach a low-density state down-hole.
Another interesting thing to notice is that, for trans-critical conditions, the optimal condition at
the outlet of the heating section is the one that maximize R†/cp, which helps the identification of
the optimal gradient.
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2.5 Conclusion

The following conclusions can be retrieved from the results just presented:

• There is a minimum geothermal gradient, different from each fluid condition, below which
no power can be extracted from the well. The local formulation of this limit for real fluids is
the following:

∇Trocks
#
lim =

R†

v ∂p
∂T

∣∣∣
v

(2.33)

∇Trocks
#
lim = 1 for ideal gassed and 0 for liquids. For deep wells, for which the condition of the

fluid change significantly while descending, a mean value of the limit should be considered:

∇Trocks
#
lim =

R†

v ∂p
∂T

∣∣∣
v

∣∣∣∣∣∣
mean

=

∫ R†

v ∂p
∂T

∣∣∣
v

dz

cp

 cpin
∆z

(2.34)

• For low gradients, close to ∇Trocks
#
lim, the specific power extraction drops. Despite of this, for

compressible fluids the exergy efficiency of the power extraction process increases approaching
1, as, in relative therms more thermal power is converted in pressure increase at the outlet.
On the other hand for completely uncompressible fluids efficiency approaches 0.5 as power
production decrease.

• For high geothermal gradients the behaviour of compressible and uncompressible fluids be-
comes similar as the compression effect due to the descent in the geothermal well becomes
negligible compared with the great increase in temperature.

• In some specific condition real-fluids injected with liquid-like density can undergo a significant
density decrease in the reservoir allowing much more specific power to be produced, up to 2.5
times more if compared with liquid in the same condition. This is because most of the power
is extracted in form of latent heat caused by the density decrease. The optimal condition to
obtain these effect is the ones in which the fluid is injected as fluid at relatively low pressure
so that it will not be much higher that the critical pressure after the natural compression that
occurs while reaching the reservoir.
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Appendices

2.A Liquid and Ideal Gasses Analytic Derivation

2.A.1 Liquids

For liquids (ρ = const.), the analytical solution of the equations of the system is straightforward.
For the ascending and descending sections, integrating Eq 2.1 and Eq 2.2 results in:

∆p = ρg∆z (2.35)

∆T = 0 (2.36)

which, together with the heating section’s conditions (Tab 2.1), simplifies in:

∆p3→0 = 0. (2.37)

∆h3→0 = cp (T3 − T0) = cp∇Trocks∆z (2.38)

It is interesting to notice that, because of Eq 2.36, T1 = Tamb, hence the limiting equation (Eq 2.3)
reduces to:

∇Trocks > 0 (2.39)

Overall System

From the relations described above, system performances can be retrieved:

ẇ = ∆h3→0 = cp∇Trocks∆z (2.40)

ėx = ∆h3→0 − Tamb∆s3→0 = cpTamb

[
∇Trocks∆z

Tamb
− ln

(
1 +

∇Trocks∆z

Tamb

)]
(2.41)

ηex =
ėx

cf ẇ
=

����cpTamb

[
∇Trocks∆z

Tamb
− ln

(
1 + ∇Trocks∆z

Tamb

)]
cf ����cpTamb

∇Trocks∆z
Tamb

=

1− ln
(
1 + ∇Trocks∆z

Tamb

)
∇Trocks∆z

Tamb

 /cf (2.42)

Because of the absence of pressurization, the amount of exergy that can be extracted trough direct
expansion is zero:

[ẇdexmin
, ẇdexmax ] = [0., 0.] (2.43)
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2.A.2 Ideal Gasses

Ascending/Descending Section

For ideal gasses, the vertical sections can be evaluated considering the adiabatic compression rela-
tions:

pout
pin

=

(
Tout

Tin

) γ
γ−1

(2.44)

∆h = cp (Tout − Tin) (2.45)

Where γ is the heat capacity ratio. Combining Eq 2.2 and Eq 2.45 results in:

∆h = g∆z = cpTin

(
Tout

Tin
− 1

)
(2.46)

Rearranging:

τin→out =
Tout

Tin
= 1 +

g∆z

cpTin
(2.47)

Which is correct for the descending section (the outlet temperature is higher than the inlet). For
the ascending section, the formula can be reversed as:

τin→out =
Tout

Tin
= 1− g∆z

cpTin
(2.48)

Two different formulation are needed as ∆z has been considered positive in both formulas.
The compression ratio can be evaluated from the temperature ratio:

βin→out =
pout
pin

= τin→out

γ
γ−1 (2.49)

Heating Section

The heating section can be modelled using the relations presented in Tab 2.1. Moreover, because
of Eq 2.47, Eq 2.3 can be rewritten as:

Tamb +∇Trocks∆z >

(
1 +

g∆z

cpTamb

)
Tamb (2.50)

Which can be simplified in:
cp∇Trocks

g
> 1 (2.51)

This means that the geothermal gradient has a lower limit below which the system cannot operate
with an ideal gas as working fluid, for example, considering a system which employs air (cp = 1

kJ/(kg K)), the minimum heat flux is ∇Trocksmin = 9.81 °C/km. Which is not negligible, meaning
that geothermal systems based on compressible fluids are usually more suitable for regions
with high heat flux.

Overall System

To assess the influence of direct expansion on the overall power production, it is essential to evaluate
the pressure and temperature ratios across the expansion process.
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Given that pressure remains constant in the heating section (p1 = p2) and in the surface plant
heat exchangers (p3 = p3′ and p3′′ = p0), the pressure ratio is unaffected by the placement of
the expansion within the surface equipment. Therefore, it can be determined by considering the
pressure ratios of the ascending and descending sections.

βexp = β3→0 =
p3
p2

p2
p0

= β2→3β0→1 =

[(
1− g∆z

c∗pT2

)(
1 +

g∆z

c∗pTamb

)] γ
γ−1

(2.52)

Because of this, for ideal gasses, the temperature ratio is constant as well:

τexp = βexp
γ−1
γ =

(
1− g∆z

c∗pT2

)(
1 +

g∆z

c∗pTamb

)
(2.53)

The specific energy extraction can be easily identified evaluating the enthalpy variation between
the inlet and the outlet:

ẇ = ∆h3→0 = c∗p (T3 − Tamb) = c∗pTamb (τ3→0 − 1) (2.54)

with:
τ3→0 =

T3

Tamb
=

τ2→3T2

Tamb
=

(
1− g∆z

c∗pT2

)
T2

Tamb
(2.55)

Is important to notice that while βexp = β3→0, τexp ̸= τ3→0, this is because both in the heating
section and in the surface plant heat exchangers the temperature will not remain fixed.
This play an important role for the specific exergy calculation:

ėx = ∆h3→0 − Tamb∆s3→0 = c∗pTamb

[
(τ3→0 − 1)−

(
ln (τ3→0)−

Rspc

c∗p
ln (β3→0)

)]
(2.56)

by substituting βexp = τexp
γ

γ−1 :

ėx = c∗pTamb

[
(τ3→0 − 1)−

(
ln (τ3→0)−

�
�
�Rspc

c∗p
ln
(
τexp�

�γ
γ−1

))]
(2.57)

Resulting in:

ėx = c∗pTamb

[
(τ3→0 − 1)− ln

(
τ3→0

τexp

)]
(2.58)

Or, expliciting:

ėx = c∗pTamb

(1− g∆z

c∗pT2

)
T2

Tamb
− 1− ln

 T2
Tamb

1 + g∆z
c∗pTamb

 (2.59)

The exergy efficiency follow from Eq 2.58 and Eq 2.54:

ηex =
ėx

cf ẇ
=

����c∗pTamb

[
(τ3→0 − 1)− ln

(
τ3→0
τexp

)]
cf ����c∗pTamb (τ3→0 − 1)

=

1− ln
(
τ3→0
τexp

)
τ3→0 − 1

 /cf (2.60)

The relative impact of the direct expansion on power production can be evaluated starting from Eq
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2.8, considering that:

∆h3′→0 = c∗pTamb

(
T3′

Tamb
− 1

)
= c∗pTamb (τ3′→0 − 1) (2.61)

∆h3→3′′ = c∗pT3

(
1− T3′′

T3

)
= c∗pTamb

(
1− 1

τ3→3′′

)
(2.62)

Anyway, as τexp is independent on the location of the expansion in the surface cycle, it can be
noticed that:

τ3′→0 = τ3→3′′ = τexp (2.63)

resulting in:

[ẇdexmin
, ẇdexmax ] =

����c∗pTamb

[
τexp − 1,

τexp−1
τexp

]
����c∗pTamb (τ3→0 − 1)

(2.64)

2.A.3 Adimensionalization

Some interesting non dimensional parameter have emerged form the analysis above:

∆z# =
g∆z

cpTamb
(2.65)

∇Trocks
# =

cp∇Trocks

g
(2.66)

From which it results:
∇Trocks∆z

Tamb
= ∆z#∇Trocks

# (2.67)

Moreover, the specific energy and exergy can be adimensionalized as follows:

ẇ# =
ẇ

cpTamb
(2.68)

ė#x =
ėx

cpTamb
(2.69)

Finally, temperatures can be adimensionalized with respect to the ambient temperature:

Tx
# =

Tx

Tamb
(2.70)

Hence:

T2
# =

T2

Tamb
= 1 +

∇Trocks∆z

Tamb
= 1 +∆z#∇Trocks

# (2.71)

Given these adimensional parameter the results for liquid and ideal gasses can be rewritten as:

A - Liquids

ẇ# = ∆z#∇Trocks
# (2.72)

ė#x =
(
∆z#∇Trocks

# − ln
(
1 + ∆z#∇Trocks

#
))

(2.73)

P. Ungar 48



2.A. Liquid and Ideal Gasses Analytic Derivation

ηex =

[
1−

ln
(
1 + ∆z#∇Trocks

#
)

∆z#∇Trocks
#

]
/cf (2.74)

B - Ideal Gasses

ẇ# = (τ3→0 − 1) (2.75)

ė#x =

[
(τ3→0 − 1)− ln

(
τ3→0

τexp

)]
(2.76)

[ẇdexmin
, ẇdexmax ] =

τexp − 1

τ3→0 − 1

[
1,

1

τexp

]
(2.77)

With:

τ3→0 =

(
1− ∆z#

T2
#

)
T2

# = 1 +∆z#∇Trocks
# −∆z# (2.78)

τexp =

(
1− ∆z#

T2
#

)(
1 + ∆z#

)
=
(
1 + ∆z#∇Trocks

# −∆z#
) 1 + ∆z#

1 + ∆z#∇Trocks
#

(2.79)

Substituting the latter two equations in the previous ones results in the final formulation:

ẇ# = ∆z#
(
∇Trocks

# − 1
)

(2.80)

ė#x = ẇ# − ln

(
1 + ∆z#∇Trocks

#

1 + ∆z#

)
(2.81)

ηex =
ėx

cf ẇ
=

1− ln
(
1+∆z#∇Trocks

#

1+∆z#

)
∆z#

(
∇Trocks

# − 1
)
 /cf (2.82)

[ẇdexmin
, ẇdexmax ] =

∆z#

1 + ∆z#∇Trocks
#

[
1,

1

τexp

]
(2.83)

Where the specific energy ratios has been simplified considering:

τexp − 1

τ3→0 − 1
=

(
T2

# −∆z#
)

1+∆z#

T2
# − 1

T2
# −∆z# − 1

=

(
T2

# −∆z#
) (

1 + ∆z#
)
− T2

#

T2
#
(
T2

# −∆z# − 1
) (2.84)

Which, with some analytic manipulations, results in:

τexp − 1

τ3→0 − 1
= �

��T2
# −∆z# + T2

#∆z# −∆z#
2 −�

��T2
#

T2
#
(
T2

# −∆z# − 1
) =

∆z#((((((((((
T2

# −∆z# − 1
)

T2
#
((((((((((
T2

# −∆z# − 1
) (2.85)

2.A.4 Liquid and Ideal Gas Prediction Validation

To assess the consistency of real gas behavior with ideal gas and liquid predictions, two different
simulations were conducted. Ideal gas behavior has been checked setting real gas properties to those
of nitrogen at ambient conditions (cp = 1.039 kJ/(kg K), Trel = 2.298, prel = 0.03), while for liquid-
based predictions, the real gas model was integrated using the properties of water again at ambient
conditions (cp = 4.184 kJ/(kg K), Trel = 0.448, prel = 0.0046). In both cases the calculation have
been performed using REFPROP to check the consistency even of the most complex form of real
gas behaviour.
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The results are presented in Fig 2.A.1 and Fig 2.A.2. In the case of ideal gases, there is nearly
perfect agreement between the two models. In contrast, the liquid case exhibits some disagreements.
This discrepancy primarily arises from the fact that no liquid is perfectly incompressible, and for
smaller values of ∇Trocks

#, the effect of the residual compressibility become more evident.

Figure 2.A.1: Comparison of nitrogen behavior, modelled with REFPROP under ambient conditions (Tamb

= 20°C, p0 = 1.01 bar → Trel = 2.298, prel = 0.03) with ideal gas prediction. Nitrogen behavior is denoted
by dots, while ideal gas behavior is represented by lines.

Figure 2.A.2: Comparison of water behaviour, modelled with REFPROP under ambient conditions (Tamb

= 20°C, p0 = 1.01 bar → Trel = 0.448, prel = 0.0046) with liquid prediction. Water behavior is denoted by
dots, while ideal gas behavior is represented by lines. Note that the two behaviours diverges for lower values
of ∇Trocks

#. REFPROP was not able to compute the results for higher values of ∇Trocks
#
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2.B Integration Systems Derivation

2.B.1 Ascending/Descending Section

Enthalpy and Density Relation

To properly integrate the system defined by Eq 2.1 and Eq 2.2 the relation between enthalpy and
density has to be made explicit.
This can be done considering that:

dh =
∂h

∂T

∣∣∣∣
p

dT +
∂h

∂p

∣∣∣∣
T

dp (2.86)

By substituting equations Eq 2.1 and Eq 2.2 in Eq 2.86 and rearranging:

dT = −
v − ∂h

∂p

∣∣∣
T

∂h
∂T

∣∣
p

g

v
dz (2.87)

Specific volume derivative with depth can be calculated using Eq 2.87 starting from:

dv =
∂v

∂T

∣∣∣∣
p

dT +
∂v

∂p

∣∣∣∣
T

dp (2.88)

Resulting in:

dv = −

 ∂v

∂T

∣∣∣∣
p

v − ∂h
∂p

∣∣∣
T

∂h
∂T

∣∣
p

+
∂v

∂p

∣∣∣∣
T

 g

v
dz (2.89)

Specific Volume Derivative Evaluation Pressure partial derivatives are easier to compute
than other ones as a generic EoS can be usually written in the form p = f(T, v). For this reason
is better to rewrite the specific volume partial derivatives that appears in the previous equations
( ∂v
∂p

∣∣∣
T

and ∂v
∂T

∣∣
p
) in terms of pressure partial derivatives.

For ∂v
∂p

∣∣∣
T

the substitution is straightforward as:

∂v

∂p

∣∣∣∣
T

= 1/
∂p

∂v

∣∣∣∣
T

(2.90)

On the other hand, ∂v
∂T

∣∣
p

can be evaluate starting from:

dp =
∂p

∂T

∣∣∣∣
v

dT +
∂p

∂v

∣∣∣∣
T

dv (2.91)

For a fixed pressure transformation dp = 0 and, from Eq 2.91:

∂v

∂T

∣∣∣∣
p

= − ∂p

∂T

∣∣∣∣
v

/
∂p

∂v

∣∣∣∣
T

(2.92)
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Reassembling Eq 2.89:

dv =
1

∂p
∂v

∣∣∣
T

 ∂p

∂T

∣∣∣∣
v

v − ∂h
∂p

∣∣∣
T

∂h
∂T

∣∣
p

− 1

 g

v
dz (2.93)

Enthalpy Derivative Evaluation

Remarks on Enthalpy definition Enthalpy derivative with pressure and temperature can be
evaluated considering that, for a generic EoS, enthalpy is composed of an ideal contribute and a
departure function [1]:

h = h∗ + hdep (2.94)

The ideal enthalpy is function of the temperature only and can be evaluated knowing the ideal gas
cp (called c∗p).

h∗ =

∫ T

T0

c∗p(T ) dT (2.95)

Where T0 is the reference state temperature.
On the other hand, the departure function can be evaluated through some thermodynamic consid-
eration integrating the generic EoS from a zero-density state (where any fluid is an ideal gas) to the
desired condition. [2, Chapter 4]:

hdep = pv −RspcT +

∫ v

∞

(
T

∂p

∂T

∣∣∣∣
v

− p

)
dv (2.96)

Where Rspc = R/Mmolar is the specific gas constant and the integral in Eq 2.96 represent the
difference in the expansion work between the ideal and real gas.

Partial derivative with respect to T and v The partial derivative of the enthalpy departure
can be calculated with respect to T and v.

dhdep =
∂hdep

∂T

∣∣∣∣
v

dT +
∂hdep

∂v

∣∣∣∣
T

dv (2.97)

∂hdep

∂T

∣∣∣∣
v

= v
∂p

∂T

∣∣∣∣
v

−Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv (2.98)

∂hdep

∂v

∣∣∣∣
T

= v
∂p

∂v

∣∣∣∣
T

+ p+

(
T

∂p

∂T

∣∣∣∣
v

− p

)
= v

∂p

∂v

∣∣∣∣
T

+ T
∂p

∂T

∣∣∣∣
v

(2.99)

Partial derivative with respect to T and p By rewriting Eq 2.97 using Eq 2.88 is possible to
obtain the partial derivative with respect to p and T :

dhdep =
∂hdep

∂T

∣∣∣∣
v

dT +
∂hdep

∂v

∣∣∣∣
T

(
∂v

∂T

∣∣∣∣
p

dT +
∂v

∂p

∣∣∣∣
T

dp

)
(2.100)

Rearranging:

dhdep =

(
∂hdep

∂T

∣∣∣∣
v

+
∂hdep

∂v

∣∣∣∣
T

∂v

∂T

∣∣∣∣
p

)
dT +

∂hdep

∂v

∣∣∣∣
T

∂v

∂p

∣∣∣∣
T

dp (2.101)
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Resulting in:
∂hdep

∂T

∣∣∣∣
p

=
∂hdep

∂T

∣∣∣∣
v

+
∂hdep

∂v

∣∣∣∣
T

∂v

∂T

∣∣∣∣
p

(2.102)

∂hdep

∂p

∣∣∣∣
T

=
∂hdep

∂v

∣∣∣∣
T

∂v

∂p

∣∣∣∣
T

(2.103)

Finally, assembling together Eq 2.94, Eq 2.95, Eq 2.98, Eq 2.99, Eq 2.102 and Eq 2.103 is possible
to obtain the final derivation for the enthalpy derivative:

∂h

∂T

∣∣∣∣
p

= c∗p(T )−Rspc +

(
v + T

∂v

∂T

∣∣∣∣
p

)
∂p

∂T

∣∣∣∣
v

+ v
∂p

∂v

∣∣∣∣
T

∂v

∂T

∣∣∣∣
p

+

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv (2.104)

∂h

∂p

∣∣∣∣
T

= v + T
∂p

∂T

∣∣∣∣
v

∂v

∂p

∣∣∣∣
T

(2.105)

Finally, replacing specific volume derivatives using Eq 2.90 and Eq 2.92:

∂h

∂T

∣∣∣∣
p

= c∗p(T ) +R† −Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv (2.106)

∂h

∂p

∣∣∣∣
T

= v − v† (2.107)

with R† = v† ∂p
∂T

∣∣∣
v

and v† = −T ∂p
∂T

∣∣∣
v
/ ∂p

∂v

∣∣∣
T

Final Equation

The equation presented in section 2.2.1 is found substituting Eq 2.106 and Eq 2.107 in Eq 2.93.

dv =
1

∂p
∂v

∣∣∣
T

(
1− R†

cp

)
dp (2.108)

With:

cp = c∗p +R† −Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv (2.109)

And:

R† = −T

(
∂p

∂T

∣∣∣∣
v

)2

/
∂p

∂v

∣∣∣∣
T

(2.110)

2.B.2 Iso-entropic Expansion

Once the fluid has reached the surface, the amount of work that can be extracted trough a direct
expansion can be evaluate considering an iso-entropic expansion. Eq 2.108 can be used for this
purpose as and adiabatic compression is also iso-entropic.

2.B.3 Analytic relation check

To check the correctness of the analytic derivation presented here, Eq 2.17 and Eq 2.18 have been
integrated retrieving the fluid properties with REFPROP [3]. The result have been compared with
the direct integration of equations Eq 2.1 and Eq 2.2 which is possible using REFPROP (but not
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using a generic EoS). The integration has been performed with both water and CO2. The results,
shown in Fig 2.B.1, prove the correctness of the derivation.

Figure 2.B.1: Analytic Relation Check: marks are calculation points for the RK integration process (x:
integration based on Eq 2.17, +: integration based in Eq 2.18). lines represent the integration based directly
on Eq 2.1 and Eq 2.2

2.B.4 Final Remarks

Remarks on R†

The R† presented in Eq 2.110 is the real gas equivalent, in terms of cp and cv relation, of the specific
gas constant Rspc:

Rspc = c∗p − c∗v; R† = cp − cv (2.111)

To prove this we can directly evaluate cp − cv using the equations derived before:

cp =
∂h

∂T

∣∣∣∣
p

= c∗p +R† −Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv (2.112)

Where Eq 2.106 has been used. cv also can be calculated from its definition:

cv =
∂u

∂T

∣∣∣∣
v

=
∂h− pv

∂T

∣∣∣∣
v

=
∂h

∂T

∣∣∣∣
v

− ∂pv

∂T

∣∣∣∣
v

=
∂h

∂T

∣∣∣∣
v

− v
∂p

∂T

∣∣∣∣
v

(2.113)

Which, remembering that h = h∗ + hdep and substituting Eq 2.99 result in:

cv =
∂h∗

∂T

∣∣∣∣
v

+
∂hdep

∂T

∣∣∣∣
v

− v
∂p

∂T

∣∣∣∣
v

= c∗p −Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv (2.114)

By combining the equations for cp and cv:

cp − cv = c∗p +R† −Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv −
(
c∗p −Rspc +

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv

)
= R† (2.115)
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To conclude, two interesting aspects about R† can be highlighted starting from its definition:

R† = −T

(
∂p

∂T

∣∣∣∣
v

)2

/
∂p

∂v

∣∣∣∣
T

(2.116)

First of all, by substituting the ideal gas EoS
(
p =

RspcT
v

)
in the above equation:

R† = −T

(
Rspc

v

)2(
− v2

RspcT

)
= Rspc (2.117)

Hence, as expected, as long as the fluid behave like an ideal gas, R† = Rspc.
Moreover, for incompressible fluids ∂p

∂v

∣∣∣
T
→ ∞ hence R† → 0 and, again as expected, cp → cv

Remarks on γ†

Eq 2.108 can be rewritten as:

dp =
∂p

∂v

∣∣∣∣
T

γ†dv (2.118)

Where:
γ† =

1

1− R†

cp

=
cp

cp − (cp − cv)
=

cp
cv

(2.119)

Hence, as for R†, γ† is the real gas equivalent of the ideal heat capacity ratio γ = c∗p/c
∗
v
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2.C Equation of State Analysis

2.C.1 Introduction

In order to limit the number of parameters to be optimized a simple two or three parameters cubic
EoS has been considered.
The general form of such equation of state can be summarize as [2]:

p =
RT

v − b
− a(T )

(v − r1b)(v − r2b)
(2.120)

Where a(T ), r1 and r2 depend on the selected equation of state as specified in the table below:

Table 2.C.1: Parameters for Different Cubic EoS (adapted from [1] and [2])

EoS Paremeters Year a(T) r1 r2

Van der Waals 2: a, b 1890 a 0 0

Redlich-Kwong [4] 2: a, b 1949 a/
√
T 0 -1

Soave 3: a, b, ω 1972 a[1 + f(ω)(1−
√

T/Tc)]
2 0 -1

Peng-Robinson 3: a, b, ω 1976 a[1 + g(ω)(1−
√

T/Tc)]
2 -

√
2-1

√
2-1

Note: f(ω) = 0.48 + 1.574ω − 0.176ω2 — g(ω) = 0.37464 + 1.54226ω − 0.26992ω2.

From Eq 2.120 is possible to evaluate the pressure derivatives and the integrals used for the evalu-
ation of different state parameters:

Derivatives
∂p

∂T

∣∣∣∣
v

=
R

v − b
− 1

(v − r1b)(v − r2b)

da(T )

dT
(2.121)

∂p

∂v

∣∣∣∣
T

= − RT

(v − b)2
− b(r1 + r2)− 2v

(v − r1b)2(v − r2b)2
a(T ) (2.122)

∂2p

∂T 2

∣∣∣∣
v

= − 1

(v − r1b)(v − r2b)

d2a(T )

dT 2
(2.123)

∂2p

∂v2

∣∣∣∣
T

=
2RT

(v − b)3
− (2v − b(r1 + r2))

2 − (v − r1b)(v − r2b)

(v − r1b)3(v − r2b)3
2a(T ) (2.124)

Integrals ∫ v

∞

(
T

∂p

∂T

∣∣∣∣
v

− p

)
dv =

(
a(T )− T

da(T )

dT

) ln
(
v−br1
v−br2

)
b(r1 − r2)

(2.125)

∫ v

∞

(
R

v
− ∂p

∂T

∣∣∣∣
v

)
dv = Rln

(
RT/p

v − b

)
+

da(T )

dT

ln
(
v−br1
v−br2

)
b(r1 − r2)

(2.126)

∫ v

∞

(
RT

v
− p

)
dv = RTln

(
RT/p

v − b

)
+ a(T )

ln
(
v−br1
v−br2

)
b(r1 − r2)

(2.127)
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∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv = −T
d2a(T )

dT 2

ln
(
v−br1
v−br2

)
b(r1 − r2)

(2.128)

State Variables

From the equation above the departure function from the real gas case can be evaluate for each
state variable, they have been summarized in the table below:

Table 2.C.2: State Variables for Generic Cubic EoS

State Variable Departure Contribution
general formula Cubic EoS Evaluation

Internal Energy (u)
∫ v
∞

(
T ∂p

∂T

∣∣∣
v
− p
)
dv aunl(T )f(v)

Enthalpy (h) udep + pv −RT aunl(T )f(v) + pv −RT

Entropy (s)
∫ v
∞

(
∂p
∂T

∣∣∣
v
− R

v

)
dv - g(v)− da(T )

dT f(v)

Helmholtz Energy (a)
∫ v
∞
(
RT
v − p

)
dv Tg(v) + a(T )f(v)

Gibbs Free Energy (g) adep −RTln
( pv
RT

)
+ pv −RT RT

(
ln
(

RT
p(v−b)

)
− 1
)
+ a(T )f(v) + pv

Fugacity (lnφ) gdep / RT ln
(

RT
p(v−b)

)
+ Z − 1 + a(T )

RT f(v)

Note: aunl(T ) = a(T )− T da(T )
dT ; f(v) = ln

(
v−br1
v−br2

)
/ b(r1 − r2); g(v) = Rln

(
RT/p
v−b

)
.

2.C.2 State Evaluation

The EoS as defined in Eq 2.120 can be rewritten as a cubic when pressure and temperature are
provided to evaluate the specific volume:

v3 − v2 b

β
A1 + v

b2

β2
A2 −

b3

β3
A3 = 0 (2.129)

Where:
A1 = β (r1 + r2 + 1) + 1 (2.130)

A2 = β [βr1r2 + α+ (r1 + r2) (β + 1)] (2.131)

A3 = β2 [r1r2 (β + 1) + α] (2.132)

And:
α =

a(T )

bRT
(2.133)

β =
bP

RT
(2.134)

Eq 2.129 can be rewritten in terms of the compressibility factor (Z) given the relation between v

and Z (v = Z b/β):

Z3 −Z2A1 +ZA2 −A3 = 0 (2.135)
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Depending on the condition, Eq 2.129 can have either one or three real roots. In case of multiple
roots, the smallest and largest solution correspond to the specific volume of a liquid and a vapour
state respectively, while the third root, with an intermediate specific volume, is related to an unstable
state. Of the two possible stable states the one with lower Gibbs free energy (or fugacity) is the
one on which the physical system will settle. If they both have the same fugacity the system is in
the saturation state and the two states can coexist.

2.C.3 Saturation Condition Evaluation

Because of this, to identify the saturation pressure for a given sub-critical isotherm an iterative
process is needed. The iteration process is represented in Fig. 2.C.1. To speed up the calculations
a bisection method has been implemented exploiting the fact that the value of pr = p / pcrit is
bounded between 0 and 1 for saturation pressures.

Figure 2.C.1: psat calculation procedure

As presented in Fig 2.C.1, if for a specific guess pressure the EoS has only one root, the parameter
ξ = a(T ) / (v− b) has been used to discern between the liquid and the vapour phase. In fact, ξ can
be seen as the relative strength of the attraction and repulsion molecular forces in the EoS. In liquid
phase the repulsion forces dominates, hence ξ will reach very high values, while in vapour phase ξ

will tends to zero. The critical condition is the one in which the two molecular forces balance out
and hence it has been used as a reference.
The identification of the saturation condition is needed for the estimation of pressure or temperature
given the specific volume and is one of the slowest process in the state evaluation. To further speed
up the calculation, a polynomial interpolation has been used to predict the saturation condition
without the need of an iterative process. The iteration is then repeated only for states whose volume
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is within the interval [0.98vliq, 1.02vvap] that consider a 2% tolerance to account for the accuracy of
the polynomial interpolation.

2.C.4 Comparison with REFPROP

To assess the error associated with the application of a cubic EoS in the system integration, the
EoS-derived results were compared to the state variables obtained from REFPROP [3], a widely
recognized benchmark in the literature, for two simple fluids (CO2 and methane). The results of
the comparison is shown in the following figures. From them, it is possible to derive the following
takeaways:

• A two-parameter EoS can not precisely predict the saturation pressure of different substances,
while, for simple fluids, three parameter EoS appears to be accurate enough. (reference to Fig
2.C.2)

• Three parameter EoS appears to be accurate enough also in the prediction of other variable
of state (enthalpy and entropy). (reference to Fig 2.C.3)

• All of the selected EoS fail to accurately replicate the profile of R†/cp, particularly in the
high-density supercritical regions. This presents a concern as this parameter plays a crucial
role in the integration of the vertical sections (refer to Eq 2.18). Nevertheless, each EoS
considered is able to capture the general trend of R†/cp. This implies that while they may
not provide precise evaluations, they can still be employed for a qualitative analysis of the
system’s behavior with real fluids. (reference to Fig 2.C.4)

Figure 2.C.2: p−v relationship prediction for different EoS, Observe that two-parameter EoS are unable to
precisely predict the saturation pressure, as it varies among different substances. The Redlich-Kwong EoS,
for instance, tends to provide an approximation close to the mean value. The introduction of the acentric
factor (ω) enables the assignment of distinct saturation pressures to different fluids.
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Figure 2.C.3: p− h and p− s relationship prediction for different EoS

Figure 2.C.4: R†/cp profile prediction for different EoS: Note that, once again, the Redlich-Kwong EoS
cannot adapt to different fluids due to the absence of an additional parameter. However, as evident from
the methane case, it is still capable of capturing the general trend of R†/cp indicating its utility in retrieving
general characteristics. Meanwhile, the Peng-Robinson EoS can be employed to investigate the impact of the
acentric factor.
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2.C.5 Final Remarks on cp modelling

As for any other thermodynamic variables cp can be evaluated as composed of an ideal part c∗p and
a departure function cpdep. The departure function can be easily evaluated from the real fluid EoS,
starting from Eq 2.109:

cpdep = R† −R+

∫ v

∞
T

∂2p

∂T 2

∣∣∣∣
v

dv = R† −R+

(
a(T )− T

da(T )

dT

)
ln

(
v − br1
v − br2

)
(2.136)

On the other hand c∗p in general depends on temperature but this dependence arise from the quan-
tistic behaviour of the molecules composing the fluid. In fact, as the temperature increase more
and more vibrational states can be excited increasing c∗p. Unfortunately this behaviour cannot be
linked with other thermodynamic properties, such as the critical pressure and temperature, as these
properties arise from the forces of interaction between molecules not from the behaviour of the
molecules themself.
All in all this means that no general trend can be identified that is suitable for any fluid, but fluid-
specific parameters must be considered in the correlation for c∗p. In literature empirical polynomial
interpolation is often used for evaluating c∗p [1], [2]:

c∗p = a+ bT + cT 2 + dT 3 + eT 4 + ... (2.137)

The formula above with the coefficients retrieved from [1], has been used for the validation process
(Fig 2.C.3 and Fig 2.C.4) while during the evaluation of the behaviour of the well c∗p has been
considered as constant in order to prevent fluid dependent behaviour from emerging.
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Chapter 3

Detailed Well Model

3.1 Introduction

In order to conduct a more in-depth analysis of the behavior exhibited by CO2 based geothermal
systems, a more comprehensive model, capable of predicting the behaviour of system with different
configurations and geometries, has been developed.
Numerous models of various systems involving both water and CO2 can be found in literature. They
can be divided according to the geothermal system type as different system configuration implies
different modelling challenges.

3.1.1 Open Systems (Traditional Geothermal Systems, CPG or EGS)

In a traditional geothermal system the working fluid is circulated in the reservoir in direct contact
with the hot rocks to increase the heat transfer capabilities. For this reason the most complex
element of the system, from a modelling perspective, is the reservoir.

Reservoir Modelling

A detailed reservoir modelling, requires a deep knowledge of the geology of the selected location
(permeability, fractures pattern and orientation, etc.) which in many case is unknown. Such analysis
are usually performed with dedicated software (such as TOUGH [1] or other in-house developed
tools [2], [3]). The use of these software tools enables the analysis of intricate problems such as the
effect of CO2 dissolution in the reservoir water for CPG systems [4] or the forecasting of reservoir
evolution based on chemical interaction between the rocks and the brine [5].
For analysis that does not requires this level of details simple analytical correlation are implemented
to obtain an approximation of the behaviour of the reservoir with a fraction of the computational
time. In most of the cases, an equation describing the flow of a fluid in a porous media (such as the
Darcy or the Peaceman [6] equation, depending on the geometry) is used to evaluate the pressure
drop [7]–[10]. The outlet temperature is usually fixed (considered to be equal to the undisturbed rock
temperature) [7], [10], or evaluated together with the pressure drop considering a simple correlation
for the heat transfer between the fluid and the rocks [8].

63



3.1. Introduction

Injection and Production wells

The flow in the well is usually solved considering using a 1D incompressible Navier-Stokes equation
for the dynamics fluid inside the well [1], [7]–[10]. Only under specific circumstances, specifically in
vapor-dominated traditional geothermal systems, does the fluid within the well have the potential
to reach a choking condition. This implies the necessity to reject the hypothesis of incompressibility.
Some researchers in the 70s and the 80s have developed detailed models for this condition [11]–[13].
These models have been abandoned in recent years because vapor-dominated geothermal reservoirs
are very rare and those that exist have already been exploited limiting the need for well modeling
in those conditions.

3.1.2 Closed Systems (BHE Systems)

Because of the absence of a direct interaction between the fluid and the rocks, closed systems are
usually easier to model. The fluid inside the well is again solved with a 1D approach as for the
open systems [14]–[16]. The main modelling difficulties reside in the prediction of the temperature
distribution around the well. Some researcher directly couples the fluid flow solution with a 2D
finite difference evaluation of the heat transfer in the rock formation [15], while others have used
some correlations [14], [16].
Multiple correlation for the heat transfer in rock formation has been developed trough-out the years
[17]–[19]. Moreover, Zang et al. have proposed a time convolution approach for the evaluation of
heat transfer in unsteady flow condition [20].

3.1.3 Economic Considerations

Multiple correlation has been developed for the estimation of the drilling cost of a geothermal well.
In recent year, Adamns et al. have conducted a systematic literature analysis and proposed revised
correlation in the scope of the genGEO tool that they have developed [21].
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3.2 Models Description

The detailed model is an extension of the base theoretical model described in Chapter 2 and it
maintains the same 3 sections structure described in Paragraph 2.2.1 and shown in Fig 3.1.

Figure 3.1: General Model Scheme, on the right an example of a possible heat exchange section for a
concentric BHE

The base model has been extended in order to reproduce the behaviour of the different system
configurations and well geometries with various level of details.
In describing the new model. The discussion will start by introducing correlations that apply
to all geometries (Paragraph 3.2.1) and describing the base solution algorithm (Paragraph 3.2.2),
providing a foundational basis for our analysis. After that, the detailed modeling of specific system
configurations will be presented.

3.2.1 General Correlations

Unlike the simplified model, the fluid properties and derivatives have been directly retrieved with
REFPROP [22]. Moreover, the momentum and energy balance equations for the vertical sections
have been extended as follows to account for the pressure losses (dploss), the non adiabaticity of the
flow (dq̇tot), and the inclination (θ) of the well:

dp

dl
= − (ρgcosθ + dploss) (3.1)

dh

dl
= − (gcosθ − dq̇tot/ṁwell) (3.2)

Again, as already explained in Chapter 2, density has been used in the integration process instead
of enthalpy:

dρ =

 ∂ρ

∂p

∣∣∣∣
T

+
∂ρ

∂T

∣∣∣∣
p

dh
dp − ∂h

∂p

∣∣∣
T

∂h
∂T

∣∣
p

 dp

dl
(3.3)
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Where ∂ρ
∂p

∣∣∣
T
, ∂ρ

∂T

∣∣∣
p
, ∂h

∂p

∣∣∣
T

and ∂h
∂T

∣∣
p

can be directly evaluated using REFPROP and dh
dp = dh

dl / dp
dl .

The need for this substitution emerged because of a numerical issue showing up in some specific
condition and related to the fact that, because of the Jules-Thomson effect, enthalpy and pressure
may not be enough to uniquely identify the state of the fluid (two different states with the same
enthalpy and temperature may exist).
The system composed of Eq 3.1 and of Eq 3.3 has been integrated in python using a explicit 5th
order Runge-Kutta method [23] as implemented in the SciPy python package [24].

Pressure Losses

The pressure losses are evaluated using the Churchill correlation [25] for the friction factor:

dploss = f
1

2ρdh

(
ṁwell

Aflow

)2

(3.4)

Where Aflow is the cross-sectional area of the flow, and dh is the hydraulic diameter of the considered
pipe section. The friction factor f is calculated as follow as function of the Reynolds Number (Re),
the surface roughness of the pipe (ε), and the hydraulic diameter:

f = 8

((
8

Re

)12

+

(
1

A⋆ +B⋆

)3/2
)1/12

(3.5)

A⋆ =

2.457ln

 1(
7
Re

)9/10
+ 0.27 ε

dh

16

(3.6)

B⋆ =

(
37530

Re

)16

(3.7)

Heat Transfer

The evaluation of dq̇tot is much more dependent on the geometry of the well. Two specific correlation
have been used more frequently:

Fluid Convection In general, when needed, a simple correlation for Nusselt Number (Nu) is
applied for convection heat transfer evaluation:

Nu = 0.023Re0.8Pr0.4 (3.8)

Eq 3.8 can lead to important error in the estimation of the heat transfer coefficient when dealing
with particular condition such as the heat transfer of trans-critical CO2 .
Anyway the impact of this error is usually marginal because conductive resistance (such as the one
inside the rocks formation around the well) within these systems is often of prevailing.

Conduction in Rocks To account for heat transfer in rocks formation around the well without
having to solve a finite difference model of the temperature distribution in the surrounding, a semi-
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analytical correlation has been implemented as defined in a paper autored by Zhang et al. [20]:

Rrocks =
dwell

2krocksf(td)
(3.9)

with:

f(td)base =


1
2 + (πtd)

− 1
2 − 1

4

(
td
π

) 1
2 + 1

8 td, if td < 2.8

2
ln(4td)−2γ − 2γ

(ln(4td)−2γ)2
, if td ≥ 2.8

(3.10)

Where, in Eq 3.10:

• td = 4αrockst/d
2
well is a dimensionless time (t in seconds)

• αrocks = krocks/ρrocksCprocks is the thermal diffusivity of the rocks

• γ is Euler’s constant

• dwell is the external diameter of the well

In the scope of this thesis, Eq 3.9 has been validated and expanded to account for the impact of the
geothermal gradient and the presence of a fluid circulating within the reservoir’s porosity, moving
around the well. The validation process involved conducting Finite Element Method (FEM) simu-
lations, the detailed procedure of which is outlined in Appendix 3.A. The effects of the geothermal
gradient and fluid flow are integrated using two dimensionless modifiers, as follows:

f(td) = max(f(td)base + dfgrad, fs) (3.11)

With:
dfgrad = 1.396 10−3 ∇Trocksd (3.12)

And:
log10(fs) = 0.35(log10(Pe))2 + 0.081log10(Pe)− 0.302 (3.13)

Where ∇Trocksd = dwell∇Trocks/∆T∞ is an adimensionalization of the geothermal gradient and
Pe = dwell | v⃗ | /αrocks is the Peclet number associated with the fluid flowing around the well.
Eq 3.11 can be directly used to retrieve thermal resistance in case of stationary flow. On the other
hand, if a significant fluctuation of the flow rate in the well is expected, a convolution approach can
be used to estimate the evolution over time of the temperatures around the well [20]:

q̇tot =

d−1∑
t=1

2krocks
dwell

f(td − ti)∆T∞(ti) (3.14)

Where ti and ∆T∞(ti) are the dimensionless time after i time steps. Eq 3.14 has to be used
carefully because it has been developed in the scope of the modelling of geothermal storage systems,
meaning that in usual operation the system is recharged injecting hot water in the well, or, from
a mathematical perspective, changing the sign of ∆T∞(ti). This means that Eq 3.14 will model
correctly only situations in which the flux from the reservoir fluctuate but never stops.
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3.2.2 General Solution Procedure

Two possible solution procedures can be implemented depending on weather the system is pressur-
ized by an external reservoir (referred to as Open Systems) or if its insulated by the environment
(Closed System). Refer to the previous chapter of a more detailed explanation (Paragraph 2.2.1).
The two solution methods are described in Fig 3.2.

Figure 3.2: Solution procedure description: On the left, algorithm for externally pressurized systems
(i.e. traditional geothermal systems or CPG). On the right, solution algorithm for systems not externally
pressurized (such as EGS, BHE).

As shown in the figure, for Closed Systems the solution is straight-forward as the inlet condition
are known and the system can be integrated solving the various sections in sequence.
On the other hand, for Open Systems, one between the inlet pressure or flow rate must be evaluated
starting from the external pressure compressing the CO2 enriched area. In order to do so the
descending section evaluation has to be iterated until a solution is reached. After that, the ascending
section can be integrated in order to evaluate the outlet condition.

3.2.3 Detailed Model for Different Geometries

No Geometry

As already explained in Chapter 2 the simplest well model can be drafted with only two geometrical
parameter, the reservoir depth (∆zwell) and temperature (Trocks), which can be evaluated from the
geothermal gradient (∇Trocks). With these two parameters the model of the well can be drafted
considering that the no pressure losses will be present in the heating section and that the temperature
at the inlet of the production well will be equal to the rocks temperature.

Traditional Systems Reservoir

In modelling the heating section of traditional systems, in which the fluid is in direct contact with
the hot rocks, a 1D Darcy flow has been considered as proposed by many researcher in literature
[26], [27]:

p1 = pres − ṁµ
ρ

[
L
κA

]
res

p2 = pres
(3.15)
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Where
[

L
κA

]
res

is a parameter depending on the reservoir dimensions (L and A) and permeability
(κ), and pres = g∆zwellρH2O is the undisturbed reservoir pressure.
As suggested by Adams et al. [28] the average specific inverse mobility M = µ

ρ

[
L
κA

]
res

can be used
to simplify reservoir pressure losses evaluation.
If water or CO2 are used as working fluid, is possible to directly use the value of M that they
have retrieved from some TOUGH2 simulations based on standard Five-spot geometry presented
by Pruess [1].
In water based reservoir, the mobility is strongly influenced by reservoir temperature due to the
significant influence that temperature has on water viscosity. Because of this, a simple power
correlation can be inferred from the data presented in [28]:

M = 4600 Trocks
−0.77 (3.16)

On the other hand, for CO2 based system the mobility is almost constant and can be approximated
as M = 23.5 (kPa s)/kg.

BHE wells

In literature there are mainly two different geometries of BHE wells, shown in Fig 3.3.

Figure 3.3: Different geometries for BHE wells

A - U-shaped well

The U-shape geometry make its modeling relatively simple: Eq 3.1 and Eq 3.3 can be integrated
trough-out the entire length of the well using Eq 3.4 and Eq 3.9 for the evaluation of pressure losses
and rocks heat transfer. Even more complex geometries, such as the one described by Adams et al.
[16], can be modelled with these set of relations.
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B - Concentric well

For concentric BHE geometries, the calculation is made more complex by the need of considering
internal heat transfer between the descending and ascending sections.
In general also in this case Eq 3.1 and Eq 3.3 can be integrated trough-out the entire length of the
well. The only difference with the previous case is in the evaluation of dq̇tot:

dq̇tot = dq̇rocks + dq̇int (3.17)

with:
dq̇int =

1

Rint
∆Tint (3.18)

and:

Rint =
1

dtubexthannint

+
ln
(
dtubext
dtubint

)
2πkins

+
1

dtubint
htub

(3.19)

where dtubint
and dtubext are the inner an outer diameter of the internal tubing, kins it the thermal

conductivity of the tubing itself and hannint and htub are the convective heat transfer coefficient for
the flow in the annulus and in the tubing respectively, evaluated form Eq 3.8. Unfortunately, the
temperature distribution in both the annulus and the tubing is needed to evaluate ∆Tint and hence
Eq 3.18. For this reason an iterative approach has been developed.
To solve the system, the code will store in memory the pressure and density profile of the fluid along
the well for each iteration. dq̇int is then evaluated using the old profiles as follows:

dq̇int =

nold∑
i=0

αold
idq̇int(i)

nold∑
i=0

αold
i

=
1− αold

1− αold
(nold+1)

nold∑
i=0

αold
idq̇int(i) (3.20)

Where dq̇int(i) is the internal heat transfer evaluated considering the condition of the well as eval-
uated i iteration before.
nold and αold are two parameter which can be used for speeding up the iteration process. nold controls
how many old profiles will be stored in memory and used for evaluating dq̇int, while αold controls
how much the influence of old profile decline as new iteration are evaluated. In our calculation
nold = 5 and αold = 0.5 has been used.
The iteration is automatically initialize by setting up the code so that it considers dq̇int(i) = 0 if
the code has not reached the i-th iteration. This means that in the first iteration dq̇int = 0, hence
the internal heat transfer is neglected. In the following iterations the effect of the internal heat
transfer gradually kicks in as more and more dq̇int(i) can be calculated as the number of stored
profiles increase. The iteration continues until the pressure, density and temperature profiles in the
well stabilize. The stabilization is checked in 100 points equally distributed along the well.
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3.2.4 Remarks on cost correlations

For drilling cost estimation, the correlation developed by Adams et. al. for the GenGEO tool [21]
has been used:

cwell = XIC−wellXPC−wellPPIO&G

(
0.105L2

well + 1776Lwelldwell + 2.753 ∗ 105
)

(3.21)

Where Lwellis the overall length of the well and dwell is the outer diameter of the well (both in m).
The value of the other parameters is fixed and reported in the table below:

Table 3.1: Well drilling cost correlation parameters

Parameter Description Value
XPC−well Contingency cost increase (supposed 15%) 1,15
XIC−well Indirect cost increase (supposed 5%) 1,05
PPIO&G Inflation adjustment based on the oil and gas Producer Price

Index [29] (reference is 2002 – the value shown is the correc-
tion factor for January 2022)

2,86

The proposed correlation considers also a cost increase for wells that are designed to be used with
sCO2 due to the characteristic of the fluid itself (usage of corrosion resistance materials, higher
pressure requirements, etc.):

∆cCO2 = XIC−wellXPC−wellPPIO&G (133Lwell + 256Lwelldwell) (3.22)

The overall cost will be then computed as:

cwelltot =
cwell

swell
+∆cCO2 (3.23)

swell, that shows up in Eq 3.23, is the success rate of the well drilling. It considers the possibility that
the well does not meet the expected performances after the drilling is completed or that something
goes wrong in the drilling process and the well has to be abandoned. This is a critical parameter for
traditional geothermal system for which, according to some studies [21], the success rate should be
around 75%. For BHE and EGS systems this value is expected to be much higher as the behaviour
of the well is less dependent on the physical properties of the reservoir. For that reason, in this
initial analysis an arbitrary value of 0.90 has been selected.
To conclude is important to point out that the correlation just described has been developed con-
sidering high depth and high temperature well drilling for power generation purpose. Such well are
usually drilled with heavy rig derived from the oil and gas industry. For our application could not
be necessary to reach such high temperature and depth hence it can be possible in some cases to
use lighter drilling equipment reducing the drilling costs consequently (Fig 3.4 should clarify this
concept).
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Figure 3.4: Cost correlation for different well drilling technology, a diameter of 8’ has been considered for
both correlation in order to make the results comparable. The blue curve represents the cost correlation for
deep geothermal wells for which an oil and gas derived drilling rig is required (Eq 3.23). On the other hand,
the orange curve represents the typical cost correlation for residential heat pump wells which requires much
simpler devices for the drilling process (40$/feet). The grey area represents a transition zone between the
two technologies for which hopefully it can be possible to reduce the drilling cost using simpler technologies.

3.3 Models Validation

The CPG model has been validated with result published by Adams et Al. [7], following the
approach described by Schifflechner et Al. [27]. Validation results are presented in Fig 3.1 showing
a good accordance between the two predictions.

Figure 3.1: Model Validation: comparison of current study model result with result published by Adams
et al. [7]. Orange area represent a 10% error band.

A more detailed validation has been performed in the scope of the HOCLOOP project [30], which
aims at the development of a concentric BHE system. In the validation, presented in details in
Deliverable 2.2, the model described in this chapter has been compared with the models developed
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by two other partner of the project, showing again a good accordance, as can be seen in Fig 3.2.

Figure 3.2: Model Validation: comparison of temperature profile along the well for models developed by
different partners of the HOCLOOP project. The model described in this chapter is labeled BHEModel.
(Image from: Deliverable2.2 of the HOCLOOP project [31])
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Appendices

3.A Rock Conduction Correlation Validation

3.A.1 Abstract

In this section, a detailed analysis of the behaviour of the heat transfer in the rocks surrounding the
well is presented. The analysis has been carried out using FreeFEM, an open source software, and
has focused mainly on the possible effect of the geothermal gradient and of the reservoir fluid
convection over the heat transfer properties. Correction factors for Eq 3.10 have been developed
to model these effects.

3.A.2 Introduction

The correlation described in Eq 3.9 has been validated comparing its results to a FEM analysis to
understand the conditions where such correlation can be safely applied. The FEM analysis has been
carried out using FreeFEM [1], an open-source, finite element based, partial differential equation
solver. The solver is based on C++, and uses, for the problem definition, scripts written in dedicated
language (C++ based) and saved as ".edp" files.

3.A.3 Methodology

Model Differential Equation

FreeFEM has been used to integrate the heat equation, defined as follows:

1

αrocks

∂T

∂t
= ∇2T +

Pe

dwell
v̂ · ∇T (3.24)

Eq 3.24 consider also the presence of a convection term due to a fluid flowing with speed v⃗ trough
the rocks media.
In Eq 3.24, αrocks is the thermal diffusivity of the rocks and Pe is the Péclet number modelling the
relative impact of the conduction and the convection:

Pe =
dwell | v⃗ |
αrocks

(3.25)

Eq 3.24 can be adimensionalized, replacing time and space coordinates with their dimensionless
counterpart:

td =
αrockst

d2well

(3.26)
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xd =
x

dwell
(3.27)

Resulting in:

∂

∂td
=

∂t

∂td

∂

∂t
=

d2well

αrocks

∂

∂t
(3.28)

∇d =


∂

∂x0d
∂

∂x1d
...
∂

∂xnd

 =


∂x0
∂x0d

∂
∂x0

∂x1
∂x1d

∂
∂x1

...
∂xn
∂xnd

∂
∂xn

 =
1

dwell
∇ (3.29)

∇2
d =

1

d2well

∇2 (3.30)

Moreover, temperature can be adimensionalized considering the temperature difference between the
well surface and the undisturbed rocks (∆T∞):

Td =
T

∆T∞
(3.31)

By substituting Eq 3.26, Eq 3.29, Eq 3.30 and Eq 3.31 in Eq 3.24 the resulting adimensional equation
is obtained:

∂Td

∂td
= ∇2

dTd + Pe v̂ · ∇dTd (3.32)

FreeFem requires the variational form of Eq 3.32 to perform the simulation which can be obtained
as follows [2]:

∂

∂td

∫
Ω
Td u dω =

∫
Ω
∇2

dTd u dω + Pe

∫
Ω

v̂ · ∇dTd u dω (3.33)

Solving using integration by parts:

∂

∂td

∫
Ω
Td u dω −

∫
Ω
∇dTd · ∇du dω −

∫
Γ
n̂ · ∇dTd u dγ − Pe

∫
Ω

v̂ · ∇dTd u dω = 0 (3.34)

Where u is a generic test function, Ω is the calculation domain, and Γ is the domain boundary
(oriented following n̂). Eq 3.34 is the equation implemented in FreeFEM.
Both an explicit and an implicit first-order time integration scheme has been implemented and
compared to identify the faster method for a given accuracy:

• Implicit scheme:

A
(
tdn+1

)
−A (tdn)

∆td
= B

(
tdn+1

)
(3.35)

• Explicit scheme:

A
(
tdn+1

)
−A (tdn)

∆td
= B (tdn) (3.36)

With:
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A (td) =

∫
Ω
Td u dω (3.37)

B (td) =

∫
Ω
∇dTd · ∇du dω +

∫
Γ
n̂ · ∇dTd u dγ + Pe

∫
Ω

v̂ · ∇dTd u dω (3.38)

The implicit formulation has been used for pure conduction analysis (Pe = 0). On the other
hand, the explicit formulation has been used for mixed conduction - convection problems, where
the minimum time step has to be chosen according to the CFL condition.
For same reason, a fixed time steps has been used for the mixed conduction - convection problems
while, for the simple conduction problem, the time in which the temperature distribution is evaluated
have been spaced evenly on a log10 scale in order to concentrate an higher number of time steps in
the initial transient:

tdi = tdstart

(
tdend

tdstart

) i
nsteps

with i = (1, nstep) (3.39)

Where nsteps is the number of steps to be taken during the integration process.

Domain Geometry

The domain represent a 2D section of reservoir perpendicular to the well. The geometry, described
in Fig 3.A.1, is composed of a rectangular section with an circular hole in the middle representing
the well.

Figure 3.A.1: Scheme of the conduction problem geometry and boundary condition as defined in the
FreeFEM software

The domain has been subdivided into two subdomains for increasing mash quality: A circular
domain around the well (highlighted in light red in Fig 3.A.1) with increased mesh density is meant
to make the temperature profile more accurate in the area where the steepest gradient are located.
The rest of the domain is devoted to extending the boundary condition as far as possible from the
well, hence the mesh density there can be decreased.
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The computational domain’s size was adjusted in proportion to the well-bore diameter using the
parameters summarized in Fig 3.A.1 the table below:

Table 3.A.1: Design parameters for the FreeFEM computational domain

Parameter Description

hr ratio between the height of the domain an the well diameter
Lr ratio between the length of the domain an the well diameter
dr ratio between the diameter of the inner subdomain and the well diameter

3.A.4 Results

Mesh Sensitivity

In FreeFEM, the mesh density is controlled mainly by imposing the number of points on each
boundary element. In our code this was controlled by two parameters n and m. Where, as shown
in Fig 3.A.2, n controls the overall mesh density while m controls the density differential between
the internal and external domain.

Figure 3.A.2: Example of mesh used for the reservoir heat transfer evaluation (n = 2, m = 20, hr = 500,
Lr = 1500, dr = 15)

The number of segments for each domain boundary have been summarized in the table that follows:

Table 3.A.2: Number of segments for each domain boundary

Boundary Segments

Vertical Boundary (height h) 4n

Horizontal Boundary (length L) 4nL
h

Well boundary (diameter = dwell) 4nm

Subdomains Interface (diameter = drdwell) 4nm
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In Fig 3.A.3 the result of the sensitivity on both the time step size and the mesh dimension are
shown.
Regarding the time step size, using the implicit solution method and the time discretization de-
scribed in Eq 3.39 it appears evident that nsteps = 50 is enough for assuring convergence. On
the other hand, regarding the mesh dimensions, multiple combinations of n and m can be selected
assuring a satisfying accuracy of the results. Moreover, a wider mesh result in a poor description
of the initial transient (td < 10−1 in the wider mesh) due to the incorrect approximation of the
temperature gradient around the well. In usual geothermal application, the well is usually operated
continuously throughout its lifespan limiting the impact of the inital transient.

Figure 3.A.3: Mesh size and Time Steps sensitivity

To chose the optimal combination of n and m, the computation time of the different mesh have
been compared to identify the most efficient scheme. The accuracy of a specific mesh has been
evaluated as the difference between the its results and the result obtained from the most detailed
mesh evaluated (n = 4 −m = 20). Both the mean error for all the evaluated time steps, and the
error of the last time step only, have been computed and are shown in Fig 3.A.4. The first one is
an index of the accuracy of the overall solution while the latter refers to the near-stationary state
where the geothermal well will likely operate.

Figure 3.A.4: Run time vs. accuracy for different mesh configurations

As results from the figure, increasing m while decreasing n reduce the computational time while
maintaining a fixed accuracy. This is because increasing m will increase the number of nodes in
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the near-well region increasing the accuracy of the evaluation in an area with a significant thermal
gradient.

Base Conduction Comparison

Initially, the adimensional coefficient f(td) (as defined in Eq 3.10) has been compared with the result
provided by the finite element simulation for a simple case in which both the convection effect and
the existence of a geothermal gradient have been neglected (Pe = 0, qrocks = 0).
For the finite element case, f(td) has been evaluated starting from the radial temperature gradient
evaluated on the well boundary as follows:

f(td) =
rwell

2π∆T∞

∫ 2π

θ=0

∂T

∂r

∣∣∣∣
r=rwell

dθ (3.40)

where the radial temperature gradient (∂T/∂r) has been adimensionalized using the temperature
difference between the well wall and the undisturbed rocks (∆T∞) and the well radius (rwell).

Figure 3.A.5: Comparison between Zhang’s correlation [3] and FreeFEM results (mesh parameters: n = 4,
m = 20, hr = 500, Lr = 1500, dr = 15, 100 time steps).

Result of the comparison are presented in Fig 3.A.5, showing a reasonable level of accuracy for
the correlation for every td except for an interval around td = 2.8 (i.e. where the two functions
that defines the correlation overlaps). Considering a typical thermal diffusivity of rocks being
approximately 10−6m2/s [4] and a 0.1m well diameter, td = 2.8 implies t ≈ 2.8 · 104s or t ≈ 8h,
which is a very initial stage of the well operation.

Effect of the geothermal gradient

The presence of a geothermal gradient can effect the heat transfer effectiveness between the well
and the rocks. To study this effect different simulations have been performed imposing different
gradients over the lower boundary of the domain (see Fig 3.A.1).
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The gradient has been adimensionalized as follows in order to be implemented in the non-dimensional
equation Eq 3.32:

∇Trocksd =
dwell

∆T∞

∂T

∂z
(3.41)

In Fig 3.A.6 are shown the results of the simulations. From the figure, it is clear that the presence
of a geothermal gradient slightly decrease the thermal resistance of the rocks in the reservoir.

Figure 3.A.6: Effect of the geothermal gradient over time (mesh parameters: n = 3, m = 20, hr = 500,
Lr = 1500, dr = 15, 10000 time steps).

Figure 3.A.7: Linear relation between the change in f and the adimensional gradient after the initial
transient: the points shown are the result of the simulation at td = 103

The change in f (evaluated following Eq 3.40) relative to the case without any gradient decreases
during the initial transient period and stabilizes when td ≈ 1. The difference in f in the final time
steps exhibits a linear dependence on the dimensionless gradient, as illustrated in Figure Fig 3.A.7
Nevertheless, the impact of the temperature gradient remains negligible in geothermal applications.
Geothermal gradients typically fall within the range of 10−2 to 10−1°C/m. For instance, Alberta,
Canada, exhibits an average gradient of 20°C/km [5], the Netherlands displays 31°C/km [6], and a
geothermal area in south Tuscany records 100°C/km [7]. Meanwhile, both the well diameter and the
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temperature difference remain on the order of tens of centimeters and tens of degrees, respectively.
Substituting these values into Eq 3.41 yields ∇Trocksd within the range of 10−4 to 10−3 and df ≈ 10−6

(according to the equation displayed in Fig 3.A.7), completely negligible considering that f > 10−1.

Effect of the fluid convection

For assessing the effect of the convection on the heat transfer the simulation has been repeated for
different values of the Peclet number (Pe). The flow of the fluid around the well has been modelled
using the well known formula for a potential flow around a cylinder:(

v̂x

v̂y

)
=

(
∂ϕ
∂x
∂ϕ
∂y

)
(3.42)

where ϕ is the velocity potential defined as follows:

ϕ =

(
r − rwell

2

r

)
cos(θ) (3.43)

where r = x2 + y2 and θ is the angle position relative to the unobstructed flow. The flow resulting
from Eq 3.43 is shown schematically in Fig 3.A.8

Figure 3.A.8: Pictogram of the potential flow over a cylinder resulting from Eq 3.43, (image from Bardera
et Al. [8])

Eq 3.43 could be a reasonable approximation of the flow for very low velocities and high permeability
(meaning that the rocks will not oppose a great resistance to the fluid movement along its streamline)
which could be a reasonable assumption in fluid movements in fractures perpendicular to the well
path.
The results of the simulations are shown in Fig 3.A.9. It is clear that the presence of a convective
fluid allow the system to reach a stationary condition after an initial transient due to the fact that
the convection will counteract the cooling of the rocks around the well.
The higher the Peclet number, the higher the value of f over which the system will eventually settle.
Moreover, as shown by Fig 3.A.9 on the right, a correlation can be found between the Pe and the
steady state f , which can be used for the estimation of the effect for different conditions.
Flow velocities in rocks fractures are usually very low. For example Pasquale et Al. [9] published
some data showing velocities ranging from 10−8 to 10−5 m/s. This will result in a range for Pe

between 10−3 and 1 (again considering α ≈ 10−6m/s2 and dwell ≈ 10−1m). Meaning that a flow
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Figure 3.A.9: Effect of fluid convection over time (mesh parameters: n = 3, m = 20, hr = 500, Lr = 1500,
dr = 15, 10000 time steps).

stabilization can be achieved in reasonable time (hours according to the result presented in Fig
3.A.9 for Pe = 1) targeting high fluid speed regions of the reservoir.

3.A.5 Conclusions

To conclude the simulations performed with FreeFEM have produced the following results:

• For simple cases (meaning without convection or presence of strong geothermal gradients) the
correlation Eq 3.10 can be used for the prediction of the rocks thermal resistance
around the well

• Geothermal gradients has no significant effect on the heat transfer (for typical geother-
mal condition). Anyway, as a general finding, a linear correlation has been identified between
deviation of f from Eq 3.10 and the non dimensional gradient (Eq 3.41):

df = 1.396 10−3 ∇Trocksd (3.44)

which can be used to predict the behaviour of the well even in extreme gradient condition.

• Fluid convection can have a significant impact on the well behaviour. Their presence
will drive the system to a stationary condition. A correlation has been found between the
stationary value of f and the Peclet number:

log10(fs) = 0.35(log10(Pe))2 + 0.081log10(Pe)− 0.302 (3.45)

This correlation can be used to predict the system behaviour extending Eq 3.10 as follows:

f(td) = max(f(td)base, fs) (3.46)

where f(td)base is the result of Eq 3.10 while fs is the correlation result. Meaning that the
dimensionless time at which the system will reach the stationary state can be identify as:

f(td)base = fs (3.47)
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Chapter 4

Application Case Study: Industrial Heat
Production

The analysis that follows is a revised and expanded version of the paper Thermodynamic assessment
of Geothermal High-Temperature Heat Pumps for Industrial Steam Production which is currently
under review and can be accessed in its pre-print version [1]. In that paper, the performances of
a CO2 based HTHP for industrial steam generation (saturated steam at 12 barg (191.60 °C)) has
been compared to some water based configurations in order to asses the advantages of the different
solutions.

4.1 Introduction

Efficient production and distribution of renewable energy are key challenges to reaching the net-
zero target by 2050. Particularly, in 2021, heat production accounted for half of the total energy
consumption in the world [2], 51% of which was required from industrial processes, which commonly
need a heat temperature above 80°C [3]. In addition, according to a work published in 2019 by the
Oxford Study for Energy Studies, industrial processes requiring heat in the temperature range of
100°C – 500°C represent 30% of the total industrial heat requirements and are connected mainly
with paper and print, food, and chemical processes [4]. HTHP are one of the most promising
technologies for the decarbonization of industrial heat demand. For this reason, in recent years
there has been a growing scientific interest in the field.

High-Temperature Heat Pumps

Arpagaus et al., 2018 [5], did a very extensive review of the actual market and state of art of
high-temperature heat pumps, highlighting the need for the progressive development of HTHP with
a delivery temperature of over 140°C. A detailed analysis of the possible configurations for those
applications has been published by Zühlsdorf et Al. in 2019 [6]. In their paper, they focus on
the production of steam for industrial application analyzing two different HTHP configurations
which have proven to be competitive, in terms of levelized cost of heat, with other technologies.
According to the authors of this study, the most promising cycles for industrial steam production
are a steam compression system and a sCO2 reversed Bryton cycle. These cycles, slightly modified
for integration with the geothermal system, have been analyzed in this study. As pointed out by
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Asparagus [5], the efficiency of an HTHP system is directly related to the source temperature, hence
coupling the heat pump with a geothermal system could be extremely beneficial in terms of energy
consumption.

Analyzed Configurations

The performance of the CO2-based and the water-based systems, depicted in Fig 4.1, have been
compared aiming at the production of industrial steam starting from mid-low temperature geother-
mal resources. The described configurations are adaptation of the schemes described in the work
by Zühlsdorf et Al. [6] to a geothermal environment. In particular, for the CO2-based schemes,
Fig 4.1.a and Fig 4.1.b, the sCO2 pressurized and heated by the well can be further compressed
to allow high-temperature heat generation and then expanded after the heat exchanger to make
the process more efficient. Compression itself can be driven by an electric motor, Fig 4.1.a or di-
rectly by the expansion of a bleed from the main sCO2 flow, Fig 4.1.b. The disadvantage of the
second configuration is that a higher flow rate of sCO2 is needed to produce the same amount of
heat/vapor.
On the other hand, for water-based systems, the heated water can be either used to feed a High-
Temperature ORC Heat Pump which in turn produces steam in a steam generator (ORC con-
denser/desuperheater), Fig 4.1.c, or directly flashed to produce steam that will then be compressed
to the desired condition, Fig 4.1.d.

4.2 Methodology

Overall optimization of the system

The well model described in Chapter 3 has been coupled with the models of the different surface plant
configurations in order to perform a direct optimization of the overall system. The optimization
process aims to maximize two different objectives, highlighted in Tab 4.1.

Table 4.1: HTHP Optimization Objectives

Parameter Comment
COP = Q̇steam/Ẇnet Q̇steam is the heat provided to the generated steam and Ẇnet

is the net electrical power consumption of the heat pump
ṁratio = µratioṁsteam/ṁBHE ṁsteam and ṁBHE are respectively the flow rate of steam

and the flow rate of the fluid circulated in the well. µratio =
µfluid/µH2O represent the viscosity ratio between the se-
lected fluid and water (for CO2 , µratio = 2.45 [7])

These parameters are of interest as COP is associated with the Operational Expenditure (OPEX)
of the plant, whereas ṁratio will likely affect the Capital Expenditure (CAPEX). This is because,
electrical consumption typically represents the most substantial component of the operating costs,
while having to circulate an higher flow rate of fluid in the reservoir means drilling larger, or even
multiple wells, impacting the capital investment, as usually drilling cost accounts for approximately
60% of the total investment [8]. Note that, in this perspective, the introduction of µratio is functional
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Figure 4.1: Proposed high-temperature high-pressure (HTHP) schemes: a) Direct scheme driven by an
electric motor, b) Direct scheme driven by a bleed of the sCO2 stream, c) Indirect organic Rankine cycle
(ORC) heat pump fueled by water circulating in the borehole heat exchanger (BHE), and d) direct steam
generation.

to re-scale ṁBHE in a way that, with different fluids circulated, the Reynolds number in the well
remains constant for the same ṁratio.
For these reasons, both ṁratio and COP has to be maximised for optimizing the system’s ther-
modynamic performance. To conduct this multi-objective optimization, an additional parameter
(xmin), defined as follows, has been minimized:

xmin =
ṁ0

ṁratio
+Ω

COP 0

COP
(4.1)

Where ṁ0 and COP 0 are two arbitrarily chosen normalization factors (ṁ0 = 1⁄20; COP 0 = 3).
The parameter Ω defines the relative weight of ṁratio and COP , and hence the CAPEX and the
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OPEX, in the optimization process. For this reason, the choice of Ω is related to the design condition
of the HTHP. For instance, a high cost of electricity and low investment cost (favorable geothermal
conditions, easy access to the resource) results in values of Ω higher than 1. On the other hand, Ω
will decrease if the investment cost increase.

Remarks on the Pareto-front optimization

The proposed approach (minimising xmin) is equivalent to identifying the Pareto frontier and the
selecting a specific point on it using Ω as a weighting factor. In fact, the optimal point identified
using Eq 4.1 is guaranteed to be part of the Pareto frontier if Ω>0. This is because, if a point x is
not part of the frontier, there should be another point x∗ so that:

ṁratio(x) < ṁratio(x
∗) ∧ COP (x) < COP (x∗) (4.2)

But if that is the case, considering Eq 4.1, xmin(x) > xmin(x
∗), hence x is not a minimum.

Surface Plant Models

The model of all the different surface plant configurations proposed in this article was developed in
Python. The steam generation units are designed to provide saturated steam at 12 barg (191.60 °C)
- a typical value for paper-mills steam circuits [9]. Each configuration has a specific optimization
parameter that will be identified in the description of the system.

a. sCO2 high temperature heat pump (Fig 4.1.a)

A steam drum arrangement, shown in Fig 4.1, was selected for the steam generation section. This
configuration is more practical than a typical shell and tube heat exchanger considering the sig-
nificant pressure expected on the sCO2 side. The mass ratio between sCO2 and water in the heat
exchanger was selected to maximize the heat transfer efficiency by coupling the heat capacity of the
fluids:

ṁH2Oratio
=

ṁsCO2

ṁH2O
=

cpsCO2

cpH2O

(4.3)

After the heat exchanger, the hot water is expanded in a valve to reach the pressure of the steam
drum. ṁratio can be then immediately calculated considering the resulting vapour quality after the
expansion (xexp):

ṁratio =
ṁsteam

ṁsCO2

=
xexpṁH2O

ṁsCO2

=
xexp

ṁH2Oratio

(4.4)

After the heat exchanger, the sCO2 is expanded to recover part of the compressor power and cooled
to increase its density and to maximize the thermo-syphon effect generated by the well. Resulting
in the following COP :

COP =
Q̇steam

Ẇnet

= ṁratio
∆hvap

∆hcomp −∆hturbHP

(4.5)

The optimal maximum temperature of the sCO2 cycle (TCO2max - inlet of the heat exchanger), can
be identified trough the xmin minimization: higher temperatures will increase xexp and consequently
ṁratio but require higher compression work, decreasing the COP . The water-side pressure in the
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Figure 4.1: Schematic of the HTHP steam generation system on a temperature-enthalpy (T-h) diagram.
The sCO2 transformation is depicted in green, while the water/steam transformation is shown in blue. The
enthalpy scale is referenced to water, and the sCO2 enthalpy scale has been adjusted to match ∆hH2O in
the heat exchanger, ensuring clearer visualization.

heat exchanger is selected to avoid two-phase flow conditions in the heat exchanger itself. The sCO2

re-injection pressure is optimized as well. A lower injection pressure increases the turbine power
but results in lower injection density and hence a lower thermosyphon effect.
In order to increase the reliability of the code, the following adimensional parameter (bounded
between 0 and 1) has been optimized instead of TCO2max:

TSG% =
TCO2max − Tlim−

Tlim+ − Tlim−

(4.6)

Tlim+ and Tlim− are the upper and lower limit that TCO2max can physically reach, being constrained
by the requirements on Tsteam and by the pressure limits of the cycle:

Tlim− = Tsteam +∆THE

Tlim+ = T (Pmax)
(4.7)

Where ∆THE is the temperature difference between water and sCO2 in the heat exchanger and
T (Pmax) is the temperature that can be reached by compressing the CO2 to the maximum pressure
allowable in the cycle. In this study such pressure has been set to 500 bar, which is twice the current
limiting pressure of the industry available heat exchangers [10]. This has been done in order not
to limit excessively the scope of the analysis as heat exchangers with higer operating temperatures
can become available in future years.
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b. Standalone sCO2 high temperature heat pump (Fig 4.1.b)

The model just described applies also to the system depicted in Fig 4.1.b. The only difference is
the addition of a low-pressure turbine that provides the work required from the HTHP. The ratio
between the flow rates in the LP and the HP sections can be calculated considering the energy
balance:

ṁturbLP%
=

∆hturbLP

∆hcomp −∆hturbHP

(4.8)

Considering this definition, Eq 4.4 can be extended for this system as:

ṁratio =
xexp

ṁH2Oratio

(
1 + ṁturbLP%

) (4.9)

The optimization of this system only relies on ṁratio as the COP is not calculated as no external
energy source is needed for the system to work, eliminating the need for a multi-objective optimiza-
tion.
Some fixed parameters were assumed in the model for both CO2 based configurations. They are
listed in the table below:

Table 4.2: CO2 based HTHP Fixed Parameters

Symbol Description Value
ηcomp Compressor Efficiency 0.8
ηturb Turbine Efficiency 0.75
ηpump Water pump Efficiency 0.8
T0 Temperature at the inlet of the well 35°C
∆THE Temperature difference between the wa-

ter and sCO2 in the heat exchanger (see
Fig 4.1)

8°C

c. Standard heat pump connected to the well water circuit (Fig 4.1.c)

In this setup, water serves as the designated working fluid within the geothermal well. The heated
water is directed to supply the evaporator of a traditional regenerative heat pump. Steam generation
occurs in the High-Pressure (HP) condenser, modeled as a shell and tube heat exchanger where the
water from the geothermal well flows inside the pipes. Various alternative working fluids have
undergone testing for the HTHP to determine the most suitable option for meeting the system’s
requirements. To determine the optimal water flow rate within the well, the temperature range of
the water in the HP evaporator (RangeEV A in Fig 4.2) can be optimize to minimize xmin. The
efficiency of the regenerator was fixed at 0.5 as a parameter in the system.

d. Direct compression of steam generated by the well water flash (Fig 4.1.d)

In this setup, the hot water extracted from the well is directly flashed via a valve in a steam cylin-
der. Subsequently, the resulting steam is compressed to attain the desired pressure and temperature
levels, tailored to the specific requirements of the industrial process. To enhance the overall pro-
cess efficiency, a proposed multistage inter-cooled compression is employed, with each inter-cooler
utilizing the stream of saturated liquid returning from the plant as a coolant.
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Figure 4.2: Diagram illustrating the temperature profile in the high-pressure (HP) evaporator. The HP
working fluid (n-pentane in this instance) is denoted in green, while geothermal water is represented in blue.
The enthalpy scale and saturation lines are based on n-pentane, with the water enthalpy scale adjusted to
match ∆hpentane = ∆hH2O in the heat exchanger for enhanced visualization.

The saturation temperature inside the cylinder (TGC) is identified in the optimization process that
minimizes xmin. In fact, in contrast to TCO2max, an increase in TGC will result in reduced vapor
production during the flash process, whereas its decrease means that the compression power required
to achieve the desired Tsteam will increase.
Again following the same reasoning followed for TCO2max, the optimization has been performed on
an adimensional parameter bounded between 0 and 1:

TGC% =
TGCmax − Tlim−

Tlim+ − Tlim−

(4.10)

where this time:
Tlim− = Ttrip

Tlim+ = Twellout

(4.11)

Where Twellout is the temperature of the water at the outlet of the well and Ttrip is the temperature
of the triple point of water (0.01°C) under which ice formation will prevent the flashing to occur.
To conclude, for each water based HTHP the following fixed parameters have been imposed:

Table 4.3: Water based HTHP Fixed Parameters

Symbol Description Value
ηcomp Compressor Efficiency 0.8
∆Tpp THeat exchangers pinch points 10°C
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4.3 Results

Standalone CO2 configuration

Fig 4.1 shows the behavior of the standalone sCO2 system for an 800m deep well and 90°C rock
temperature. Density was used instead of pressure in optimizing the input condition of the BHE
for stability reasons, but the two parameters are related. From the figure, a clear optimal condition
emerges for ρin ≈ 600kg/m3 for which ṁratio is maximum. Unfortunately, even in at the optimum
ṁratio is extremely low. Tab 4.1 displays the expected values of flow rates that has to be circulated
in the well to produce 1kg/s of steam, for the sake of clarity.

Table 4.1: Well flow rate to produce 1kg/s of steam in optimal condition
(800m deep well and 90°C rock temperature)

Configuration Well Flow Rate
Direct sCO2 heat pump (Fig 4.1.a) 16.7 kg/s
Standalone sCO2 heat pump (Fig 4.1.b) 220 kg/s
Indirect ORC heat pump (Fig 4.1.c) 3.6 kg/s
Direct steam generation (Fig 4.1.d) 4.8 kg/s

The huge amount of fluid that must be circulated is mainly caused by the LP turbine which needs
more than 90% of the overall flow to drive the HTHP in the optimal condition (right-hand side of
Fig 4.1). This makes this configuration extremely impractical and surely uneconomical as it will
probably require a great number of wells to handle the expected flow rate. For this reason it has
been excluded from the following analysis.

Figure 4.1: ṁratio and ṁturbLP %
relation with ρin and TSG% for standalone sCO2 configuration considering

an 800m deep well and 90°C rock temperature

Optimization of other HTHP

To understand how the optimization will proceeds is possible to analyze how the effect of the
optimization parameter over the heat pump behaviour for a specific condition (a 90°C reservoir
800m deep).
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As depicted in Fig 4.2.a, for the direct CO2 HTHP, an increase in TSG% results in a simultaneous
increase in both the COP and ṁratio. This observation suggests that, in this specific geological
context, there is no distinct minimum value for xmin. Instead, the performance of the configuration
is constrained by its maximum pressure.
Conversely, for the direct steam generation and indirect heat pumps, it becomes apparent that
COP and ṁratio has opposite behaviors. This divergence implies that a minimum for xmin can be
identified through the optimization process, with the exact position of this optimum depending on
the chosen value for Ω.

Figure 4.2: COP and ṁratio for various system configurations considering an 800m well depth and 90°C
rock temperature: A) sCO2 direct HTHP powered by an electric motor (Fig 4.1.a). B) Direct water HTHP
(Fig 4.1.d). C) Indirect ORC heat pump with n-Pentane as the ORC fluid (Fig 4.1.c). D) Indirect ORC
heat pump with water as the ORC fluid (Fig 4.1.c).

The fact that CO2 based systems cannot be optimized while water based system can is explained
noting that, in the case of water-based systems, the COP and ṁratio are mathematically related,
ensuring their inverse trends. In fact, for the energy conservation within the entire system, it can
be deduced that:

Q̇well + Ẇnet = Q̇steam (4.12)

Rearranging:

∆hratioṁratio =
COP

COP − 1
(4.13)

Where ∆hratio = ∆hsteam/∆hwell does not depend on the surface plant configuration. Taking the
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derivative of Eq 4.13:
dṁratio

dCOP
= − 1

∆hratio (COP − 1)2
(4.14)

Which indicates that dṁratio/dCOP is negative, meaning that ṁratio decrease as COP increase,
given that ∆hwell is positive, hence the well is extracting energy.
However, what just said for water based systems do not hold for CO2 based systems due to the
inclusion of a cooler, which makes Eq 4.12 no more valid, explaining why an optimal xmin cannot
be found.

Configurations Comparison

Fig 4.3 summarizes how the optimization parameter Ω impacts various configurations at different
rock temperatures. Depth variations are excluded for the water-based BHE system due to water’s
incompressibility, as is clear from. The sCO2 based heat pump is unaffected by Ω due to the absence
of a clear maximum, as shown in Fig 4.2.a. Conversely, water-based systems respond to changes in
Ω as expected.

Figure 4.3: Effect of Ω on the optimization process for different rocks temperature and well depth.

Higher rock temperatures generally improve COP for all systems, but this affects ṁratio differently,
increasing for CO2 based systems while decreasing for water based systems as COP increase as
explained earlier.
Increased depth diminishes performance for sCO2 systems due to sCO2 expansion and cooling in
the ascending section. For most cases, the direct water configuration excels at rock temperatures
above 100°C, while indirect configurations perform better at lower temperatures.

Depth-Trocks maps

Figures 9 and 10 depict the behaviour of COP and ṁratio with changing depth and rock temperature
for Ω=1. The water-based configurations display minimal depth dependence, whereas for the direct
sCO2 configuration, depth proves to be a significant factor due to the compressibility of CO2 .
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Increasing depth amplifies the pressure difference, favoring thermosiphon conditions but reducing
the temperature of the fluid at the outlet of the well requiring further compression.
Notice that, due to the fact that the effectiveness of sCO2 based HTHP is limited by its maximum
pressure, neither having an higher outlet pressure from the well is beneficial for the surface plant,
leaving less space for compressing the fluid before the limiting pressure is reached.

Figure 4.4: COP relation with resource depth and temperature for different surface plant configurations

On the other hand, water based configurations exhibit remarkably high COP. Direct steam genera-
tion, for instance, achieves a COP exceeding 3.5 with a 90°C resource temperature. Conversely, the
sCO2 heat pump attains a maximum COP of over 2.
In Figure 10, isoline contours are utilized to facilitate ratio readings, with fractions indicating the
required fluid circulation for steam production. For instance, 1/100 implies that 1 kg/s of steam
necessitates 100 kg/s of CO2 circulation in the well.
Finally, Figure 11 demonstrates how these maps aid in estimating the behavior of a geothermal
HTHP based on the geological conditions of the chosen location. Superimposing real geothermal
gradients [11]–[15] onto the graph enables the identification of anticipated COP and ṁratio values
at varying depths.
For example, for a direct sCO2 heat pump installed in the location linked to gradient d.1 (southern
Tuscany), a maximum COP of 1 can be anticipated for a 1500 m depth well, while a direct water
plant in the same location could achieve a COP as high as 2.2 with the same well depth.
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Figure 4.5: ṁratio relation with resource depth and temperature for different surface plant configurations:
A) sCO2 direct HTHP powered by an electric motor (Fig 4.1.a). B) Direct Water HTHP (Fig 4.1.d). C)
Indirect ORC heat pump with nPentane as ORC fluid (Fig 4.1.c). D) Indirect ORC heat pump with Water
as ORC fluid (Fig 4.1.c).

Figure 4.6: Real geothermal gradients superimposed on estimated maximum COP from figure 8. Gradients
a, b and c are mean and standard distribution from multiple exploration wells in: a) Absheron peninsula
(Azerbaijan) [11] and in Alberta (Canada) [12], b) Netherlands [13], c) Daqing Oilfield, Northeast China
[14]. Gradients d.1, d.2, d.3 and d.4 are well log from a south Tuscany geothermal field [15]
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4.4 Conclusions

This study presents a comprehensive design procedure for predicting the thermodynamic behavior
of a general geothermal high-temperature heat pump industrial heat production.
Two correlation parameters, depth and Trocks, were introduced to optimize the well conditions
during the design phase.
A crucial aspect of this research is the introduction of a generalized approach that encompasses
diverse heat extraction configurations, ranging from the sCO2 heat pump to standard water-based
systems. Key findings from this work include:

• Illustration of multiple solutions for producing high-temperature steam (at 12 barg) using
a geothermal-fueled high-temperature heat pump, with water-based systems proving more
promising than sCO2 cycles from a thermodynamic standpoint.

• The utility of the maps depicted in figures 9 and 10, aiding designers in assessing the potential
of such systems based on existing geological conditions.

• Promising thermodynamic performance of water-based configurations, warranting a thorough
thermo-economic analysis to evaluate the feasibility of the solution.

• The in-feasibility of CO2 based systems, particularly as standalone solutions, due to limitations
in heat extraction. The conversion of enthalpy gain in the reservoir into pressure difference
in the ascending section is very appealing to power production but not for heat upgrade
configurations as the fluid must be pressurize again almost to the reservoir pressure just to
get to the same temperature level that the liquid naturally achieve.

• Finally, the analysis conducted herein highlights the attractiveness of the anticipated COP

values for the proposed configuration. As state-of-the-art technology struggles to achieve a
COP of 2 for steam production, in some very favourable conditions analyzed configurations
could surpass a COP of 3.5.
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Appendix A

Exergo-Economic Analysis Tool

This section describes the Exergo-Economic Analysis tool developed within the scope of this PhD
thesis and used to perform calculations presented in Chapter 4. The description that follows
is a revised and expanded version of the paper Development of an exergo-economic and exergo-
environmental tool for power plant assessment: evaluation of a geothermal case study [1] which has
been presented at the ECOS 2021 conference in Taormina.

A.1 Introduction

In pursuit of the objective to limit global warming to 1.5°C compared to pre-industrial levels, nu-
merous countries are embarking on the path of cleaner and renewable energy generation. However,
in the short term, reliance solely on renewable energies may prove insufficient. Hence, it becomes im-
perative to focus on enhancing energy efficiency and optimizing industrial systems. Energy system
optimization encompasses a multifaceted approach, encompassing thermodynamic optimization,
cost analysis, and environmental considerations. It pertains to both energy systems and indus-
trial projects, with the aim of determining the most suitable design solution aligned with specific
objectives, whether it’s reducing production costs or minimizing environmental impact.
Within the realm of energy system optimization, two methodologies have gained prominence since
the 1980s: Exergo-Economic Analysis (EEA) and Exergo-Environmental Analysis (EEvA). These
methodologies fuse exergy analysis with economic and environmental assessments, respectively.
Exergy represents the net available energy that can be transformed into useful work during a ther-
modynamic process, factoring in interactions with the environment. Exergy analysis embodies
the principles of both the first and second laws of thermodynamics, accounting for irreversible pro-
cesses. Exergy losses and destruction refer to energy that isn’t efficiently converted into useful work.
Losses encompass energy dissipated to the environment, including heat losses and the discharge of
fluid flows with non-zero energy, alongside direct work losses. Exergy destruction is linked to the
irreversibility of systems or components, such as friction losses and heat transfer from high- to low-
temperature fluids. As a result, exergy analysis has emerged as a potent tool for assessing energy
conversion systems, proving instrumental in refining the design of power plants by identifying system
inefficiencies. Integrating this powerful tool with economic and environmental assessments yields a
robust and dependable method for pinpointing components or systems with the most substantial
economic and environmental impacts.
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More specifically, the integration of exergy analysis and economic evaluation gives rise to exergo-
economic analysis. This method is employed to ascertain the production costs of all services deliv-
ered by specific system elements, whether it’s electricity or heat production. The exergo-economic
approach adheres to the cost balance equation, which can be formulated for each component within
the system as follows:

∑
prod

Ċk,p =
∑
fuels

Ċk,f + Żk (A.1)

Where:

• Ċk,p and Ċk,f are the cost rates associated with the exergy products (p) and fuels (f), respec-
tively.

• Żk is the investment cost for the k-th component.

Much like exergo-economic analysis, exergo-environmental analysis integrates exergy analysis with
an assessment of environmental impact. This environmental assessment is conducted using life cy-
cle assessment (LCA) methodologies, allowing for the evaluation of how each component within a
system affects the environment. Subsequently, these environmental impacts can be attributed to
each exergy stream in the analyzed system, providing insights into the combined effects of resource
utilization, including materials, production, and services, as well as the impacts stemming from com-
ponent inefficiencies and irreversibilities. Similar to exergo-economic analysis, exergo-environmental
analysis relies on the environmental balance equation (Eq A.2) as a fundamental tool.

∑
prod

Ḃk,p =
∑
fuels

Ḃk,f + Ẏk (A.2)

Where:

• Ḃk,p and Ḃk,f are the environmental impact rates associated with the exergy products (p) and
fuels (f), respectively.

• Żk is the environmental impact of the k-th component.

Exergo-economic and exergo-environmental analyses have found diverse applications across various
fields, including energy systems such as gas turbines [2], steam power plants [3], combined cycles
[4], organic Rankine cycles [5], [6], inverse cycles [7], and in renewable energy assessments, such as
solar [8], [9], biomass [10], and geothermal power plants [11]–[13]. These analyses have also been
applied to storage assessment applications, including thermo-electric storage [14], [15] and phase
change materials [16].
The development of these analyses often relies on in-house coding [17], starting with commercial
software such as Aspen Plus, EES [18], Matlab [19], Unisim Design [20], and Ebsilon for thermo-
dynamic analysis. Subsequently, exergy, exergo-economic, and exergo-environmental analyses are
computed independently. Only a few tentative codes have been developed to streamline these pro-
cesses. One such code was developed by Zhao in 2015 during his Ph.D. work, involving the creation
of a computer program for exergo-economic analysis of energy conversion systems. The inputs for
this software, which are the thermodynamic variables of the systems, were obtained from Aspen
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Plus but could have been derived from other simulation software. The exergo-economic software was
developed in C++ programming using Microsoft Visual Studio 2008. While this software demon-
strated high capabilities through the simulation of several case studies, it is not currently available
online.
The only available online software for exergo-economic assessment is TAESS, Thermo-economic
Analysis and Energy Systems Software, developed by CIRCE and the Department of Mechanical
Engineering at the University of Zaragoza. TAESS features a Microsoft Excel 2007/2010 interface
and requires input data, including the thermodynamic model and system configuration. Once
the system is defined within the Excel environment, and all thermodynamic properties of streams
are accurately reported, the code automatically generates a Fuel-Product table and assesses cost
structures. While this software has been utilized by several researchers [21], [22] for exergo-economic
analysis, it has not gained widespread adoption, possibly due to its less intuitive interface.
The literature review indicates a growing interest in exergo-economic and exergo-environmental
analyses for assessing energy systems. However, it appears that a clear and comprehensive design
tool for these analyses, offering simplicity and flexibility, is lacking. Therefore, the main objectives
of this study are (i) to develop a user-friendly exergy-based tool for exergo-economic and exergo-
environmental analyses and (ii) to provide a clear explanation of its features.
The current version of the software does not yet include a drag-and-drop user interface. However,
the beta version is already accessible at https://pypi.org/project/3ETool/ and can be freely tested
by any researcher.

P. Ungar 104

https://pypi.org/project/3ETool/


A.2. Methodology

A.2 Methodology

The methodology outlined below is primarily discussed in the context of exergo-economic analysis.
Nonetheless, owing to the evident symmetry between them, wich is evident comparing Eq A.1 and
Eq A.2, both exergo-environmental and exergo-economic analyses are conducted using the same
methodology but with distinct input sets as will be detailed in this section.

A.2.1 Inputs Definition

To conduct the analysis, the application necessitates four primary inputs:

1. The physical topology of the plant.

2. Exergy flows for each stream (e.g., ėx [kW]).

3. The cost or environmental impact of each plant component (e.g., Żk [e/s] or Ẏk [Pts/s]).

4. The specific cost or environmental impact of each connection originating from the ambient
(e.g., ċ0 [e/kJ] or ḃ0 [Pts/kJ]).

Plant Topology

In the program’s convention, the plant’s topology is represented as a directed graph. This means that
a set of blocks, representing the plant’s components, is linked by various connections, representing
the material streams or energy flows.
For each block, users must specify the type of the corresponding component (e.g., "expander" or
"valve") to enable the program to correctly identify product and fuel streams. Fig A.1 illustrates
how this description applies to a simple regenerated gas turbine system.

Figure A.1: A regenerated gas turbine power plant described following our topology convention. A)
Directed graph representation, and B) Block and connections representation
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Exergy Flows

The program requires the exergy values for each stream listed in the connection list. These values
can be extracted from the software used for thermodynamic modeling of the components and must
be provided to the program via an Excel sheet or a .dat file.

Component and Connection Costs

Users must supply the investment cost or environmental impact (for exergo-environmental analysis)
of each component listed in the block inventory. This cost can be directly input by users or calculated
by the software using built-in cost correlations. In the latter case, users must provide the parameters
for the cost correlation, such as the surface area of a heat exchanger. If no cost data is provided for
the input streams of the system, the program will automatically set it to 0.
The user must input these parameters via a precompiled Excel sheet. However, this method has
proven to be error-prone, particularly for defining the plant’s topology. Therefore, a more intuitive
drag-and-drop user interface is currently in development and is expected to significantly enhance the
accuracy of calculations, especially for users who may lack experience and struggle to immediately
evaluate the correctness of the results obtained.

A.2.2 Cost Matrix Generation

The objective of an exergo-economic analysis is to determine the specific cost (in e/kW) associated
with each exergy stream within the process. This is achieved by solving a linear system composed
of the cost balance equation for each component. However, balance equations alone may not suffice
to fully close the system, especially when the process involves more streams than components. To
address this issue, many authors introduce a set of auxiliary equations to make the system solvable.
This work adopts a slightly different approach. Instead of solving the system to find the specific cost
of each connection, we treat the cost of the product of each block as the unknowns. This implicitly
assumes that, in the case of a component producing multiple products, all of these products have
the same specific cost. This assumption aligns with the "P principle" described by Lazzaretto and
Tsatsaronis in defining the SPECO methodology [23].
The advantage of this approach is that it obviates the need for auxiliary equations in system
definition. This simplifies the matrix generation algorithm and reduces the matrix’s dimensions.
The resulting system from this new approach consists solely of the cost balance equations for each
component, as represented in Eq A.1, which can be rewritten as:∑

prod

ċk,pėk,p =
∑
fuels

ċk,f ėk,f + Żk (A.3)

Or, considering the "P principle" assumption:

ċk
∑
prod

ėk,p =
∑
fuels

ċk,f ėk,f + Żk (A.4)

In Eq A.4, ċk,f , specifically the specific cost of fuel, can either be a known value if the fuel is a
global input of the process, or equal to ċk of the component that generates such a fuel stream.
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Consequently, the summation over fuels in Eq A.4 can be rewritten as:

ċk
∑

i=prods

ėi,k −
∑

j=fint

ċj ėk,j =
∑

j0=fext

ċj0 ėk,j0 + Żk (A.5)

Where:

• fext stands for external fuels: streams of exergy entering the system from the outside of its
boundary, such as the gas entering a combustion chamber. Their cost is known and must be
provided by the user. If no cost is provided, the program automatically sets it to 0.

• fint refers to an internal fuels hence a stream of exergy that has been generated by another
component of the process.

• ėk,j represents an exergy flow that is a product of the j-th component and fuel for the k-th
one. In this framework, j = 0 represents a stream coming from the outside of the system.

Eq A.5 is the balance equation for the k-th component and is used for the matrix generation purpose
in our application.
Considering that the system’s unknowns comprise the product costs (ċk), each class block, repre-
senting a component in the topology, has the capability to generate an array that encapsulates its
cost balance equation (Eq A.5). These arrays are then assembled to construct the matrix to be
solved by another class (named ArrayHandler). The arrays are generated following these simple
rules:

1. For every internal fuel (fint) and consequently for each input connection originating from
another system block, the specific exergy (ėk,j) must be included with a negative sign in the
j-th position. Here, j, within our formalism, denotes the index of the block from which the
connection originates.

2. The sum (
∑

i=prods ėi,k) of the exergies of connections originating from the block is positioned
in the k-th location, effectively representing the diagonal of the matrix (each component
generates the k-th row of the matrix).

3. The term
∑

j0=fext
ċj0 ėk,j0 + Żk is separately collected to form the known variable vector.

Fig A.2 provides a visual representation of this array generation process.

Figure A.2: Example of Array Generation: Each row in the matrix is generated by its corresponding block
following the previously outlined procedure. ċini represents the cost of the in-flowing stream to the system,
and Żk denotes the cost of the k-th block.
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A.2.3 Topology Modification

Unfortunately, directly executing the described calculation on the user-provided topology may lead
to incorrect results because, in most applications, the definition of products and fuels may not cor-
respond to the physical inflow and outflow streams from a block. To address this issue, the program
autonomously adjusts the topology through a two-step process before running the calculation:

STEP 1: Block fuels and product identification:

The initial step involves ensuring that the input and output connections of each component ac-
curately represent fuels and products, respectively. The program does so employing some support
bocks. To illustrate how this has been done, let’s consider a simple expander, such as the one
depicted in Fig A.3, as an example.
As explained in many publications [23], [24] the fuel of an expander must be identified as follows:

ėf = (ėflowin
− ėflowout) (A.6)

Where ėflowin
and ėflowout are the physical connections while ėf is the fuel that should be used in

the matrix definition.
Representing an expander in such way is important because the residual exergy that is flowing out
from the turbine is not something that the turbine has produced but rather something that the
turbine has not utilized, so it should be subtracted from the amount of exergy that the turbine has
used.
Moreover, for the same reason, ėflowout still represents the exergy produced by a component before
the turbine (such as a combustion chamber) and should be valued as the cost of the exergy produced
by that particular component itself:

ċf = ċflowin
= ċflowout (A.7)

In the SPECO methodology, Eq A.7 is called the "F-Pronciple".
The behaviour described in Eq A.6 and Eq A.7 is reproduced in the software by introducing a
support block at the expander’s input and connecting all fluid streams to it, as depicted in Fig A.3.
To achieve this, each support block is programmed to adjust the exergy value of the stream linked
to the primary block to conserve the exergy passing through it:

ėmain =
∑

ėflowin
−
∑

ėflowout (A.8)

Additionally, each support block is set to have no specific investment cost (Żk = 0), so that the
general cost balance for a component (Eq A.4) will become:

ċk
∑
prod

ėk,p =
∑
fuels

ċk,f ėk,f (A.9)

Which, considering that from Eq A.8 results that
∑

prod ėk,p =
∑

fuels ėk,f , means that the cost of
the products of a support block equals the weighted mean of the cost of the input exergies, which
aligns with the prescription of the F-Principle.
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Figure A.3: Generation of Support Blocks for an Expander

This method is applicable in situations where a process’s fuel or product is determined by the
difference between input and output exergies, and when preserving the associated costs is necessary.
The program automatically generates and connects support blocks based on the component type.
Solving the system using the matrix created by this set of blocks and support blocks, with input
connections designated as "fuels" and outputs as "products," is functionally equivalent to solving
the system derived from SPECO analysis. In practice, for standard blocks, the inputs and outputs
align with the genuine fuel and product definitions in SPECO, ensuring identical cost balances.
Furthermore, as demonstrated, the balances of support blocks correspond to the auxiliary equations
of the F-Principle, resulting in the same system.

STEP 2: Product-Fuel Diagram generation:

A second adjustment to the system’s topology is necessary to enable the proper redistribution of
costs associated with exergy losses within the components. To appreciate the need for this step,
it’s essential to understand how the program manages exergy loss streams. Therefore, a brief
explanation of this issue is provided below.
Exergy loss refers to a stream of exergy leaving the system without contributing to useful work,
such as the residual heat in gas turbine exhaust gases or unburned particles exiting a coal boiler.
In literature, two primary approaches exist for pricing exergy losses, allowing users to choose the
one best suited to their needs:

• ċloss = ċfuel: This approach, proposed by Lazzaretto and Tsatsaronis for the SPECO method-
ology, has the advantage if maintaining the "F-Principle". Morover, it assigns an actual cost
to the loss stream which is useful in the . However, it does not preserve the overall cost
balance of the system. Pricing the loss with ċloss ̸= 0 implies that there is a buyer willing
to pay that price for the exergy stream, which reduces the price of the actual product of the
system, potentially impacting return on investment 1.

• ċloss = 0: This approach resolves the issues associated with the previous approach but does
not provide a clear cost for the dispersed energy. It also breaks the "F-Principle", as can be

1Discussions of this nature can occasionally be perplexing, particularly for less experienced users. This is mainly
because of the fact that what is referenced as the "cost" of the loss is actually, in the perspective of the component,
the "price" at which the component sells the outgoing exergy. In this perspective, it’s easy to understand that, pricing
the losses with ċloss ̸= 0 is an economic advantage for the system, despite intuition suggesting otherwise.
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seen in the regenerator shown in Fig A.4, in which, according to the "F-Principle", ċ6 should
theoretically equal ċ5. However, as stream 6 represents an exergy loss, in this case, ċ6 = 0.

This creates a problem in cost redistribution because using the described topology, all cost
increases are allocated to the component directly connected to the loss, such as the regen-
erator, even if it’s not the primary source of the loss in this case. To resolve this issue, the
topology must be adjusted to align with the fuel-product diagram, as described by Torres and
Valero [21]. Fig A.4 illustrates this transformation for the system in Figure 2.1. After this
transformation, any change in ċ6 affects both the fuel cost of the turbine and the regenerator,
resulting in a more equitable cost distribution.

Figure A.4: Generation of the Product-Fuel Diagram for the Plant Illustrated in Fig A.1. Left Side:
Topology with Support Blocks. Right Side: P-F Diagram Representation

To execute this transformation, the program identifies support blocks having only one fuel (such as
the one connected to the turbine in Fig A.4) and eliminates them by connecting their output to the
block from which the exergy comes from. The specific costs evaluated using the resulting topology
(called P-F diagram) are then assigned to the corresponding streams in the physical setup.

P. Ungar 110



A.3. Results

A.3 Results

A.3.1 Geothermal Case Study: Hellisheiði Power Plant

The chosen case study focuses on the double-flash geothermal power plant at Hellisheiði, which
combines heat and power generation. This power plant offers several noteworthy aspects for exergo-
economic and exergo-environmental analysis, including the treatment of cooling towers and the
concurrent generation of heat and power. A simplified schematic of the power plant can be seen in
Fig A.1.
The geothermal fluid, extracted from the production well, undergoes an initial pressure reduction
to 10 bar within the first steam separator. Subsequently, the steam is expanded in high-pressure
(HP) turbines, comprising six turbines, each with a capacity of 45 MW, and then condensed in the
HP steam condenser. A portion of the heat recovered from the condensing steam is utilized for
heating the cold fresh water, which is then directed to the Reykjavìk district heating system. The
condensed liquid from the HP separator undergoes flashing once more, and the resulting steam is
directed to a low-pressure turbine with a capacity of 33 MW. Simultaneously, the condensed heat
contributes to heating the fresh water destined for the district heating network.
The subsequent sections present the essential components required for a comprehensive exergo-
economic analysis, along with the results derived from the application. Additionally, we have
developed an in-house code within the EES environment to validate the outcomes of the developed
tool. This EES code enables the calculation of both exergo-economic and exergo-environmental
analyses.

Figure A.1: Schematic of Hellisheiði power plant
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A.3.2 Exergo-Economic Analysis

Inputs of the calculations

To assess the investment and operation and maintenance (O&M) costs of the power plant, an eco-
nomic analysis was conducted. The initial step involved computing the costs of the individual com-
ponents, following the methodologies outlined in [25]–[29]. The component costs were determined
based on a standard mathematical relationship, which was subsequently refined with correction fac-
tors accounting for the component’s class, working pressure, and equipment materials. These costs
are denominated in dollars ($) and were later converted into euros (e) using a conversion factor of
0.92 [e/$]. The resulting value was then adjusted to the reference year (2015) using the CEPCI
(Chemical Engineering Plant Cost Index) inflation index [30]. The Operation and Maintenance
costs (O&M) for each component were established as a fraction (1.5%) of the Purchased Equipment
Costs (PEC), in accordance with the suggestion by Schuster et al. [31].
The detailed calculation of the Total Capital Investment cost (TCI) is elaborated upon in [12].
Once TCI was determined, and considering the total annual operating hours of the power plant, Żk

in e/s was computed. For this analysis, a realistic working time of 7,446 hours per year over an
expected plant lifespan of 30 years was assumed, which is a common value for geothermal power
plants [32]. The cost of the incoming geothermal brine was set at 2.9 ce/kWh, accounting for well
drilling expenses, while other input streams were considered cost-free.
Exergy values were calculated, and the plant’s thermodynamic modeling was performed using an
EES script as described in [11].

Exergo-Economic Analysis Results

The exergo-economic analysis serves to evaluate the costs associated with electricity and heat gen-
eration. The resulting Levelized Cost of Electricity (LCOE) stands at approximately 3.3 ce/kWh,
falling within the anticipated range of 3 to 5 ce/kW, as recommended in [34]. Currently, the aver-
age national electricity production cost in Iceland from geothermal power plants hovers around 5.8
ce/kWh [35]. The cost of the co-generated heat is notably affected by the calculation parameters
and ranges between 8.1 and 4.5 ce/kWh.
The table below delves into the impact of calculation settings on these values. ċelect represents the
specific cost of electricity, ċheat denotes the specific cost of co-generated heat per unit of exergy, and
Ċtot represents the overall production cost, calculated as

∑
prod ċprodėprod that has to be compared

with the overall investment in order to understand if the economic balance is respected.

Table A.1: Setting Comparison

Calculation Topology ċloss setting ċelect [e/kW] ċheat [e/kW] Ċtot [e/s]
Support Block ċloss = 0 0.0325 0.0814 3.1577
PF Diagram ċloss = 0 0.0335 0.0546 3.1577
Support Block ċloss = ċfuel 0.0325 0.0450 2.9698
PF Diagram ċloss = ċfuel 0.0325 0.0450 2.9698

As can be seen from the table, changing the loss costing approach has a significant impact on ċheat,
moreover, the overall production cost decreases considering ċloss = ċfuel, showing that this approach
results in an underestimation of the production costs. Besides, it is interesting to notice that the
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calculation topology representation has an impact only considering ċloss = 0, because otherwise
no redistribution is needed, and that the “PF Diagram” topology succeeded in obtaining a better
redistribution effect.
Please notice that the program returns specific cost with respect to the unit of exergy. This is not
a problem for electricity, because electrical energy and exergy are equivalent, but can lead to some
misunderstanding for the district heating energy production price. Anyway, the resulting price per
unit of energy can be easily calculated as:

ċen = ċexėx/ẇ (A.10)

Where ėx is the exergy and ẇ is the energy value of the stream. In Hellisheiði plant, production
cost per unit of energy of the cogenerated heat is between 1.14 and 0.63 ce/kWh, again influenced
by the calculation setting, considering a district heating power of 133 MW. Costs relative to other
parameters can be calculated as well using the same approach, e.g. for a district heating network
is interesting to access the cost in e/m3: in this case, the range is between 1.08 and 0.601 e/m3,
considering a mass flow of 0.387 m3/s.
EES calculation result has been performed only considering the “support block” topology and ċloss =

0. As expected, the results are exactly the same as the ones reported in Tab A.1. As was expected
considering the fact that they both solve the same linear system.
Other results that can be obtained from the application are the specific and total cost for each
stream, Fig A.2.
Moreover, for each block the app returns the following information:

• The overall investment cost PEC [e]

• The specific cost Żk [e/s]

• The exergy lost ėL,k or destroyed ėD,k by the component [kW] and their “cost” [e/kJ]. The
cost will be evaluated considering the average cost of the fuels, hence following the SPECO
approach, regardless of the actual costing approach selected by the user. This is reasonable
because in both cases it represents the cost that would have been spared if those losses had
not existed.

• Multiple adimensional performance indicators:

– Specific cost increase rk across the component: rk = (ċprod − ċfuel) /ċfuel

– component exergetic efficiency ηk: ηk = ėprod/ėfuel

– Exergo-Economic factor fk: fk = Żk/
(
Żk + ċfuel (ėL,k + ėD,k)

)
– Specific exergy destruction yk: yk = ėD,k/ (

∑
ėD,k)

A.3.3 Exergo-Environmental Analysis

Inputs of the calculations

In order to determine the environmental impact rate associated with the life cycle of components, the
recently published work [11] has been taken as a reference for the input of this analysis. Concerning
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Figure A.2: Excel program output example, stream costs

the total environmental impact (ḂTOT,k), the wells and main valve emerged as the most impacting
component, representing about 35% of the global effect. Both the HP turbine and HP Condenser
contribution are mainly attributable to the specific cost of the component ẏk, while for the HP
cooling tower, the environmental cost is dominated by exergy destruction.

Exergo-Environmental Analysis Results

The same results presented for the exergo-economic are returned also for the exergo-environmental
analysis. The environmental cost of electricity is of 1.82cPts/MWh, generated by 81% by the
specific cost of the component and by 19% by the exergy destruction, the environmental cost of
heat is 4.42*10−2 cPts/m3 of generated hot water, derived by 73% by the specific cost of the
components and 27% by the exergy destruction. These results are retrieved considering ċloss = 0

and the “PF diagram” calculation topology. The environmental cost of heat is much dependent on
the calculation setting, as seen in the exergo-economic analysis.

A.4 Conclusions

The developed tool allows non-experienced users to correctly perform exergo-economic and exergo-
environmental analyses by ensuring that they are not forced to select the correct auxiliary equations
set. In fact, the users are only required to provide the topology, the exergy values for each streams
and the input costs in order to perform the analysis. Obviously, some basic knowledge of the
topic is still required by the user in order to understand the results. Nevertheless, according to
the experience of the authors, understanding what has generated a specific outcome is much easier
than understanding the choice of an auxiliary equation which, in appearance, may seem arbitrary.
Moreover the usage of such tool speed up the calculation process also for standard users as it remove
the need of manually implementing the analysis in some thermodynamic simulation environment
like EES.
The tool has been developed in Python hence it is extremely portable and easy to download.
Furthermore, a new feature, that is still under development, will allows the tool to be launched by
other programming languages, such as EES or MATLAB, in order to perform run time calculation
on a topology that has been previously defined. To conclude, other features that are currently under
development are:
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• A much detailed exergetic analysis, modelled on the equation developed by Lozano and Valero
[24]

• The implementation of the analysis for systems where different forms of exergy interact, such
as chemical reactors or LNG regasification processes.

• A drag and drop user interface for the definition of the plant topology
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