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A B S T R A C T

With the increasing demand of intelligent systems capable of operating in different contexts (e.g. users on the
move) the correct interpretation of the user-need by such systems has become crucial to give consistent answers
to the user questions. The most effective applications addressing such task are in the fields of natural language
processing and semantic expansion of terms. These techniques are aimed at estimating the goal of an input
query reformulating it as an intent, commonly relying on textual resources built exploiting different semantic
relations like synonymy, antonymy and many others. The aim of this paper is to generate such resources using
the labels of a given taxonomy as source of information. The obtained resources are integrated into a plain
classifier for reformulating a set of input queries as intents and tracking the effect of each relation, in order to
quantify the impact of each semantic relation on the classification. As an extension to this, the best tradeoff
between improvement and noise introduction when combining such relations is evaluated. The assessment is
made generating the resources and their combinations and using them for tuning the classifier which is used
to reformulate the user questions as labels. The evaluation employs a wide and varied taxonomy as a use-case,
exploiting its labels as basis for the semantic expansion and producing several corpora with the purpose of
enhancing the pseudo-queries estimation.
1. Introduction

Information retrieval architectures often deal with the interpreta-
tion of the user query, especially when it comes to queries which can
be posed in natural language. The main hold back is the identifica-
tion of a connection between unstructured questions and structured
data, which is an open problem and main task of natural language
processing applications. The estimation of the user intent in natural
language queries can be a difficult task and it cannot be achieved
considering only the syntactic representation of terms. A semantic
characterization is needed to reformulate an unconstrained question
as part of a structure, employing the sense and the context of terms.
The applications to get such characterizations are mainly in the fields
of machine learning and semantic expansion, addressing problems like
context learning, term disambiguation and polysemy. Semantic char-
acterization of terms can be achieved, among the others, through data
aggregation exploiting automatic clustering techniques or ontologies,
which provide a qualitative representation of documents through se-
mantic data models. The different strategies are analyzed in Section 2.
The aim of this paper is to propose, tune and evaluate an automatic
procedure to generate semantic resources which can be exploited by
query expansion-based retrieval systems, showing the most effective
combination of the generated resources. The focus of the research is on
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the evaluation, demonstrating the implications of employing different
semantic expansions when associating a natural language query to a
pre-defined class. There are four main contributions of this work:

• We propose a flexible approach to reformulate user questions into
classes of an arbitrary taxonomy, employing a modular architec-
ture which allows to evaluate different strategies of building the
semantic resources upon which the architecture is based.

• An automatic procedure for generating the resources based on
different semantic relations is described and developed.

• An automatic procedure to combine the different resources which
have been generated is described and developed, aiming at iden-
tifying the inter-relations among them.

• We provide an estimation of the impact of each combination
for the considered task, identifying the most effective semantic
relation and the most effective combination of them.

All the data exploited for the assessment and the code produced for
generating the resources and building the classification pipeline are
made available within the paper for replicating the experiments. The
procedure for generating the semantic resources which are employed
in the experiments is based on state-of-the-art semantic repositories
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and is described in Section 3, as well as the different strategies for
building them. In Section 4 a modular classification system is built and
evaluated exploiting the different sets of knowledge resources obtained
in Section 3, showing both the most impacting relation and the most
effective combination of them. The evaluation is assessed loading the
generated corpora into a GATE pipeline to measure the best and worst
performance metrics among all the configurations. The data resources
which are used to load the classifiers for the evaluation are chosen in
the range of Points of Interest (POIs) search engines.

2. Related work

In the field of query reformulation and features augmentation a
key role is held by semantic networks and semantic repositories. The
relations among terms can be used to get the context and sense behind
a word in a phrase and the analysis of word frequencies in wide
knowledge bases can be exploited as well to get latent semantics. The
target of query expansion is giving relevance not only to the syntactic
form of the words which are present within the query, but also to
the most representative meaning of the words expressing the user-
need. The main approaches for term augmentation can be divided in
statistical [1], semantic [2] and hybrid [3] and the main techniques are
interactive query expansion, pseudo-relevance feedback, search results
clustering and semantic networks. In this section the most widespread
approaches to term expansion are reviewed.

2.1. Query expansion techniques

Query expansion is a field of natural language processing which
aim is to provide an augmentation of the input terms composed by
their most related concepts. A query expansion tool can be exploited to
improve the retrieval capabilities of a search engine. There are many
approaches to get such augmentation which can be classified as global
analysis and local analysis [4]. The global methods are independent
from the query and include interactive and automatic expansions. Local
methods use the original query to retrieve documents and the query
terms are augmented by the means of a relevance feedback made
by users or estimated on the result-set. Semantic networks can be
exploited to get closer to the semantics of the query terms considering
the sense of each term and its classification [5] and also to obtain
expansion terms from concept relations [6]. Dey et al. [7] show a
41,5% and 22% increase in precision expanding search queries with the
vocabularies of plant and wine ontologies, choosing the terms with the
shortest semantic distance between query terms and ontology terms. A
similar effect can be achieved through search result clustering, which
can be performed to estimate the classes (concepts) considering the
semantic relatedness between terms as distances between them. Also,
latent semantic analysis techniques [8] can be used to expand the
feature space estimating the concepts which are related to terms by
the relations among them.

Interactive query expansion is a query expansion technique which
consists in expanding the original query and getting a feedback from
the user on the relevance of a retrieved set of documents [9]. The set
of retrieved documents is evaluated by the user expressing a choice
on the best match for his/her need and explicitly refining the query
formulation (Fig. 1). Such method is effective to meet the user-need, but
it is depending on user interaction and context which are, in general,
prone to ambiguity.

Pseudo-relevance feedback (PRF) is a refinement of relevance
feedback which adds an automated step to avoid the user contribution
in the process of query expansion [10]. The data flow from the user
query to the retrieved documents includes the variation of the weights
of query terms assuming that the top retrieved documents are relevant
and using the position of the documents as a feedback for relevance
(this makes automatic the step c. in Fig. 1). Pseudo-relevance feedback
relies on the top documents retrieved by the logic itself, hence the
2

Fig. 1. Relevance feedback.

method is heavily dependent on the ranking algorithm; for this reason
[11] in their pseudo-relevance approach explore different weighting
algorithms to weigh the terms.

A classic application of relevance feedback is the Rocchio algorithm,
a nearest centroid technique for classification that assigns to documents
the class label of the training samples whose mean is closest to the
document’s class, modifying the weights of the vectors representing
both the query and the documents. The performance of the algorithm
is noticeable respect to other expansion techniques, as demonstrated in
[12] over each TREC track . Rocchio classification can sometimes have
an unwanted behavior reflecting the importance of a document respect
to the whole collection rather than to the user query; some studies
have mitigated this drawback including in the relevance score also
documents with high ranking outside of the top relevant documents
[13]. The adaptability of pseudo-relevance feedback mechanisms to re-
cent transformer-based technologies like BERT [14] has been studied in
[15], where a representative feedback is extracted from the embeddings
showing promising performances respect to traditional approaches.
Wang et al. [16] developed a pseudo-relevance feedback framework ex-
ploiting probability-based PRF methods and language-model-based PRF
methods, combining relevance and semantic matching to re-rank the
semantic similarity between the query and document representations.

Search result clustering consists in partitioning the set of docu-
ments to retrieve in similarity classes and using them as an index for
the actual retrieval. Text clustering aims at grouping the documents
to retrieve in semantically related sets and it is usually performed
online. Such task can be addressed using data-centric approaches or
description-centric approaches. Data-centric approaches include data
agglomeration techniques like K-means and its variants [17] and SVM
classifiers which have been demonstrated suitable for both binary and
multi-class classification problems [18]. Description-centric approaches
are less dependent from data and include semantic agglomeration
like ontology models and automatic taxonomy clustering [19]. The
aggregation obtained through the clustering process can be considered
as additional information expressing the semantics of the documents
which are in the same cluster, therefore can be used as a feature for
the original query terms. Such strategy is presented in [20], in which
the cluster labels are used as an expansion of the original query terms.
It is to be noticed that the expansion of query terms can potentially
result into a deviance from the user-need known as query drift [21]
since automatic expansion deals with polysemy, term disambiguation
and user context [22,23] when determining the most representative
meaning of terms. Cao et al. [24] evaluate the usefulness of expansion
terms, highlighting that only a small portion of the traditional expan-
sion terms have impact on the retrieval effectiveness. To limit query
drift, a tradeoff between improvement and worsening of a retrieval
system relying on query expansions has to be evaluated.

2.2. Semantic networks and knowledge bases

A semantic network, or frame network is an abstract representa-
tion of concepts and relations between them. The usual representation
of a semantic network is a directed or undirected graph containing
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nodes as concepts and edges as relations (Fig. 2); such representation
aims at expressing the semantics of terms in a domain. The concep-
tualization of a term is strictly related to the context in which it is
used and which could not be expressed by the term itself. In semantic
networks the context of an entity is expressed by its relations, which
are essential to differentiate one over another. As an example, in a
semantic network describing the biology context the term tree will
occur having the relation of hypernymy linked to the term oak; in the
context of algebra the same term tree, which expresses an algebraic
tructure, will not be associated to the term oak. The different semantic
haracterization expresses the difference between the two concepts and
tudying these relations can support semantic disambiguation of terms
25]. Recent efforts in deriving contextual information from domain
ntologies to generate expansion terms can also be found in [26–28]
hich use domain-specific ontologies to implement query expansion
echanisms.

Fig. 2. Semantic network for concept mammal.

A knowledge base is an instantiation of data in a structured repre-
sentation of concepts expressed through assertion statements (A-box)
and terminology statements (T-box). A-box statements of an ontol-
ogy represent factual assertions and relations among concrete entities
(e.g. Rome is-a city), while T-box statements represent the properties
of domain classes (e.g. city contains buildings) and make possible
inference (e.g. Rome contains buildings). The data that are stored in
a knowledge base can be retrieved by the properties defined in the
T-box; this structure is also referred as a populated ontology. Query
expansion typically relies both on semantic networks and knowledge
bases to get the relations between concepts. Recent efforts in query
augmentation based on ontologies and knowledge bases can be found
in [27], combining the relevance score produced by different rank
aggregation approaches and using fuzzy rules to infer the weights of
the additional query terms.

2.2.1. WordNet
The most representative semantic network, though not the most

recent, is the lexical database WordNet [29]. It groups English nouns,
verbs, adjectives and adverbs into synsets, each expressing a distinct
concept. Synsets are interlinked by the means of conceptual-semantic
and lexical relations. WordNet is similar to a thesaurus, since it groups
words together basing on their meanings. However, there are some
important distinctions. First, WordNet interlinks not just the lexical
form of words, but specific senses of words. As a result, words that
are found to be near one to another in the network are semanti-
cally disambiguated. Second, WordNet labels the semantic relations
among words, whereas the groupings of words in a thesaurus does
not follow any explicit pattern other than meaning similarity. Some
of the most representative semantic relations which are covered are
holonymy, hyponymy (or troponymy), synonymy, antonymy, hypernymy
3

nd meronymy. f
• Synonymy is the relation which includes the terms which are
different from the input word, having the same meaning. The
synonyms are obtained retrieving the terms contained within the
same WordNet synset (e.g. computer, desktop).

• Antonymy is the relation which includes all the terms with
opposite meaning with respect to the input word (e.g. black,
white)

• Hypernymy is the relation which includes all the terms which
constitute the more general category respect to the input word
(e.g. dog, animal)

• Hyponymy is the relation which includes the terms with a simi-
lar, but less specific meaning (e.g. cd, disc)

• Meronymy is the relation which does not consider the input as
its specific meaning, but of the more general concept it represents
(e.g. head, boss)

• Holonomy is the opposite relation to meronymy and it not con-
siders the input as its meaning, but the more specific concept it
represents (e.g. boss, head)

Applications of query augmentation based on Wordnet can be found
n [30–32]; an effective effort in extracting lexical information from

ordNet relations can also be found in [33], combining automatic
nd user-supported expansions. The WordNet web endpoint is available
t: https://wordnet.princeton.edu/ and can be used to access all the
ordnet semantic relations.
Recent works like Jain et al. [34] declare Wordnet synonyms the

ost effective semantic relation for query expansion and synonyms
re likewise preferred in most query expansion tasks like Shi et al.
35] and Chauhan et al. [36], while their effectiveness respect to other
emantic relations is never evaluated. Navigli and Velardi [37] show
hat expansions based on synonyms and hypernyms has limited effects
n web information retrieval performance and that the most successful
uery expansion methods are based on words that co-occur with the
uery terms and word glosses. Works like Buscaldi et al. [38] use a
ombination of synonyms and meronyms, while others like Esposito
t al. [39] and Franco-Salvador et al. [40] evaluate the employment of
ynonyms and hypernyms expansions. Several endpoints like Copeland
t al. [41], available online through the Microsoft Azure Points Of
nterest retrieval API, add to each category a small set of synonyms to
mprove the retrieval. Synonyms seem to be a constant choice in query
xpansion and also the most intuitive choice for related words identi-
ication, while their actual effectiveness respect to other expansions is
ot proven. The question has been also emerged in recent works like
zad and Deepak [42] and Pal et al. [43], where the problem of which
emantic relation would be the most effective in query expansion tasks
s expressed and the accent is posed on the use of synonyms and their
ffective enhancement when expanding the query terms.

.2.2. Babelnet
The Babelnet [22] semantic network features query expansion and

isambiguation through the generation of semantically related sets of
ords called synsets (cognitive synonyms). The Babelnet framework
rovides term augmentation and transformation of each query term
nto a synset gathering data from WordNet, Open Multilingual Word-
et, OmegaWiki, Wiktionary, Wikidata and Wikipedia (Fig. 3). Each
lement of the synset is denoted as the entity which is most related
o the concept of the term (i.e. its sense) within the Babelnet semantic
raph. A concept is most related to another if it minimizes some distance
respect to each semantic relation) with any other contained in the
etworks outlined above.

.2.3. Google Books N-grams dictionaries
Google Books is an endpoint for browsing the books data indexed

y Google and it directly allows the retrieval of book texts. N-grams are
ixed-size tuples of items, and in this case the items are words extracted

rom the Google Books corpus. The 𝑁 specifies the number of elements
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Fig. 3. Resources exploited by the Babelnet semantic expansion.

in the tuple: a 5-g contains five words or characters. The N-grams are
produced by passing a sliding window on the text of books indexed by
Google and giving as output a record for each new token. Such utility
can be used for example to extract the terms that frequently surround
an input word (e.g. friend → best). The Google Books N-grams data are
ndexed by several endpoints like the Datamuse API [44] (which also
ncludes a Wordnet access point) and it is accessible configuring the API
ith the proper code. This endpoint can also be exploited to extract the
opular nouns with input adjectives, the popular adjectives with input
oun, the popular associated words, the frequent follower word and the
requent predecessor word.

• The popular nouns with input adjectives is a relation between
the input words, which are adjectives, and the nouns which the
adjectives are referred to (e.g. brown eyes, hot water);

• The popular adjectives with input noun is the same as the
former, with nouns as input (e.g. brown eyes, hot water);

• The popular associated words is a relation which links to the
input terms the words often related to them (e.g. bottle of water,
glass of wine);

• The frequent follower word is a relation which bridges the input
terms to words which are often following them (good morning,
welcome to);

• The frequent predecessor word is the same as the former,
linking the input to the words which are often preceded by the
input terms (good morning, welcome to).

.2.4. Onelook dictionaries
The Onelook Dictionary [45] search is a web endpoint and API

hich allows the user to look for definitions and words related to the
nput words or phrase. The search engine indexes more than 19 million
ords in more than 1000 online dictionaries, like Oxford Dictionaries,
erriam-Webster, American Heritage, Collins English Dictionary,
acmillan Dictionary, Wiktionary, Online Etymology Dictionary,
ikipedia, Rhymezone, WordNet 1.7, Free Dictionary, Dictionary.com,
ordnik and many others. The dictionaries can be browsed by topic:

rt, business, computing, medicine, miscellaneous, religion, science,
lang, sports, technology and the definitions can be restricted to Chi-
ese, English, French, German, Italian and Spanish. Onelook dictionar-
es endpoint is available at: https://www.onelook.com/.

.3. NLP frameworks

Keras is a high-level Python API based on neural networks that
uns on CPU or GPU. It supports convolutional and recurrent networks
nd it can be used for text classification, text generation and sum-
arization, tagging, parsing, machine translation, speech recognition,

nd other tasks. Keras runs on top of many frameworks and numer-
cal computation libraries like TensorFlow, which is an open-source
achine learning library by Google allowing GPU computation. The
4

ain concept behind TensorFlow is flow graphs usage: the nodes of the
graph reflect mathematical operations, while the edges represent mul-
tidimensional inter-communicating data arrays (tensors). One of the
most known TensorFlow’s NLP applications is Google Translate. Other
applications are text classification and summarization, speech recogni-
tion, tagging, and so on. Considering the neural networks approach,
PyTorch is a fast library which builds neural networks on a tape-based
autograd system and provides tensor computation with strong GPU
acceleration. Recurrent neural networks are mostly used in PyTorch for
machine translation, classification, text generation, tagging, and other
NLP tasks. The Dynet neural network library by Carnegie Mellon Uni-
versity adds the feature of handling syntactic parsing, which makes it
an attractive choice for deeper analysis of the phrase. It supports C++,
Python languages and GPU computing. Dynet is based on the dynamic
declaration of network structure and over syntactic parsing it addresses
also machine translation and morphological inflection analysis.

Stanford’s Core NLP is a flexible and fast grammatical analysis
tool that provides APIs for most common programming languages
including Python and Java; it can also be run as a web service. The
framework has features like part-of-speech (POS) tagging, named entity
recognizing (NER), parsing, co-reference resolution, sentiment analysis,
bootstrapped pattern learning, and open information extraction tools.
Looking at feature separation and modularity, GATE [46] is a Java
framework for NLP which is organized as a pipeline: the elements of
the pipeline can be added activating some features of the pipeline,
which is run as a script. GATE provides lemmatization, POS-tagging,
stemming, tokenization and many others, relying on low-level libraries
which can be loaded in the pipeline like the multilingual TreeTagger
POS-tagger [47], the Snowball stemmer [48] and the Stanford parser
[49]. Looking at optimization and deep learning, Deeplearning4j is

Java programming library which can make use of the Keras API
hrough TensorFlow. The main features of Deeplearning4j are the use
f distributed CPUs and GPUs, parallel training via iterative reduce and
icro-service architecture adaptation; moreover, vector space model-

ng enables solving of text-mining problems. It features POS-tagging,
ependency parsing and word embedding through word2vec, a simple

neural network which takes a corpus as input and computes vectors
representing the semantic distribution of the words.

3. Generation of the document sets

The focus of this section is describing the procedures which have
been employed to generate several sets of documents, each based on
a specific semantic relation. The produced documents can be exploited
to improve retrieval systems based on taxonomies, like ontology-based
systems and frameworks driven by hierarchical structures. In particular,
the GATE framework and the Datamuse endpoint have been employed
in the resource generation phase for accessing semantic repositories
(Sections 3.2 and 3.3) and also in the evaluation phase (Section 4) in
which are used to classify a set of user queries into taxonomy classes.

3.1. Technologies and resources

To analyze the benefits and the drawbacks of employing a corpus
built by the means of a specific semantic relation respect to the others,
the GATE framework for natural language analysis has been exploited.
GATE is a solution flexible enough to allow the tuning of resources
regardless of the NLP logic and it is capable of providing consistent
analysis relying on external resources called gazetteers. The Datamuse
API are used as an interface to generate such resources, querying
semantic repositories such as WordNet, Google Books N-grams and
Onelook dictionaries respect to the semantic relations mentioned in

Section 2.2.
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3.1.1. Use-case data resources
Since the application domain for a use-case is a finite set of el-

ements, real taxonomies have been employed under the assumption
that the category and the parent category labels of a taxonomy briefly
describe the elements in the domain; such labels are considered as
all the possible intents of a user query within a fixed domain. Un-
der this assumption the association between a user natural language
query and an actual set of documents described by a category label
is shifted to the association of the user query to the correct label of
the taxonomy. The taxonomy which has been employed for the use
case is the well detailed Yelp taxonomy (1318 categories), which is
available at the Yelp website. Further experiments to demonstrate the
scalability of the methodology have been conducted on the Microsoft
Azure Points Of Interest taxonomy (784 categories), the Louisiana
Industry Business Type list (170 categories), the Singapore business
list (111 categories) and the Greater Newburyport business taxonomy
(255 categories). These taxonomies describe the commercial activities
and services domain, expressing hierarchical relations between the
service type (parent) and the service name (category) (e.g.: the Food
service type is parent of several child categories like Beverage store, Cake
Shop, etc.). The relation between the child categories and the parent
categories is the is-a relation and the reformulation of a question as a
category label can then be directly used as input in a structured context
to retrieve the actual data.

3.1.2. NLP technologies and resources
The resource generation process is implemented using the GATE

framework, exploiting its components to build a procedure which
generates several corpora improving or worsening query classification
with different impact. Each corpus is composed by a set of gazetteers
containing terms which are semantically related to the category labels
and that are generated from the above mentioned taxonomies. The
produced corpora maintain the hierarchical relation which is present
in the original taxonomy through the inclusion of lists labeled as the
categories into folders labeled as the parent categories. The taxonomy
depth consists in two levels including the most general parent category
and the most specific category. The labels of the taxonomy are names
of commercial activities, services, public administrations, public trans-
portation lines, etc.; such knowledge resources can be integrated in
different forms since they are not tied to the classification architecture.

To provide an evaluation of the impact of different kinds of ex-
pansion, the resources have been built in different ways by the means
of all the available semantic relations. The endpoint which has been
employed for accessing semantic databases such as WordNet, Google
Books N-grams and Onelook dictionaries is the Datamuse API men-
tioned in Section 2.2.3. Such interface allows to specify as parameters
one or more words, a rel_[ID] constraint representing the semantic
elation to perform and an optional topic parameter to specify the
omain of the word. It is also possible to access all the semantic
elations exploiting the API of each repository. For example, using
LTK [50] to access the Wordnet APIs it is possible to get the antonyms
f the word ‘‘good’’ as: {evil, ill, evilness, badness, bad}; the gain in using
he Datamuse API lies in the possibility of accessing more relations
sing one single endpoint and in the presence of a score associated to
ach retrieved word.

.2. Generation of the evaluation corpus

To give evidence of the classification capabilities when using dif-
erent semantic expansion criteria a set of lists has been generated,
ach containing a category label (class) as file name and content. Each
ile is included in a folder named as its super-category, preserving
he taxonomy hierarchy. This set of lists is considered as a reference
or the evaluation, behaving as a pattern matching classifier based
n gazetteers built without semantic expansion; a similar strategy has
5

een attempted by Raza et al. [51]. To evaluate the impact of each
semantic relation in user-intent classification the reference classifier’s
resources have been expanded using the Datamuse API endpoint. The
expansion has been performed by the means of WordNet synonymy,
antonymy, hypernymy, hyponymy, holonomy and meronymy relations and
the Google Books Ngrams frequent words associations (Tables 1, 2). A
fully automated procedure to extract the related words by the means
of each semantic relation has been produced (its architecture is shown
in Fig. 4) and the generated corpus for the input taxonomy is available
for research purpose at this link.

Table 1
WordNet semantic relations.

Relation ID Relation name Relation meaning Example

SYN Synonymy A is the same as B ocean → sea
ANT Antonymy A is the opposite of B late → early
SPC Hypernymy A is kind of B gondola → boat
GEN Hyponymy A is more general than B boat → gondola
COM Holonomy A comprises B car → accelerator
PAR Meronymy A is part of B trunk → tree

3.2.1. Software implementation
The generation algorithm is composed by four main phases which

are: generateBaseLine, generateListsBySemRel,
enhanceLists and getLeavesToSort.

1. The goal of the first phase is the generation of a reference clas-
sifier loaded with a set of files corresponding to the taxonomy
categories as resources organized in folders corresponding to
the taxonomy parent categories. The files have been generated
containing the category labels without any semantic expansion,
filtering not-relevant parts of speech like prepositions, conjunc-
tions, articles and punctuation and trimmed by the words which
are shorter than 2. The remaining words have been grouped and
weighted by the number of occurrences. The aim of this phase is
creating a corpus which makes the classification system behave
as a pattern matching system once loaded in the GATE pipeline,
serving as a reference for evaluating the improvements of each
expansion against no expansion.

2. The generateListsBySemRel phase makes use of the Data-
muse API to get the related words by the means of the relations
described in Section 2 for each cluster label. Each label of
the taxonomy is expanded exploiting the WordNet relations
of synonymy, antonymy, hypernymy, hyponymy, holonomy and
meronymy generating a corpus for each semantic relation. Fur-
ther expansions are provided querying the Onelook dictionaries
and the Google Books Ngrams by the means of the popular nouns
with input adjective, popular adjectives with input noun, popular
associated words, frequent follower word and frequent predecessor
word relations.

3. The enhanceLists phase is the most complex, and it is aimed
at shaping the content of the files generated in the previous
phase meeting the requisites of a gazetteer-based systems and
enhancing the classification capabilities through data augmen-
tation. Stop words such as prepositions, conjunctions, articles
and punctuation are pruned through POS tagging and further
filtering; the words contained in each list are provided with the
original lemma, including the parent category labels and the
category labels computed in the first phase. Finally, a weight is
assigned to the words which have not been computed in the first
phase by assigning them a measure of their semantic relatedness
respect to the class label. Such measure is expressed by the
frequency of the term within a gazetteer after the expansion and
the weights are assigned grouping the same words into one and
increasing their weight for each repetition.
The above described procedure is implemented by six sub-
phases:
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Fig. 4. Generation of the corpus.
Table 2
Google Books N-grams relations.

Relation ID Relation name Relation meaning Example

JJA Popular nouns Popular nouns modified by the given adjective gradual → increase
JJB Popular adjectives Popular adjectives used to modify the given noun beach → sandy

TRG Triggers Words that are statistically associated with the query
word in the same piece of text cow → milking

BGA Frequent followers 𝑤′ such that 𝑃 (𝑤′
|𝑤) ≥ 0.001 wreak → havoc

BGB Frequent predecessors 𝑤′ such that 𝑃 (𝑤|𝑤′) ≥ 0.001 havoc → wreak
(a) the words related to the category labels (phase 2) are
included;

(b) the name of the parent category is added;
(c) a part-of-speech filtering is obtained through the TreeTag-

ger POS-tagger;
(d) the words which are shorter than 2 characters are re-

moved;
(e) the lemmas of the terms are included;
(f) the duplicated words are grouped and followed by the

number of occurrences as weight.

As a result of this phase 11 folders are produced, one for each
semantic relation described in Section 2; each cluster maintains
the hierarchical structure in the form of folders and files which
names correspond to the parent category and category labels
of the employed taxonomies. Each file contains its label and
folder as text, followed by the enhanced output of the semantic
repositories obtained through the Datamuse endpoint. It is to
be noticed that some of the features included in this phase are
also applied to the reference classifier’s resources to provide
coherence with the rest of the evaluation (e.g. removing the
words which are shorter than 2 and making each grouped word
followed by its number of occurrences).

4. The last phase aims at providing the most optimized perfor-
mance in browsing the files, post-processing the lists and sorting
them in alphabetical order to be retrieved through a binary
search implementation.
6

The Datamuse API requests are formed using as parameters the
relation ID, the category label of the taxonomy and the parent category
to provide a more specific field for the expansion.

The procedure is highly scalable, and it can be easily applied to any
domain (e.g. using ontology classes or menu items as input taxonomy).
Loading the generated resources in a simple framework like the one
which has been described in Section 4 allows retrieving any kind of
data by natural language knowing only its structure in the form of
a taxonomy. The same procedure can be applied to the words which
are contained in the actual documents, further extending the retrieval
capabilities.

3.3. Combination of the generated resources

To provide evidence of the best performing combination of the
considered semantic relations for classifying a question as a taxonomy
label the resources described in Section 3.2 have been combined in
different ways. The combination criteria are all the possible combi-
nations without repetition, providing

(𝑛
𝑘

)

different configurations with
𝑛 = 11, which is the number of semantic relations that are present
in the corpus generated in Section 3.2, and 𝑘 which is the number
of combining relations. The number 𝑛 = 11 is chosen based on the
availability of different semantic relations in the leading semantic
repositories which are WordNet, Onelook dictionaries and Google Books
N-grams. Other semantic relations are available through the Datamuse
endpoint mentioned in Section 2.2.3, which are rhymes, approximate
rhymes, homophones and consonant match; these relations have not been
included since their primarily phonetic nature adds little information
to words semantics.
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(

a
t

To assess the effects on retrieval quality when considering or ex-
cluding each relation and its combinations the number of combining
relations has been varied from 𝑘 = 1 to 𝑘 = 𝑛. The first case for
𝑘 = 1 is represented by the lists obtained in Section 3.2: the number of
relations is 11 and there is one corpus for each relation, representing
an expansion by the means of a single relation.
(

𝑛
𝑘

)

=
(

11
1

)

= 11 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠

For the case 𝑘 = 2 the number of combinations is:
𝑛
𝑘

)

=
(

11
2

)

= 55 𝑐𝑜𝑚𝑏𝑖𝑛𝑎𝑡𝑖𝑜𝑛𝑠

nd the possible combinations of the semantic relations (according to
he abbreviations shown in Tables 1 and 2) are:

SYN TRG

SPC SYN, SPC TRG

PAR SPC, PAR SYN, PAR TRG

JJB PAR, JJB SPC, JJB SYN, JJB TRG

JJA JJB, JJA PAR, JJA SPC, JJA SYN, JJA TRG

GEN JJA, GEN JJB, GEN PAR, GEN SPC, GEN SYN, GEN TRG

COM GEN, COM JJA, COM JJB, COM PAR, COM SPC, COM SYN, COM TRG

BGB COM, BGB GEN, BGB JJA, BGB JJB, BGB PAR, BGB SPC, BGB SYN, BGB TRG

BGA BGB, BGA COM, BGA GEN, BGA JJA, BGA JJB, BGA PAR, BGA SPC, BGA SYN, BGA TRG

ANT BGA, ANT BGB, ANT COM, ANT GEN, ANT JJA, ANT JJB, ANT PAR, ANT SPC, ANT SYN, ANT TRG

The cases 𝑘 = 3,… , 𝑘 = 11 follow the same structure and generate
(11
3

)

= 165,
(11
4

)

= 330,
(11
5

)

= 462,
(11
6

)

= 462,
(11
7

)

= 330,
(11
8

)

= 165,
(11
9

)

= 55,
(11
10

)

= 11 and
(11
11

)

= 1 combinations. The latter set is the
more complex, describing the combination:

ANT, BGA, BGB, COM, GEN, JJA, JJB, PAR, SPC, SYN, TRG

that represents the combination of all the considered semantic expan-
sions.

To generate the lists for all the possible combinations of the se-
mantic relations obtained in Section 3.2 a fully automated procedure
has been produced and made run in parallel to keep the execution
performances attainable.

The lists produced in Section 3.2, representing the categories labels
expanded through the 11 semantic relations available on WordNet,
Onelook dictionaries and Google Books N-grams, are loaded and kept
separated by semantic relation name. Each list of the target corpus is
built combining the already obtained lists in 𝑘 ways: for each 𝑘, all
the lists corresponding to the categories labels are expanded combin-
ing their contents by different semantic relations, giving as result a
folder named as the considered relations (e.g. ANT, ANT SYN, etc.).
Each folder contains the same hierarchy and number of files as the
original folders, while the documents within the folder contain the
combination of the original lists. To avoid category names replication
within the documents, the labels of the categories have been excluded
from the computation and added at the end of the process. After the
combination process the files are processed by the enhanceLists
and getLeavesToSort libraries described in Section 3.3 to gain
coherence with the already generated resources and the assessment
which is proposed in Section 4.2.

As a result of the procedure 11 folders are generated, each corre-
sponding to a configuration of 𝑘 from 1 to 11. Each folder contains
the set of all the possible combinations of 11 semantic relations in
𝑘 ways as directories, each of which preserves the original cluster
hierarchy maintaining the parent category labels as folder names and
the category labels as file names. The procedure applies a total of
2047 combinations of 11 semantic relations, one for each extraction
of 𝑘 elements, to the input taxonomies. Each combination corresponds
to a different tuning for a classifier. The generated resources reach a
total of 2 697 946 lists for the Yelp taxonomy and 1 604 848 for the
7

Microsoft Azure Points Of Interest taxonomy. The smaller taxonomies
produce 347 990 gazetteers for the Louisiana Industry Business Type
list, 227 217 for the Singapore business list and 521 985 for the Greater
Newburyport business taxonomy. The generation and the structure of
the above described resources is depicted in Fig. 5.

4. Evaluation

The assessment is realized making use of the GATE pipeline which is
used to classify a set of user questions processed with different corpora
loaded as gazetteers. The pipeline is employed as a pseudo-relevance
search engine which allows getting from the user questions the informa-
tion needed to rank them as taxonomy labels. The aim of the assessment
is to evaluate the impact of each semantic relation in classifying the
questions and to highlight the strengths and weaknesses of different
combinations of them. The building of the ground truth is described in
Section 4.1. The evaluation tools are described in Section 4.2 and the
criteria of the assessment are discussed in Section 4.3. The performance
of the reference classifier and the evaluation of the impact of each
expansion are proposed in Section 4.4, where the baseline is also
compared with other evaluations made through the combination of
resources.

4.1. Test queries and ground truth

The queries which have been evaluated are a portion of the AOL
Query Logs [52] and the ORCAS dataset [53], which contain respec-
tively more than 36 million questions made by users on the popular
search engine and 18 million questions derived from the MSMARCO
dataset [54]. The sets have been shuffled and reduced to 5000 unique
queries, filtering the questions in the form: ‘‘Where can I. . . ?’’, ‘‘Where
to find. . . ?’’ and queries containing special words like ‘‘...buy...’’, ‘‘...pur-
chase...’’ and ‘‘...near...’’ which are frequently associated to transac-
tional queries (connected to commercial activities) [55]. This operation
has been performed to make the test queries domain the same as
the use-case taxonomy domain, describing the field of POIs and local
businesses. The number of the filtered queries is a small portion of
the complete set, which is coherent with the experiments made by
Aloteibi and Sanderson [56] on the Excite search engine, showing that
20% of the users who use search engines have geographical-related
intent and the portion of transactional queries among these is even
lower. The ground truth has been obtained as an annotation of the
test queries with the corresponding taxonomy labels. This operation has
been performed through a labeling infrastructure specifically designed
for the annotation of the queries (Fig. 7). Such infrastructure requires
a set of questions and a set of categories/hyper-categories which are
the elements of a taxonomy. Each question is presented to the user,
to which is requested to choose an answer from a drop-down menu
containing the list of all the hyper-categories; this is a first step that
is used to filter the subsequent list of categories from which the user
has to choose, also presented as a drop-down menu. In the set of the
possible answers are included the None and the Not-an-answer elements
to manage the true negatives and the false negatives in the evaluation
phase. The ground truth builder has been used by 50 users annotating
100 queries each with the purpose of associating the intents of the
evaluated queries choosing from a set of pre-determined answers. The
possible answers correspond to the categories of the taxonomy under
evaluation, which in this case is the Yelp taxonomy.

4.2. Evaluation infrastructure

The evaluation has been assessed processing the query terms with
the GATE engine. The default ANNIE pipeline has been employed,
which is composed by the ANNIE tokenizer, the RegEx sentence splitter,
the TreeTagger POS-tagger and the ANNIE NE JAPE transducer; the
corpora which are described in Section 3.2 and in Section 3.3 have been

loaded one at a time as gazetteers (Fig. 6). This approach combines
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Fig. 5. Generation and structure of the combined corpora.

Fig. 6. Default ANNIE pipeline loaded with different configurations of corpora.
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Fig. 7. Ground truth builder infrastructure.

term filtering based on part-of-speech tags and cluster labels expansion
based on offline building of gazetteers, which is independent from the
classification engine. Such approach is flexible enough to allow the
comparison of different strategies for building expansion corpora.

The assessment is focused on query reformulation and consists in
three phases:

1. Cleaning the query. The query is preprocessed pruning stop
words, conjunctions, articles etc. and lemmatizing words [57]
through the GATE framework;

2. Browsing the corpus. The extracted query terms are used as
search terms browsing the loaded configuration of the corpus.
The occurrence of a query term within a list increases the
relevance score of the list respect to the user query. If a term
is present into a list by multiple semantic relations, this reflects
in more significance given to the term respect to the taxonomy
label. The sum of the weights constitutes the score of the list and
is compared to the rank of the other lists;

3. Query reformulation. The query is reformulated as the taxon-
omy label with the highest score obtained in the second phase
respect to the query terms processed in the first phase; a similar
strategy can be found in [58]. It is to be noticed that using the
entities of an ontology as target taxonomy the elected labels can
be directly used to query the underlying structure and retrieve
the actual data from the knowledge base.

Each corpus described in Section 3.3 is separately loaded in the pipeline
as a set of lists (gazetteers) to obtain the evaluation. The taxon-
omy categories which are included in the corpus described in Sec-
tion 3.2 are loaded into the pipeline to provide a reference to com-
pare with the expansions. After setting the evaluation for the refer-
ence classifier, the folders which have been generated through the
generateListsBySemRel function (corresponding to one-relation
expansions) are included in the pipeline one at a time and evaluated
separately. Afterwards, to compare the combination of each semantic
relation with the reference classifier and the one-relation expansions,
the assessment is replicated for each combination folder described in
Section 3.3 (corresponding to any combination of the 11 relations). A
main flowchart of the approach is provided in Fig. 8.

4.3. Evaluation criteria

The evaluation of the estimated intents is assessed using the classic
information retrieval metrics of precision, recall, F-measure and accu-
racy. In this case the precision metric represents the capability of the
9

Table 3
Reference classifier evaluation.

Relation Precision Recall F-measure Accuracy

Baseline 0.62 0.29 0.40 0.25

Table 4
Performance variation loading one-relation expansions.

Relation Precision Recall F-measure Accuracy

ANT −1,95% −0,21% −0,38% −0,21%
BGA −14,07% +9,87% +5,12% +2,84%
BGB −22,66% +15,80% +5,42% +2,86%
COM −3,40% +0,12% −0,14% −0,74%
GEN −6,98% +2,24% +0,52% +1,13%
JJA −12,12% +8,38% +4,78% +1,98%
JJB −15,76% +6,31% +1,04% +0,84%
PAR −1,58% −0,56% −0,12% −0,15%
SPC −11,34% +4,48% +0,65% +0,52%
SYN +0,32% +10,89% +9,49% +8,63%
TRG −16,27% +36,70% +13,56% +12,50%

pseudo-relevance search engine to retrieve relevant documents, which
are the taxonomy categories, respect to the user query. The recall met-
ric is exploited to measure the capability of the pipeline in retrieving
all the relevant documents which can be retrieved by the engine. The F-
measure metric is the expression of the harmonic mean of precision and
recall, while accuracy quantifies the capacity of the classifier to match
expected results. The above described metrics are calculated counting
the number of True Positives (TP), False Positives (FP), False Negatives
(FN) and True Negatives (TN), which are considered as follows:

• A true positive is considered when a taxonomy category which is
present in the ground truth is also present in the GATE pipeline
outcome;

• a false positive is considered when none of the elected categories
is present within the ground truth;

• a true negative is considered when the elected categories set is
empty and the ground truth is empty as well;

• a false negative is considered when the elected categories set is
empty, while the ground truth is not.

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

𝐑𝐞𝐜𝐚𝐥𝐥 = 𝑇𝑃
𝑇𝑃 + 𝐹𝑁

𝐀𝐜𝐜𝐮𝐫𝐚𝐜𝐲 = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

𝐅-𝐦𝐞𝐚𝐬𝐮𝐫𝐞 = 2 ⋅ 𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ⋅ 𝑅𝑒𝑐𝑎𝑙𝑙
𝑃 𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙

To derive the above described measures as an expression of the
impact of each semantic relation in term expansion, the code of the as-
sessment infrastructure has been set to loop among the test queries cal-
culating the metrics by counting TPs, FPs, TNs and FNs. The evaluations
are shown in the next section.

4.4. Assessment and discussion

The metrics are initially calculated loading the reference classifier
and its resources (Section 3.2.1) to evaluate the capabilities of a basic
classification system. The same operation is done loading the one-
relation expansions corpora (Section 3.2) as resources, quantifying
the most impacting relation among those which can be employed as
semantic knowledge. A third step has been made loading different
combinations of the produced corpora as resources (Section 3.3), high-
lighting the most effective combination of the semantic relations. All
evaluations are made through the techniques discussed in Section 4.3
and are presented as variations respect to the reference classifier,
similarly to Azad et al. [11] and Fang [59].

Reference classifier evaluation. To provide a reference for the
classification system the GATE pipeline has been configured for the
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Fig. 8. Main flowchart of the approach.
Table 5
Configurations with highest precision wrt the reference classifier.

Configuration Variation

ANT SYN +0,35%
ANT PAR SYN +0,33%
SYN +0,29%
PAR SYN +0,27%
ANT COM SYN −0,02%
ANT COM PAR SYN −0,04%
COM SYN −0,08%
COM PAR SYN −0,09%
ANT SPC SYN −0,33%
ANT PAR SPC SYN −0,35%

Table 6
Configurations with highest recall wrt the reference classifier.

Configuration Variation

BGA BGB GEN JJA JJB PAR SPC SYN TRG +40,79%
ANT BGA BGB GEN JJA JJB PAR SPC SYN TRG +40,79%
BGA BGB GEN JJA PAR SPC SYN TRG +40,74%
ANT BGA BGB GEN JJA PAR SPC SYN TRG +40,74%
BGA BGB COM GEN JJA JJB PAR SPC SYN TRG +40,74%
ANT BGA BGB COM GEN JJA JJB PAR SPC SYN TRG +40,74%
BGA BGB COM GEN JJA PAR SPC SYN TRG +40,70%
ANT BGA BGB COM GEN JJA PAR SPC SYN TRG +40,70%
BGA BGB GEN JJA JJB SPC SYN TRG +40,65%
ANT BGA BGB GEN JJA JJB SPC SYN TRG +40,65%

assessment to behave as a pattern matching engine, which is the mildest
way for classifying the queries as taxonomy labels. Actually, this clas-
sifier founds a TP only if a category label is contained in the query.
The dataset employed for the baseline classifier is built filling each
gazetteer with the relevant words and lemmas of the taxonomy labels,
giving them unitary weight; also the parent categories words have
been included and half weighted. This reflects in a hit of the classifier
whenever a word contained in the query is found in a gazetteer name
(or its parent category), which is returned as the user intent. All lists
used in the evaluation share the same structure and function, added
with the terms obtained by different combinations; the queries have
been tokenized and lemmatized as for the rest of the evaluation. The
10
Table 7
Configurations with highest accuracy wrt the reference classifier.

Configuration Variation

BGB PAR SYN TRG +12.97%
PAR SPC SYN TRG +12,97%
ANT BGB PAR SYN TRG +12,97%
ANT PAR SPC SYN TRG +12,97%
BGB GEN PAR SYN TRG +12,97%
BGB PAR SPC SYN TRG +12,97%
GEN PAR SPC SYN TRG +12,97%
ANT BGB GEN PAR SYN TRG +12,97%
ANT BGB PAR SPC SYN TRG +12,97%
ANT GEN PAR SPC SYN TRG +12,97%

Table 8
Configurations with highest F-measure wrt the reference classifier.

Configuration Variation

BGB PAR SYN TRG +15.25%
ANT BGB PAR SYN TRG +15.25%
BGB GEN PAR SYN TRG +15.25%
BGB PAR SPC SYN TRG +15.25%
ANT BGB GEN PAR SYN TRG +15.25%
ANT BGB PAR SPC SYN TRG +15.25%
BGB GEN PAR SPC SYN TRG +15.25%
ANT BGB GEN PAR SPC SYN TRG +15.25%
PAR SPC SYN TRG +15,19%
ANT PAR SPC SYN TRG +15,19%

numeric results are shown in Table 3 and are depicted as straight lines
in Figs. 9∼11, expressing a reference for each evaluation discussed
below.

One-relation expansion evaluation. The results are shown in
Table 4. This evaluation shows that is held more precision loading a
classifier with the synonymy expansion (SYN) of the taxonomy labels.
Respect to the reference classifier the precision measure does not hold a
significant improvement, probably because pattern matching performs
already well in the case of the query logs, including words which are
also in the labels of the Yelp taxonomy. The highest recall is reached
loading the TRG expansion (words that are statistically associated with
the query word in the same piece of text). The highest values for
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Table 9
Configurations with lowest precision wrt the reference classifier.

Configuration Variation

BGA BGB COM GEN JJA JJB SPC TRG −23,88%
ANT BGA BGB COM GEN JJA JJB SPC TRG −23,88%
BGA BGB GEN JJA JJB SPC −23,88%
ANT BGA BGB GEN JJA JJB SPC −23,88%
BGA BGB COM GEN JJA JJB SPC −23,88%
ANT BGA BGB COM GEN JJA JJB SPC −23,88%
BGB GEN JJA JJB SPC TRG −23,88%
ANT BGA BGB GEN JJA JJB SPC TRG −23,88%
BGA BGB GEN JJA JJB PAR SPC −23,88%
ANT BGA BGB GEN JJA JJB PAR SPC −23,88%

Table 10
Configurations with lowest recall wrt the reference classifier.

Configuration Variation

ANT −0,05%
COM −0,04%
ANT COM +0,05%
PAR +0,16%
ANT PAR +0,28%
COM PAR +0,30%
ANT COM PAR +0,33%
GEN +2,13%
ANT GEN +2,27%
COM GEN +2,30%

F-measure and accuracy are both associated to the TRG expansion,
probably because the set of queries is made by real users which
follow similar patterns when making questions on specific fields; in
particular, the improvement of the F-measure reflects an improvement
in retrieving documents.

Combination of the semantic relations. The analysis has been
extended evaluating all the combinations of the produced corpora as
described in Section 3.3: the terms contained in the gazetteers have
been combined to produce a set of documents for each combination of
k elements, with k ranging from 1 to 11, which is the total number of
semantic relations. To provide the analysis the data obtained from the
evaluations described in Section 3.3 have been employed.

The evaluation includes the configuration names, the total TP, FP,
TN and FN, precision, recall, F-measure and accuracy values. The data
have been ordered sorting the configurations by relation name respect
to each cardinality subset (𝑘 = 1, 𝑘 = 2,. . . ) and each configuration
abel is associated to a numeric id which is also reported in Figs. 9∼11;

the vertical sections in such figures represent the size of the different
subsets. The purpose of these measurements is to quantify different
classification capabilities tuning the classifier with different semantic
resources. In Tables 7∼12 are presented the results obtained for the
axonomy under evaluation, showing the most and the less impacting
easures found for each configuration respect to the reference classi-

ier. The complete assessment is available for research purposes at this
ink. The overall best precision enhancement (Table 5) is held by the
eference classifier loaded with the ANT SYN combination and more
n general by all those configurations including the SYN expansion,

which is also the better performing in one-relation analysis (Table 4).
All the combinations having high precision measures are associated
to the presence of the SYN relation. Considering the combinations in

able 5 and excluding the leading relation SYN, the role of synonyms
ecomes more noticeable, resulting in a worsening of ∼2.5% for the
op combinations and of ∼11% and more for the others. The reason
or this can be found in the higher number of elements in the set of
ynonyms compared to the other relations, due to their higher avail-
bility. Furthermore, according to the Datamuse APIs scores described
n Section 3.1.2 the distance between terms related by synonymy is
ower compared to the one linking terms by other relations; this results
11

n a higher correlation of synonyms to the original concepts and thus
Table 11
Configurations with lowest accuracy wrt the reference classifier.

Configuration Variation

COM −0,39%
ANT −0,31%
ANT COM −0,31%
PAR −0,15%
COM PAR −0,15%
ANT COM PAR −0,15%
ANT PAR −0,07%
GEN +0,15%
COM GEN +0,15%
ANT COM GEN +0,15%

Table 12
Configurations with lowest F-measure wrt the reference classifier.

Configuration Variation

COM −0,59%
ANT −0,49%
ANT COM −0,49%
PAR −0,27%
COM PAR −0,27%
ANT COM PAR −0,27%
ANT PAR −0,17%
GEN +0,12%
COM GEN +0,12%
ANT COM GEN +0,12%

in better retrieval capabilities. Some regularities which are highlighted
by the Precision plot (Fig. 9) are associated to the ANT, PAR, SPC and
SYN relations, which occur in the local peaks of each set.

The improvements in recall (Fig. 10) are significant; this was ex-
pected since Sharma et al. [60] demonstrates that the expansion of
queries based on term matching improves the recall performance. The
highest recall increase is achieved employing the BGA BGB GEN JJA
JJB PAR SPC SYN TRG configuration, showing significantly higher
values with more relations included; the top 10 results (Table 6) include
the most numerous configuration and overcome any result obtained
with one-relation expansions. The F-measure evaluations (Fig. 11) show
that the best results are obtained by the BGB PAR SYN TRG con-
figuration which is, despite the evident improvement respect to the
reference classifier, not far by the other measurements and this is also
the case for the accuracy evaluations (Fig. 12) which are also headed
by the BGB PAR SYN TRG configuration. F-measure and Accuracy plots
express similar behaviors across the sets, showing an increasing trend
associated to the PAR, SPC, SYN and TRG relations which is more
pronounced on the SYN and TRG relations without which is present a
steep decrease in performances. The highest accuracy values (Table 7)
show an increase of about 13% respect to the reference classifier, while
the highest F-measure values (Table 8) are steady on 15% increase;
both increments are associated to the PAR SYN TRG relations. It is
to be noticed that considering the results in terms of precision, recall,
f-measure and accuracy the registered values are very low since the
measurements are tightly bound to the performance of the reference
classifier which in this case is simple text match; this is noticeable
looking at the values of the reference classifier evaluations. This choice
has been made since the target of the study is to evaluate the impact
of different semantic relations and not to evaluate the performances of
a specific classifier.

The lower performing combinations of resources are reported in
Tables 9∼12, in which are highlighted the 10 combinations which
perform worse respect to the reference classifier. The 10 lowest pre-
cision values are constantly 23,88% lower respect to the baseline.
It is to be noticed that none of the worst performing configurations
contain the SYN relation, which has been identified as a classification-
enhancing relation. In Table 10 most of the recall values are positive,

which means that the reference classifier has better recall capabilities

https://drive.google.com/file/d/1BkhwKV4ZupPkxs-eQ_Hj3Xic4kvnDFfB/view?usp=sharing
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Fig. 9. Precision plot for multi-relation expansions.

Fig. 10. Recall plot for multi-relation expansions.

respect to any semantic expansion. The negative values are associated
to the ANT and COM relations, which denote a higher tendency to miss
relevant results. It is to be noticed that the combinations with lower
precision are made of larger sets of relations, which indicates that the
inclusion of less effective relations deteriorates the classifier’s positive
predictions. The influence of the number of relations is particularly
noticeable looking at Figs. 9 and 10: the recurring patterns through
the subsets are well visible and the leftmost sparsity of the precision
and recall plots correspond to a reduced number of relations included.
The lowest values of accuracy and F-measure shown in Tables 11 and
12 include the same relations, although with different values. The
reason is that for the less enhancing relations the expansion lists are
mostly empty and where no improvement is applied, the expansion
results in a light worsening respect to the reference classifier. A sparse
trend of data when employing a low number of relations is noticeable
for each measure, corresponding to a high density when using more
relations. This is caused by the fact that some expansions have few
term contributions or none at all, hence adding the terms of those
expansions does not enhance the measures under evaluation. For the
same reason the configurations including a high number of relations
do not correspond to the highest results of precision and F-measure.

5. Conclusions

In this paper the main concepts in the field of automatic term
expansion have been discussed; the fields of relevance feedback and
search results clustering have been investigated in detail. Automatic
term expansion often deals with the latent semantics of the terms and
knowledge resources like WordNet, the Onelook dictionaries and the
Google Books N-grams databases are used to get the latent senses. The
relations which are accessible through such repositories have been ex-
ploited using an automatic procedure aimed at semantically expanding
the labels of an input taxonomy. The taxonomy structure has been used
12
Fig. 11. F-measure plot for multi-relation expansions.

Fig. 12. Accuracy plot for multi-relation expansions.

as a source of information expanding its labels by the means of different
semantic relations, then a further step has been made to combine the
extracted resources. To obtain a comparison of the effects in employing
the different assets, the generated resources have been integrated as
gazetteers into several GATE pipelines which are used as pseudo-
relevance feedback systems to reformulate a set of queries as taxonomy
labels. The evaluation provides numeric evidence of the most effective
combination of the semantic relations used as term expansion resources
and shows the best trade-off between accuracy and noise introduction.
This study highlights the different impact of semantic relations and
their combinations when used to classify natural language questions
as classes of a hierarchical structure. Based on these results, this study
demonstrates which semantic expansion resources are better suited for
enhancing the semantic capabilities of search engines. The generation
and the combination procedures are completely automated and provide
high scalability: the system can be input with any taxonomy and it can
be applied to any hierarchical structure like indexes, text structures,
ontology taxonomies, etc. The generated resources have been demon-
strated to be exploitable to classify any natural language query as labels
of an input taxonomy, enhancing the retrieval of any data underneath
and using the most effective combination of the available semantic
resources.
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