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ON THE STRONG MAXIMUM PRINCIPLE FOR FULLY NONLINEAR

PARABOLIC EQUATIONS OF SECOND ORDER

Abstract. We provide a proof of strong maximum and minimum principles for fully non-
linear uniformly parabolic equations of second order. The approach is of parabolic nature
and does not exploit the parabolic Harnack inequality.

1. Introduction

In this note we prove a strong maximum principle for fully nonlinear uniformly parabolic
equations of the form

(1) F (x, t, u,Du,D2u)− ∂tu = 0 in D ⊂ Rn+1,

where F : D×R×Rn×Sn → R, Sn being the space of n×n symmetric matrices, is assumed
to satisfy the following structure condition: there exist b ≥ 0, c ≤ 0 continuous such that for
M,N ∈ Sn, N ≥ 0, and every p, q ∈ Rn, (x, t) ∈ D we have

(2) λ∥N∥−b|p−q|+c(r−s) ≤ F (x, t, r, p,M+N)−F (x, t, s, q,N) ≤ Λ∥N∥+b|p−q|+c(r−s)

and F (x, t, 0, 0, 0) = 0 on D, ∥N∥ = Tr(N).
By strong maximum (resp. minimum) principle for an evolution operator Pu = 0 in ΩT :=
Ω× (0, T ) we mean the following property:

Any continuous viscosity subsolution (resp. supersolution) to Pu = 0 in ΩT that attains a
nonnegative maximum (minimum) at (x0, t0) ∈ ΩT is constant in Ω× (0, t0).

L. Nirenberg [17], see also [9], proved the strong maximum principle for classical solutions of
linear parabolic equations, extending the proof due to E. Hopf [18] for linear elliptic equations.
This property was later investigated in the framework of fully nonlinear parabolic equations
in [5, 8]. The known proofs require to show a vertical propagation of maximum points, which
in turn use the elliptic propagation on suitable small rectangles, see e.g. [9]. As for the strong
maximum principle for viscosity solutions of linear and nonlinear, even degenerate, elliptic
equations we refer to [2, 3, 6, 10, 11, 18] and the references therein. We mention that F. Da
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Lio [8] proved the result for rather more general equations than (1), even degenerate, following
the route of [9, 17] in the context of viscosity solutions. The paper [5] used the argument in
[17], proving the result when F ∈ C1 in all arguments in the form of a strong comparison
principle: in this case F was not assumed uniformly parabolic and the derivatives |Fp|, |Fr|
are not necessarily uniformly bounded.

Our proof follows the approach of [12, 15] for classical solutions of linear parabolic, nondiver-
gence structure, equations and slightly differs from that of L. Nirenberg [17], L. Caffarelli-Y.
Li-L. Nirenberg [5] and F. Da Lio [8]. The main difference with respect to the aforementioned
works relies on the choice of a space-time barrier-like function, which results in a vertical
propagation of maximum points on inclined cylinders whose axes are broken lines starting
from the maximum points. We recall that other different proofs of the strong maximum
principle for linear and nonlinear parabolic equations involve the weak Harnack inequality
[13, 16], see also Proposition 4.9 in [4] for the elliptic case.
We emphasize that this strategy, at least in a nonlinear setting, allows to avoid different sets
of assumptions on the nonlinearity to prove the horizontal and vertical propagation of maxi-
mum points. Moreover, since it does not make use of the parabolic Harnack inequality as in
[4, 13], it could be particularly useful in those settings where the latter tool is not available
in full generality. This is the case of fully nonlinear subelliptic equations [3] and those posed
on Riemannian manifolds [10].
We conclude the paper with some remarks about the applications of the strong maximum
principle to various qualitative properties of nonlinear evolution equations, such as the strong
comparison principle for fully nonlinear parabolic equations, a Tychonoff uniqueness principle
for Hessian evolution equations and a positivity result. Notably, the result also gives a proof
of the strong maximum principle for fully nonlinear elliptic equations [2, 3, 6, 10] by means
of a different method. Some new examples to which the results apply will be presented in the
last section of the manuscript.

2. Notations and preliminaries

Let D ⊂ Rn+1 be a bounded domain and b, c, f be continuous and bounded functions in
D ⊂ Rn+1, b ≥ 0, c ≤ 0 and λ ≤ Λ be two positive constants (the ellipticity constants).
We denote for M ∈ Sn by

M+
λ,Λ(M) = sup

λIn≤A≤ΛIn

Tr(AM) = Λ
∑
ei>0

ei(M) + λ
∑
ei<0

ei(M),

M−
λ,Λ(M) = inf

λIn≤A≤ΛIn
Tr(AM) = λ

∑
ei>0

ei(M) + Λ
∑
ei<0

ei(M),

ei being the eigenvalues of M , the Pucci’s extremal operators. We denote by S(λ,Λ, b, c, f)
the space of continuous functions u ∈ C(D) such that

M+
λ,Λ(D

2u) + b(x, t)|Du|+ c(x, t)u− ∂tu ≥ f(x, t)

in the viscosity sense in D. Similarly, we denote by S(λ,Λ, b, c, f) the space of continuous
functions u ∈ C(D) such that

M−
λ,Λ(D

2u)− b(x, t)|Du|+ c(x, t)u− ∂tu ≤ f(x, t).
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Note that if F in (1) satisfies (2) and F (x, t, 0, 0, 0) = 0, then it satisfies in the viscosity sense

(3) M+
λ,Λ(D

2u)+b(x, t)|Du|+c(x, t)u−∂tu ≥ 0 ≥ M−
λ,Λ(D

2u)−b(x, t)|Du|+c(x, t)u−∂tu.

For more details on these classes and the proof of the results we refer to [4].

We follow the notation in [15]. We denote by Qt1,t2
x0,R

:= {(x, t) ∈ Rn+1 : |x − x0| < R, t1 <

t < t2} a cylinder in Rn+1. Moreover, St1,t2
x0,R

is the lateral (closed) surface, Qt1
x0,R

is the

lower (open) base (i.e. the n-dimensional open ball of radius R centered at (x0, t1) on the

hyperplane t = t1) and Qt2
x0,R

is the upper (open) base of the cylinder Qt1,t2
x0,R

. Here, the t-axis
is directed upward.
By the upper base of the domain D, denoted with γ(D), we mean the set of those points
(x, t) ∈ ∂D satisfying the following property: for each point of γ(D) there exists h > 0

such that the cylinder Qt−h,t
x,h belongs to D, while the cylinder Qt,t+h

x,h lies outside D. Let

(x0, t0) ∈ D. A set D′ is called subdomain of D subordinate to (x0, t0) if (x0, t0) can be
joined with every point of D′ by a broken line that lies in D (except at most (x0, t0)), is
uniquely projected to the t-axis (i.e. two points of the broken line are projected to different
points of the t-axis), and has (x0, t0) as upper end-point.

3. Main result

We consider the following equation

(4) F (x, t, u,Du,D2u)− ∂tu = 0 in D.

The next result is a fully nonlinear version of Theorem 2.3 in Chapter 3 of [15], cf. also
Theorem 6 in [12], and applies to viscosity solutions. Note also that the next property holds
for a general parabolic domain in Rn+1 rather than cylinders of the form ΩT := Ω× (0, T ).

Theorem 3.1 (Strong maximum/minimum principles). Let D be a domain in Rn+1 with
upper base γ(D). Let u be a continuous viscosity subsolution (resp. supersolution) in D∪γ(D)
to (4), with F satisfying (2), such that c(x, t) ≤ 0, b ≥ 0 and b, c are bounded, attaining a
nonnegative maximum (nonpositive minimum) at some point (x0, t0) ∈ D ∪ γ(D). Then, u is
constant in a subdomain D′ of D subordinate to the point (x0, t0).

To prove the strong maximum principle we need some preliminary lemmas. The next is the
crucial step towards the propagation of maximum/minimum points vertically in the parabolic
cylinder.

Lemma 3.2. Under the same assumptions of Theorem 3.1, let u be a continuous viscosity
subsolution (resp. supersolution) of (4) in the cylinder Qt1,t2

x0,R
and on the upper base Qt2

x0,R
. If

u attains the nonnegative maximum (nonpositive minimum) M at (x0, t2), then the maximum
(minimum) propagates, namely u = M , on the axis of the cylinder.

Proof. We prove the statement for viscosity subsolutions, the other being similar using that
−u ∈ S. First, since F satisfies (3), it is enough to prove the claim for viscosity solutions
belonging to S, i.e. to the viscosity inequality

M+
λ,Λ(D

2u(x, t)) + b(x, t)|Du|+ c(x, t)u− ∂tu ≥ 0.

Suppose by contradiction that there exists a point (x0, t
′) on the axis of the cylinder at

which u < M − α for some α > 0. By continuity, we can find r0 small enough such that
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r0 < min{R, 1} and u(x, t′) < M − α for |x− x0| < r0. In the inner closed cylinder Qt′,t2
x0,r0 we

consider the function

v(x, t) = M − αe−β(t−t′)[r20 − |x− x0|2]2.
We assume for the moment that there exists β > 0 such that v is a classical (strict) superso-
lution to

M+
λ,Λ(D

2u(x, t)) + b(x, t)|Du|+ c(x, t)u− ∂tu = 0.

We first show how to obtain a contradiction and conclude the proof. We first observe that
u− v is nonpositive on the lower base and the lateral surface of the cylinder, since v > M −α

on the lower base and equals M on the lateral surface St′,t2
x0,R

. By the comparison principle,

see e.g. Theorem 8.2 in [7], u ≤ v in the cylinder, and we have that

M = u(x0, t2) ≤ v(x0, t2) = M − αr20e
−β(t2−t′) < M,

which gives the desired contradiction.

We are now left to prove the existence of β. We define φ(x) = [r20 − |x− x0|2]2. Then

∂xiφ(x) = −4[r20 − |x− x0|2](xi − (x0)i),

D2φ(x) = 8|x− x0|2
x− x0
|x− x0|

⊗ x− x0
|x− x0|

− 4[r20 − |x− x0|2]In,

where (x⊗ x)ij = xixj . We recall that the eigenvalues of a matrix M of the form

M = νIn + ξv ⊗ v, v ∈ Rn, |v| = 1, ν, ξ ∈ R,

are ν with multiplicity n − 1 and ν + ξ. Therefore, the eigenvalues of D2φ are e1(D
2φ) =

−4[r20 − |x − x0|2] with multiplicity n − 1 and e2(D
2φ) = 8|x − x0|2 − 4[r20 − |x − x0|2] =

12|x−x0|2−4r20, which is simple. In particular, e1 ≤ 0. As for e2, note that when |x−x0|2 ≤
r20
3

we have e2 ≤ 0, hence

M+
λ,Λ(D

2φ) = λ{−4(n− 1)[r20 − |x− x0|2] + 8|x− x0|2 − 4[r20 − |x− x0|2}

= λ{−4n[r20 − |x− x0|2] + 8|x− x0|2}.
Thus, by the properties of Pucci’s extremal operators we get

M+
λ,Λ(D

2v) = −αe−β(t−t′){8λ|x− x0|2 − 4nλ[r20 − |x− x0|2]}.

If instead |x− x0|2 ≥
r20
3 (and |x− x0| < r0) we have e2 ≥ 0, and we conclude

M+
λ,Λ(D

2φ) = λ{−4(n− 1)[r20 − |x− x0|2]}+ Λ{8|x− x0|2 − 4[r20 − |x− x0|2}

= 8Λ|x− x0|2 − [4λ(n− 1) + 4Λ]{r20 − |x− x0|2}.
Then

M+
λ,Λ(D

2v) = −αe−β(t−t′){8Λ|x− x0|2 − [4λ(n− 1) + 4Λ](r20 − |x− x0|2)}.

In both cases we end up with

M+
λ,Λ(D

2v) ≤ −αe−β(t−t′){8λ|x− x0|2 − cn,λ,Λ(r
2
0 − |x− x0|2)}

for cn,λ,Λ := 4λ(n− 1) + 4Λ. Since

∂tv = βαe−β(t−t′)[r20 − |x− x0|2]2
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we get, using c ≤ 0,

M+
λ,Λ(D

2v) + b(x, t)|Dv(x, t)|+ c(x, t)v(x, t)− ∂tv

≤ Mc− αe−β(t−t′){8λ|x− x0|2 − r(x, t)[r20 − |x− x0|2] + β[r20 − |x− x0|2]2}

≤ −αe−β(t−t′){8λ|x− x0|2 −K[r20 − |x− x0|2] + β[r20 − |x− x0|2]2} =: −αe−β(t−t′)Ψ(|x− x0|),

where r(x, t) is a bounded function, i.e. |r(x, t)| ≤ K, for some K > 0 depending on n, λ,Λ
and on the coefficients b, c, due to their boundedness assumptions. Setting s := r20 − |x−x0|2
we have

Ψ(|x− x0|) = βs2 − (K + 8λ)s+ 8λr20,

which is quadratic in s. Therefore, Ψ > 0 if β > 0 is chosen large enough, since (K + 8λ)2 −
32βλr20 < 0. □

We now prove that maximum/minimum points propagate along the axes of inclined cylin-
ders.

Lemma 3.3. Consider the inclined cylinder DI := {(x, t) : |x − [x0 + η(t − t1)]| < R, t1 <
t ≤ t2}, η ∈ Rn. Let u be a continuous viscosity subsolution (resp. supersolution) of (4) up
to the upper base of DI . If u attains the nonnegative maximum (nonpositive minimum) M
at (x0 + η(t2 − t1), t2), then u = M at the points x = x0 + η(t− t1), t ∈ (t1, t2).

Proof. It is enough to make the change of variables

t̃ = t , x̃ = x− η(t− t1),

which leads to the viscosity inequality

M+
λ,Λ(D̃

2u) + b|D̃u| − η · D̃u+ cu− ∂t̃u ≥ 0 ,

where D̃, D̃2 stands for the gradient and Hessian operators with respect to the variable x̃,
which has the same form of the one treated in the previous Lemma 3.2 with the addition of
a term involving a first-order power of the quantity r20 − |x− x0|2. The presence of this new
term does not affect the proof of Lemma 3.2. Then, the inclined cylinder becomes t1 < t < t2,
|x̃− x0| < R. We are thus in position to apply Lemma 3.2 from which u ≡ M on t1 < t < t2
and x = x0 + η(t− t1). □

Proof of Theorem 3.1. It is only geometrical and the same of the linear case. If u attains its
maximum at (x0, t0) ∈ D ∪ γ(D), assume that the point (x′, t′) can be joined to (x0, t0) by a
broken line in D ∪ γ(D) having (x0, t0) as upper end-point. For every segment of the broken
line one can construct a cylinder, which is in general inclined as in Lemma 3.3, such that
its lower base is orthogonal to the t-axis, the broken line is the axis of the cylinder and it
belongs to D ∪ γ(D). We then apply repeatedly Lemma 3.3 to these cylinders, starting from
the upper one, to find u ≡ M at every point of the broken line, and hence at (x′, t′). □

In the case of an equation without lower-order terms of the form

(5) F (x, t,D2u)− ∂tu = 0 in D ⊂ Rn+1,

in the statement of Theorem 3.1 we can drop the sign property of the maximum/minimum
point by simply saying that it attains a maximum/minimum, as the operator does not change
by the addition of a constant. The result then reads as follows:
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Theorem 3.4. Let D be a domain in Rn+1 with upper base γ(D). Let u be a continuous
viscosity subsolution (resp. supersolution) in D ∪ γ(D) to (5), with F satisfying (2) and
attaining a maximum (minimum) at some point (x0, t0) ∈ D ∪ γ(D). Then, u is constant in
a subdomain D′ of D subordinate to the point (x0, t0).

Some remarks are now in order:

Remark 3.5. The strong maximum and minimum principles involve only subdomains subor-
dinate to the maximum/minimum point (x0, t0) and fail for larger subdomains. Moreover,
the strong maximum/minimum principles hold only for boundary points belonging to the
upper base, while for an arbitrary point it may fail. In this direction, we refer to [15] for some
counterexamples in the linear case.

Remark 3.6. Theorem 3.1 implies the validity of strong maximum and minimum principles
for the elliptic problem

F (x, u,Du,D2u) = 0 in Ω,

where Ω is an open connected set in Rn, namely any viscosity subsolution (resp. supersolution)
attaining a nonnegative maximum (nonpositive minimum) in Ω is constant. It is sufficient to
notice that any solution u(x) of the elliptic equation solves the parabolic problem

F (x, u,Du,D2u)− ∂tu = 0 in Ω× (0, 1).

Remark 3.7. Theorem 3.4 implies a strong comparison principle (also known as tangency
theorem, cf. Chapter 2 of [18]) for the uniformly parabolic equation F (D2u)− ∂tu = 0. This
property means that if u − v ≤ 0 in ΩT and there exists a point z = (x̃, t̃) ∈ ΩT such that
(u−v)(z) = 0, then u−v = 0 in Ω× (0, t̃]. An example for strictly parabolic equations can be
found in Theorem 4.1 of [5]. This follows from the fact that u− v solves a parabolic Pucci’s
extremal equation by means of Theorem 5.3 of [4].

Remark 3.8. The strong maximum principle also implies a Tychonoff uniqueness principle for
exponentially growing solutions to the uniformly parabolic equation

F (x, t,D2u)− ∂tu = 0

by means of the three-curve property in [14]. Indeed, it is sufficient to note that if u, v are two
continuous solutions of the above equation in the strip Rn×(0, T ) with u(x, 0) = v(x, 0) = g(x)
and satisfying the growth condition

|u|, |v| ≤ c1e
c2|x|2 , c1, c2 > 0

uniformly in t ∈ (0, T ), then w = u− v solves

M+
λ,Λ(D

2w)− ∂tw ≥ 0,

by the results in [4]. Therefore, we can apply Theorem 1.1 in [14] and the argument of Theorem
1.3 therein along with the strong maximum principle to conclude u ≡ v in Rn × (0, T ).

Remark 3.9. If the strong minimum principle holds for (4) in D = ΩT , then we have the
following conservation of positivity result: if u ∈ C(ΩT ) with u(x, 0) = u0(x) ≥ 0 and u0 ̸= 0,
then it is strictly positive in the whole cylinder.
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4. Examples

Examples of operators to which the strong maximum and/or minimum principles proved
in the previous section apply are those of the form

E(x, t, u, ∂tu,Du,D2u) = a(x, t)G(Du,D2u) + b(x, t) ·Du+ c(x, t)u− ∂tu

when b, c are bounded, c ≤ 0, a > 0 continuous and bounded. G can be of the following form:

• A Pucci’s extremal operator or, more generally, a Bellman or an Isaacs operator
defined respectively as

G(x, t,D2u) = sup
α

Tr(Aα(x, t)D
2u), G(D2u) = inf

α
Tr(Aα(x, t)D

2u),

G(x, t,D2u) = sup
β

inf
α

Tr(Aα,β(x, t)D
2u),

where the linear operators are uniformly parabolic. These evolution operators satisfy
both the strong maximum and minimum principles, as already discussed in [8] using
a different proof.

• The time-dependent normalized (1-homogeneous) p-Laplacian, p > 1, so that E cor-
responds to the evolution

|Du|2−pdiv(|Du|p−2Du)− ∂tu = 0.

It is known that such operator belongs to the classes S defined above for λ = min{1, p−
1},Λ = max{1, p− 1}, b = c = 0. We recall that the strong maximum and minimum
principle fails for the standard parabolic p-Laplacian, cf. Example 2.6 in [8].

• The truncated (degenerate) Pucci’s operator defined for k < n by

M−
λ,Λ;k(D

2u) = λ
k∑

i=0
ei>0

ei + Λ
k∑

i=0
ei<0

ei

satisfies the strong maximum principle by comparison with the Pucci’s extremal op-
erator M−

λ,Λ. Indeed, a subsolution to M−
λ,Λ,k(D

2u) − ∂tu = 0 is also a subsolution

to M−
λ′,Λ′(D2u)− ∂tu = 0, where λ′,Λ′ are possibly different ellipticity constants, via

the inequality

M−
n
k
λ,n

k
Λ;k(X) ≤ M−

λ,Λ;n(X) = M−
λ,Λ(X), X ∈ Sn.

It is known that the strong minimum principle for this operator fails even for the

simpler case λ = Λ = 1, where M−
λ,Λ;k(D

2u) =
∑k

i=1 ei(D
2u). Symmetrically, by

duality one observes that M+
λ,Λ,k(D

2u)− ∂tu satisfies the strong minimum principle,

but not the strong maximum principle (a counterexample is Example 4 of [1] for the
case λ = Λ = 1, k < n).

• Consider now the operator G(D2u) =
∑n

i=1 arctan ei(D
2u) and the equation

n∑
i=1

arctan ei(D
2u)− ∂tu = 0.
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Such an equation is called potential equation for the Lagrangian Mean Curvature
Flow. It is known that when

Θ > (n− 2)
π

2
and Θ =

n∑
i=1

arctan ei(D
2u)

the operator is quasiconcave. Solutions of such equations with bounded Hessian are
uniformly parabolic, and hence any subsolution (resp. supersolution) belongs to the
class S (resp. S). Therefore, the operator satisfies both the strong maximum and min-
imum principles. The same continues to hold for its elliptic counterpart via Remark
3.6.
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