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Abstract

This work proposes a unified theory of regularity in one hypercomplex variable: the
theory of T -regular functions. In the special case of quaternion-valued functions of one
quaternionic variable, this unified theory comprises Fueter-regular functions, slice-regular
functions and a recently-discovered function class. In the special case of Clifford-valued
functions of one paravector variable, it encompasses monogenic functions, slice-monogenic
functions, generalized partial-slice monogenic functions, and a variety of function classes not
yet considered in literature. For T -regular functions over an associative ∗-algebra, this work
provides integral formulas, series expansions, an Identity Principle, a Maximum Modulus
Principle and a Representation Formula. It also proves some foundational results about T -
regular functions over an alternative but nonassociative ∗-algebra, such as the real algebra
of octonions.
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1 Introduction

For several centuries now, complex analysis has been an attractive field of research. Its richness,
already in one variable, has pushed scholars to seek analogs in higher-dimensional settings.
Besides complex functions of several variables, functions of one variable over real algebras have
been extensively studied: this gave rise to a new area of research, known as hypercomplex
analysis. Some examples are: Fueter’s theory of quaternionic regular functions [9, 10, 29]; the
celebrated theory of monogenic functions over Clifford algebras [1, 2, 22]; Gentili and Struppa’s
theory of quaternionic slice-regular functions [11, 12, 13]; and Colombo, Sabadini and Struppa’s
theory of slice-monogenic functions over Clifford algebras [5, 6]. Hypercomplex analysis is not
limited to the associative setting: for instance, octonionic function theories have been introduced
in [7, 14] and studied in subsequent works. It is also not limited to one variable, but well-
developed also in several variables, see [4, 18, 27] and references therein. While each of the
aforementioned theories has been successfully developed and usefully applied in other areas of
mathematics and physics, hypercomplex analysis ended up fragmenting while it grew in scope
and importance. Even theories based on the same differential operator, such as Fueter’s theory
and monogenic function theory, traditionally required separate, algebra-specific, presentations.

The purpose of this work is to reduce the fragmentation of hypercomplex analysis, offering a
unified approach at two different levels. At a first level, we unify the treatment of function classes
defined as kernels of Cauchy-Riemann operators, such as Fueter’s theory and monogenic function
theory. At a second, deeper, level, we develop a unified theory of regularity in one hypercomplex
variable encompassing Fueter-regularity, slice-regularity, monogenicity, slice-monogenicity and
even examples not yet considered in literature. Surprisingly, an example of this kind is already
available in an associative lower-dimensional algebra such as the real algebra of quaternions: it is
presented and studied in some detail in [20]. The same article announced the general definitions
of the concepts of monogenic function on a hypercomplex subspace and of T -regular function,
upon which the present work is based. Independently, the work [32] (see also [34]) developed
the notion of generalized partial-slice monogenic function, which is a sub-case of the notion
of Clifford-valued T -regular function on the paravector subspace. For generalized partial-slice
monogenic functions, the same authors proved a version of the Fueter-Sce Theorem in [33].

We provide here, for T -regular functions over a general associative ∗-algebra A, integral and
series representations, an Identity Principle and a Representation Formula valid under specific
hypotheses on the domains. An important tool to prove these results are the properties that
monogenic functions on a hypercomplex subspace of A share with classical Clifford monogenic
functions. However, the proofs of the properties of T -regular functions require original ideas that
do not follow the lines of any previously-known function theory. As a final addition, we provide
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foundations for a theory of T -regular functions in the alternative but nonassociative setting. The
paper is organized as follows.

Section 2 is devoted to preliminaries. Alternative real ∗-algebras are covered in Subsection 2.1.
Subsection 2.2 covers the concept of hypercomplex subspace, defined in [26]. The notions of
Cauchy-Riemann operator on a hypercomplex subspace (from [26]) and of monogenic function
on a hypercomplex subspace (from [20]) are recalled in Subsection 2.3.

Section 3 studies monogenic functions on hypercomplex subspaces, in the associative case.
Subsection 3.1 presents a family of polynomial examples, which turn out to generate all poly-
nomial monogenic functions. Integral representations and a reproducing kernel are provided in
Subsection 3.2. Subsection 3.3 studies the reproducing kernel and establishes that monogenic
functions on hypercomplex subspaces are harmonic functions. Subsection 3.4 provides series
expansions. These results resonate with classical Clifford monogenic function theory and their
proofs are postponed to the final Appendix.

Section 4 concerns T -regular functions. For each list of steps T , Subsection 4.1 recalls the
concepts of T -fan, mirror and T -torus given in [20]. The definition of T -regular function, as
well as the concepts of T -slice domain and T -symmetric set, are recalled in Subsection 4.2. In
the associative case, Subsection 4.3 provides integral representations of T -regular functions: a
Cauchy Formula and a Mean Value Formula.

Section 5 is entirely devoted to T -regular functions over an associative algebra. For each
k ∈ N, a finite set Fk of polynomial T -regular functions is constructed in Subsection 5.1. The
elements of Fk are related to the polynomial functions constructed in Subsection 3.1 in a highly
nontrivial fashion. After the construction of adapted partial derivatives in Subsection 5.2, Fk is
proven to generate all k-homogenous polynomial T -regular functions in Subsection 5.3. In the
same subsection, F1 is used to determine for which other lists of steps T̂ the class of T̂ -regular
functions coincides with the class of T -regular functions.

Section 6 concerns possible symmetries in T -regular functions. The concept of T -stem func-
tion defined in [20] is recalled in Subsection 6.1. The definitions of T -function and strongly
T -regular function are recalled and studied, in the associative case, in Subsection 6.2. Proofs of
most results therein are postponed to Section 8. Subsection 6.3 defines and studies, still in the
associative case, the concept of mirror T -stem function, which is a technical preparation for the
subsequent section.

Section 7 studies T -regular functions over an associative algebra more in depth. Subsection 7.1
provides series expansions for any T -regular function on an open ball centered at a point of the
mirror. As a consequence, an Identity Principle for T -regular functions on T -slice domains
is established and used, in turn, to prove a Maximum Modulus Principle. In Subsection 7.2,
T -regular functions on a T -symmetric T -slice domain are proven to be automatically strongly
T -regular, with the so-called Representation Formula.

Section 8 studies the notions of T -function and of strongly T -regular function in full generality,
without assuming the algebra considered to be associative.

The final Appendix comprises the proofs of all properties of monogenic functions on hyper-
complex subspaces stated in Section 3.

2 Hypercomplex subspaces and monogenic functions

Complex and hypercomplex analysis traditionally study classes of monogenic functions from C,H
or O to itself, or functions from the space of paravectors Rm+1 to the Clifford algebra Cℓ(0,m).
These setups have mostly been treated separately in literature because of the different natures
of the algebras considered. In this section, we present an approach that allows treat all these
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cases, and further cases, at once.

2.1 Alternative real ∗-algebras
Assumption 2.1. We assume (A,+, ·,c ) be an alternative real ∗-algebra of finite dimension.
Additionally, we endow A (whence all its real vector subspaces) with the natural topology and
differential structure as a real vector space.

We recall that a real ∗-algebra of finite dimension is a finite-dimensional R-vector space
endowed with an R-bilinear multiplicative operation and with an involutive R-linear antiau-
tomorphism x 7→ xc (called ∗-involution). We recall that A is alternative if, and only if,
x(xy) = x2y, (xy)y = xy2 for all x, y ∈ A. This is automatically true if A is associative.
More details about nonassociative algebras can be found in [28].

Function theory over A has been extensively studied, especially in the following special cases.

Examples 2.2 (Division algebras). The ∗-algebras of complex numbers C, quaternions H and
octonions O can be built from the real field R by means of the so-called Cayley-Dickson construc-
tion:

• C = R+ iR, (α+ iβ)(γ + iδ) = αγ − βδ+ i(αδ+ βγ), (α+ iβ)c = α− iβ ∀α, β, γ, δ ∈ R.

• H = C+jC, (α+jβ)(γ+jδ) = αγ−δβc+j(αcδ+γβ), (α+jβ)c = αc−jβ ∀α, β, γ, δ ∈ C.

• O = H+ℓH, (α+ℓβ)(γ+ℓδ) = αγ−δβc+ℓ(αcδ+γβ), (α+ℓβ)c = αc−ℓβ ∀α, β, γ, δ ∈ H.

Set N∗ := N \ {0}. For any m ∈ N∗, let P(m) denote the power set of {1, . . . ,m}. Further-
more: for all K ∈ P(m), let |K| denote the cardinality of K.

Examples 2.3 (Clifford algebras). The Clifford algebra Cℓ(p, q) is the associative ∗-algebra
constructed by taking the real vector space R2m with m = p+q and with the following conventions:

• (eK)K∈P(n) denotes the standard basis of R2m ; if K = {k1, . . . , ks} with 1 ≤ k1 < . . . <
ks ≤ m, then the element eK is also denoted as ek1...ks

;

• e∅ is defined to be the neutral element and also denoted as 1;

• e2k := 1 for all k ∈ {1, . . . , p} and e2k := −1 for all k ∈ {p+ 1, . . . ,m};

• 1 ≤ k1 < . . . < ks ≤ m, then the product ek1 · · · eks
is defined to be ek1...ks

;

• ehek = −ekeh for all distinct h, k ∈ {1, . . . ,m};

• ecK := eK if |K| ≡ 0, 3 mod 4 and ecK := −eK if |K| ≡ 1, 2 mod 4.

The ∗-involution x 7→ xc is called Clifford conjugation.

For more details on these two examples and their history, we refer the reader to [8, 22].
Another example follows.

Example 2.4 (Dual quaternions). The associative ∗-algebra DH of dual quaternions can be
defined as H + ǫH, where (α + ǫβ)(γ + ǫδ) = αγ + ǫ(αδ + βγ) and (α + ǫβ)c = αc + ǫβc for all
α, β ∈ H. In particular, ǫ commutes with every element of DH and ǫ2 = 0.
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On our alternative ∗-algebra A, we will use the notations t(x) := x+ xc and n(x) := xxc for
all x ∈ A and call the elements of

SA := {x ∈ A : t(x) = 0, n(x) = 1}

the imaginary units of A.

Assumption 2.5. We assume SA 6= ∅.

Before proceeding to set up the domains of the A-valued functions we are going to study, it
is useful to understand conjugation, t and n a bit more in detail.

Definition 2.6. A fitted basis of A is an ordered basis (w0, w1, . . . , wd) of A such that wc
s = ±ws

for all s ∈ {0, . . . , d}.

Remark 2.7. Every element ws of a fitted basis is an eigenvector for t, with eigenvalue 2 or 0.
Moreover, n(ws) = ±w2

s .

For ν, p ∈ N, let Iν denote the real ν × ν identity matrix and 0ν,p denote the real ν × p zero
matrix.

Lemma 2.8. Fix m ≥ 1. If v1, . . . , vm ∈ SA are linearly independent, then (1, v1, . . . , vm) can
be completed to a fitted basis of A.

Proof. Since 1c = 1, the element 1 ∈ A is an eigenvector with eigenvalue 1 for the ∗-involution
A → A a 7→ ac. For s ∈ {1, . . . ,m}, the hypothesis vs ∈ SA implies 0 = t(vs) = vs + vcs,
whence vcs = −vs: in other words, vs is an eigenvector with eigenvalue −1. Let C denote the
real matrix associated to the ∗-involution A → A a 7→ ac with respect to a fixed basis of A.
Since (ac)c = a for all a ∈ A, the equality C2 = Id+1 holds true and the complex spectrum of
C2 is {1}. Thus, the complex spectrum of C is {±1}. The generalized eigenspace relative to
±1 is the eigenspace relative to ±1, i.e., Ker(C ∓ Id+1), because the equality C2 = Id+1 implies
(C ∓ Id+1)

2 = C2 ∓ 2C + Id+1 = ∓2(C ∓ Id+1). By Jordan’s Theorem, there exist p, ν ∈ N

with p ≥ 1, ν ≥ m and p + ν = d + 1, as well as a basis B := (w0, w1, . . . , wd) of A with
w0 = 1, wp = v1, . . . , wp+m−1 = vm, such that

[
Ip 0p,ν
0ν,p −Iν

]

is the matrix associated to the ∗-involution A→ A, a 7→ ac with respect to B.

We will need to endow A with a Hilbert space structure, as follows.

Definition 2.9. Fix an ordered real vector basis B′ = (v0, v1, . . . , vd) of A with v0 = 1. We
denote by the symbols 〈·, ·〉 = 〈·, ·〉B′ and ‖ · ‖ = ‖ · ‖B′ the standard Euclidean scalar product and
norm associated to B′.

In other words, we consider the real space isomorphism

LB′ : Rd+1 → A , LB′(x0, . . . , xd) =

d∑

s=0

xs vs =

d∑

s=0

vs xs

and endow A with the Hilbert space structure that makes LB′ a Hilbert space isomorphism. For
future reference, we make the following remark.
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Remark 2.10. There exists a (real linear) isomorphism CON : Rd+1 → Rd+1 such that

(
LB′ ◦ CON ◦ L−1

B′

)
(x) = xc

for all x ∈ A. For every a ∈ A, there exist unique (real linear) endomorphisms La,Ra : Rd+1 →
Rd+1 such that (

LB′ ◦ La ◦ L−1
B′

)
(x) = ax ,

(
LB′ ◦ Ra ◦ L−1

B′

)
(x) = xa

for all x ∈ A. Moreover: La is an isomorphism if, and only if, a is not a left zero divisor in A;
Ra is an isomorphism if, and only if, a is not a right zero divisor in A.

Example 2.11 (Division algebras). Let us assume A = O (or H, or C). The standard basis
B′ = {1, i, j, k, ℓ, ℓi, ℓj, ℓk} (or B′ = {1, i, j, k}, or B′ = {1, i}) of O (or H, or C, respectively)
is fitted. For every nonzero element a ∈ A, the isomorphism La is a conformal transformation:
namely, a rotation about the origin composed with a dilation whose scaling factor is ‖a‖. The
same is true for Ra.

Example 2.12 (Cℓ(0, 3)). The standard basis B′ = (e∅, e1, e2, e3, e12, e13, e23, e123) of the Clifford
algebra Cℓ(0, 3) is fitted. If we set a := 1

2 (1 + e123), b := 1
2 (1 − e123) in Cℓ(0, 3), then a2 = a

and ab = 0. The endomorphism La : R8 → R8 has rank 4 and the direct sum decomposition
R8 = La(R

8)⊕Ker(La) corresponds to the decomposition Cℓ(0, 3) = aCℓ(0, 2) + b Cℓ(0, 2).

Example 2.13 (Dual quaternions). In DH = H + ǫH, by direct inspection, the standard basis
B′ = (1, i, j, k, ǫ, ǫi, ǫj, ǫk) is fitted. The endomorphism Lǫ : R

8 → R8 has rank 4. Both the image
Lǫ(R

8) and the kernel Ker(Lǫ) correspond to the 4-subspace ǫH of DH.

We would like the Hilbert space structure we defined on A to be as adapted to the ∗-algebra
structure as possible.

Definition 2.14. Fix an ordered real vector basis B′ = (v0, v1, . . . , vd) of A with v0 = 1. Consider
the symmetric real bilinear form Ja, bK = Ja, bKB′ := 1

2 〈t(abc), 1〉B′ . If the matrix associated to
J·, ·K with respect to B′ takes the form



Ip 0p,ν 0p,ζ
0ν,p −Iν 0ν,ζ
0ζ,p 0ζ,ν 0ζ,ζ




for some p, ν, ζ ∈ N, then B′ is called an adapted basis of A. We call (p, ν, ζ) the signature of
B′. An adapted basis B′ with signature (d+ 1, 0, 0) is called a distinguished basis of A.

Remark 2.15. Assume B′ = (v0, v1, . . . , vd) to be an adapted basis of A with signature (p, ν, ζ).

If a =
∑d

s=0 asvs, b =
∑d

s=0 bsvs ∈ A, then

Ja, bK =
p−1∑

s=0

asbs −
p+ν−1∑

s=p

asbs, 〈n(a), 1〉 = Ja, aK =
p−1∑

s=0

a2s −
p+ν−1∑

s=p

a2s ≤ ‖a‖2 .

In particular, Ja, xK = 〈a, x〉 and Jx, xK = ‖x‖2 for all x ∈ Span(v0, . . . , vp−1). The following are
equivalent:

1. B′ is a distinguished basis of A;

2. J·, ·K is positive definite;

3. Ja, bK = 〈a, b〉 for all a, b ∈ A;
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4. 〈n(a), 1〉 = Ja, aK = ‖a‖2 for all a ∈ A.

Examples 2.16 (Division algebras). Let A ∈ {C,H,O}. By direct inspection, the standard
basis B′ is a fitted distinguished basis of A. The functions t, n : A → A take values in R. We
have 〈a, 1〉 = Ja, 1K = 1

2 t(a), 〈a, b〉 = Ja, bK = 1
2 t(ab

c) and ‖a‖2 = Ja, aK = n(a) for all elements
a, b ∈ A.

Examples 2.17 (Clifford algebras). The standard basis B′ = (eK)K∈P(m) of Cℓ(0,m) is a fitted
distinguished basis of Cℓ(0,m), by direct inspection.

For m ≤ 2, we find the two division algebras Cℓ(0, 1) ≃ C and Cℓ(0, 2) ≃ H and the consid-
erations made in the previous examples apply.

If, instead, m ≥ 3, for the element a = 1+ e123 we have ac = a, a2 = 2a, whence t(a) = 2a =
2〈a, 1〉+ 2e123 = 2Ja, 1K + 2e123, n(a) = 2a = ‖a‖2 + 2e123 = Ja, aK + 2e123.

We now provide an example of an adapted basis that is not distinguished.

Example 2.18 (Dual quaternions). Within the ∗-algebra DH = H+ ǫH of dual quaternions, we
already remarked that the standard basis B′ = (1, i, j, k, ǫ, ǫi, ǫj, ǫk) is fitted. Let us prove that it
is also adapted, but not distinguished.

For a1 = p1 + ǫq1, a2 = p2 + ǫq2 (with p1, p2, q1, q2 ∈ H) we have t(a1) = t(p1) + ǫt(q1) and

t(a1(a2)
c) = t

(
p1(p2)

c + ǫ(p1(q2)
c + q1(p2)

c)
)
= 2〈p1, p2〉+ 2ǫ(〈p1, q2〉+ 〈q1, p2〉) ,

n(a1) = a1a
c
1 = n(p1) + ǫt(p1q

c
1) = ‖p1‖2 + 2ǫ〈p1, q1〉 .

Thus,
Ja1, a2K = 〈p1, p2〉 , 〈n(a1), 1〉 = ‖p1‖2 ≤ ‖a1‖2 .

It follows at once that the matrix associated to J·, ·K with respect to B′ is
[
I4 04,4
04,4 04,4

]

and that B′ is an adapted basis with signature (4, 0, 4).

An adapted basis always exists, as shown in the next proposition.

Proposition 2.19. It is always possible to complete 1 to an adapted basis B′ of A.

Proof. Lemma 2.8 guarantees that A has a fitted basis (1, w1, . . . , wd). In particular, the hyper-
plane H := Span(w1, . . . , wd) of A is preserved by conjugation and A decomposes into the direct
sum R ⊕ H. We can now define the real linear map Re : A → R to act as the identity on R

and to vanish identically in H. Moreover, a ∈ H implies ac ∈ H, whence t(a) = a + ac ∈ H
and Re(t(a)) = 0. We can define a symmetric bilinear form B : A × A → R by means of the
formula B(a, b) := 1

2 Re(t(ab
c)) and let (p, ν, ζ) denote the signature of B. We remark that

B(1, 1) = 1
2 Re(t(1)) = 1 and that B(a, 1) := 1

2 Re(t(a)) = 0 for all a ∈ H. By Sylvester’s theo-
rem, we can complete v0 = 1 to a basis B′ = (v0, v1, . . . , vd) of A, with v1, . . . , vd ∈ H, so that,
for all distinct s, u ∈ {0, 1, . . . , d}: B(vs, vu) = 0; B(vs, vs) = 1 if 0 ≤ s ≤ p− 1; B(vs, vs) = −1
if p ≤ s ≤ p + ν − 1; B(vs, vs) = 0 if p + ν ≤ s ≤ d. Clearly, p ≥ 1. We now endow A with
the standard Euclidean scalar product 〈·, ·〉 = 〈·, ·〉B′ and norm ‖ · ‖ = ‖ · ‖B′ associated to B′.
The very definition of 〈·, ·〉 implies that 〈1, 1〉 = 1 = Re(1) and that 〈vs, 1〉 = 0 = Re(vs) for all
s ∈ {1, . . . , d}, whence 〈a, 1〉 = Re(a) for all a ∈ A. Recalling the definition Ja, bK := 1

2 〈t(abc), 1〉,
we conclude that J·, ·K = B(·, ·). Thus, B′ is an adapted basis with signature (p, ν, ζ), as de-
sired.
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Although all standard bases in our examples are both fitted and adapted, we do not know an
a priori reason why a general ∗-algebra should possess a basis that is both fitted and adapted.

The work [16] defined the quadratic cone of A as

QA := R ∪ {x ∈ A \R : t(x) ∈ R, n(x) ∈ R, 4n(x) > t(x)2}

and proved the property

QA =
⋃

J∈SA

CJ ,

where CJ := R+JR for all J ∈ SA. Since each CJ is ∗-isomorphic to C, we can make the following
remarks for every x = α+ βJ ∈ QA (with α, β ∈ R, J ∈ SA): the conjugate xc = α−βJ belongs
to CJ ⊂ QA; t(x) = 2α ∈ R; n(x) = n(xc) = α2 + β2 is a positive real number; provided
x 6= 0, the element x has a multiplicative inverse, namely x−1 = n(x)−1xc = xcn(x)−1, which
still belongs to QA. In particular, x ∈ QA \ {0} is neither a left nor a right zero divisor and
the endomorphisms Lx,Rx defined in Remark 2.10 are isomorphisms. Our previous assumption
SA 6= ∅ guarantees that R ( QA.

The next remark is a simple application of [19, Proposition 1.11]. We recall that the associa-
tive nucleus of A is the real vector subspace of all elements a ∈ A such that a(xy) = (ax)y for
all x, y ∈ A. The associative nucleus of A includes the real axis R.

Remark 2.20. Assume the trace function t : A → A to take values in the associative nucleus
of A, a fact which is always true if A is associative. Take any a, x ∈ A. If n(x) belongs
to the commutative center of A, then n(ax) = n(a)n(x) = n(x)n(a). If n(xc) belongs to the
commutative center of A, then n((xa)c) = n(acxc) = n(ac)n(xc) = n(xc)n(ac). In particular: if
x ∈ QA (which implies n(x) = n(xc) ∈ R), then

n(ax) = n(a)n(x) = n(x)n(a) ,

n((xa)c) = n(ac)n(x) = n(x)n(ac) .

Examples 2.21 (Division algebras). The complex field C, the skew field H of real quaternions
and the real algebra O of octonions are alternative real ∗-algebras of dimensions 2, 4, 8, respec-
tively. The equalities QC = C, QH = H, QO = O hold true. The sets SC, SH, SO are, respectively,
the 0, 2, 6-dimensional unit spheres in the respective subspaces t(x) = 0, each called the sphere of
imaginary units. For all elements x, y, we have n(xc) = n(x) and, since t, n take values in R,
n(xy) = n(x)n(y) = n(y)n(x) = n(yx).

Examples 2.22 (Clifford algebras). For any m ∈ N∗, consider the Clifford algebra Cℓ(0,m).
The sets SCℓ(0,m) and QCℓ(0,m) are nested proper real algebraic subsets of Cℓ(0,m). While Re-
mark 2.20 holds true, if m ≥ 4 then n(a b) does not equal n(a)n(b) for general a, b ∈ Cℓ(0,m).
For instance: the elements a := 1

2 (1 + e123), b :=
1
2 (1 + e1234) are preserved by conjugation and

have n(a) = a2 = a and n(b) = b2 = b, while n(ab) = ab (ab)c = a n(b) a = aba 6= ab = n(a)n(b)
because

4ab = (1 + e123)(1 + e1234) = 1 + e4 + e123 + e1234 ,

4aba =
1

2
(1 + e4 + e123 + e1234)(1 + e123)

=
1

2
(1 + e4 + e123 + e1234 + e123 − e1234 + 1− e4) = 1 + e123 .

Example 2.23 (Dual quaternions). Within the associative ∗-algebra DH of dual quaternions,
t(p+ ǫq) = t(p) + ǫt(q) and n(p+ ǫq) = n(p) + ǫt(pqc) for all p, q ∈ H. The set SDH = {p+ ǫq :
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p ∈ SH, q ∈ Im(H), 〈p, q〉 = 0} is a 4-dimensional algebraic subset of DH, while QDH is a 6-
dimensional semialgebraic subset of DH. By direct inspection, n(a) = n(ac) for all a ∈ DH.
Since t and n take values in the commutative center R + ǫR of DH, we conclude that n(ab) =
n(a)n(b) = n(b)n(a) = n(ba) for all a, b ∈ DH.

2.2 Hypercomplex subspaces

From now on, we will focus on specific subsets of the quadratic cone QA, constructed in [26, §3]
(cf. [17, Lemma 1.4]).

Definition 2.24. Let M be a real vector subspace of our ∗-algebra A. An ordered real vector
basis (v0, v1, . . . , vm) of M is called a hypercomplex basis of M if: m ≥ 1; v0 = 1; vs ∈ SA
and vsvt = −vtvs for all distinct s, t ∈ {1, . . . ,m}. The subspace M is called a hypercomplex
subspace of A if R (M ⊆ QA.

Equivalently, a basis (1, v1, . . . , vm) is a hypercomplex basis if, and only if, t(vs) = 0, n(vs) = 1
and t(vsv

c
t ) = 0 for all distinct s, t ∈ {1, . . . ,m}. We remark that, for any ℓ ∈ {1, . . . ,m}, the

shortened ordered set (v0, v1, . . . , vℓ) is a hypercomplex basis of its span. In the special case
m = 1 the hypercomplex subspace M is always a ∗-subalgebra of A, isomorphic to the complex
field. When m ≥ 2, the hypercomplex subspace M is not, in general, a ∗-subalgebra of A. The
next theorem was proven partly in [26, §3], partly in [20].

Theorem 2.25. Let M be a real vector subspace of A. Then M is a hypercomplex subspace of
A if, and only if, M admits a hypercomplex basis B = (v0, v1, . . . , vm). If this is the case, if we
complete B to a real vector basis B′ = (v0, v1, . . . , vm, vm+1, . . . , vd) of A and if we endow A with
〈·, ·〉 = 〈·, ·〉B′ and ‖ · ‖ = ‖ · ‖B′ , then

t(xyc) = t(yxc) = 2〈x, y〉 , (1)

n(x) = n(xc) = ‖x‖2 , (2)

for all x, y ∈M .

We can draw from Theorem 2.25 a useful consequence.

Corollary 2.26. Under the hypotheses of Theorem 2.25, the intersection SA ∩M is a compact
set: namely, the unit (m − 1)-sphere centered at the origin in Span(v1, . . . , vm), with respect to
the norm ‖ · ‖.

Later in this work work, we will need to control the norms of products of a specific form. We
study this matter in the next remark and in the subsequent proposition.

Remark 2.27. Let us define ω = ωB,B′ := maxu∈M,v∈A,‖u‖=1=‖v‖ ‖uv‖. By construction, ω ≥
‖1‖ = 1. Moreover, for all x ∈M and a ∈ A,

‖xa‖ ≤ ω ‖x‖ ‖a‖ .

Proposition 2.28. Assume the trace function t : A→ A to take values in the associative nucleus
of A, which is always true if A is associative. Under the hypotheses of Theorem 2.25, choose any
x, y ∈M and any a, b ∈ A. Then

n(ax) = n(a)‖x‖2 = ‖x‖2n(a), n((xa)c) = n(ac)‖x‖2 = ‖x‖2n(ac)

and
n(xy) = ‖x‖2‖y‖2 = ‖y‖2‖x‖2 = n((xy)c) .
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If B′ is a distinguished basis of A, it follows that ‖ax‖ = ‖a‖‖x‖ = ‖x‖‖a‖, ‖(xa)c‖ = ‖ac‖‖x‖ =
‖x‖‖ac‖ and ‖xy‖ = ‖x‖ ‖y‖ = ‖y‖ ‖x‖ = ‖(xy)c‖.

If B′ is fitted, then ‖a‖ = ‖ac‖. If B′ is fitted and adapted, then Ja, xK = 〈a, x〉 and Jx, xK =
‖x‖2. Finally: if B′ is a fitted distinguished basis of A, then

‖ax‖ = ‖a‖ ‖x‖ = ‖x‖ ‖a‖ = ‖xa‖ , (3)

whence ωB,B′ = 1.

Proof. The first two equalities are applications of Remark 2.20, where we take into account
Theorem 2.25. If, moreover, B′ is a distinguished basis of A, then Remark 2.15 guarantees that
‖ax‖2 = 〈n(ax), 1〉, ‖a‖2 = 〈n(a), 1〉, ‖(xa)c‖2 = 〈n((xa)c), 1〉, ‖ac‖2 = 〈n(ac), 1〉, ‖xy‖2 =
〈n(xy), 1〉, and ‖(xy)c‖2 = 〈n((xy)c), 1〉.

If B′ is fitted, then the ∗-involution p 7→ pc preserves the norm ‖ · ‖ = ‖ · ‖B′ because it maps
every element of B′ either into itself or into its opposite. Now assume B′, which includes as its
first m+1 elements the elements of the hypercomplex basis B, to be fitted and adapted. Taking
into account that x ∈ Span(B), Remark 2.15 guarantees that Ja, xK = 〈a, x〉 and Jx, xK = ‖x‖2.
Finally: if a distinguished B′ is also fitted, then we can substitute ‖xa‖ for ‖(xa)c‖ and ‖a‖ for
‖ac‖.

Example 2.29 (Paravectors). The space of paravectors Rm+1 is a hypercomplex subspace of
the Clifford algebra Cℓ(0,m), with hypercomplex basis B = (e∅, e1, . . . , em). We complete B
to the standard basis B′ = (eK)K∈P(m) of Cℓ(0,m), which is fitted and distinguished. Thus,
Theorem 2.25 and Proposition 2.28 yield that equalities (1), (2) and (3) hold true for all a ∈
Cℓ(0,m), x, y ∈ Rm+1. In particular, ωB,B′ = 1.

On the other hand, for m ≥ 3, the norm ‖ · ‖ is not multiplicative over general elements
of Cℓ(0,m). For instance: the elements a = 1 + e123 and b = 1 − e123 have ab = 0, whence
‖ab‖ = 0 6= 2 = ‖a‖‖b‖.

For every m ≥ 2, an example of basis B′′ of Cℓ(0,m) that is fitted but not adapted can be
obtained from B′ by substituting µe12 for e12 (for some µ such that 0 < µ < 1). Indeed, in
this case n(µe12) = µ2 6∈ {1, 0,−1}. Moreover, in this case we have ωB,B′′ ≥ µ−1 > 1 because
‖e1e2‖B′′ = ‖e12‖B′′ = µ−1‖µe12‖B′′ = µ−1.

Examples 2.30 ([19, Example 1.15]). For every h ∈ {1, . . . ,m} with h ≡ 1mod4, the set

Vh :=



x0 +

∑

1≤k1<...<kh≤m

xk1...kh
ek1...kh

: x0, xk1...kh
∈ R





is a hypercomplex subspace of Cℓ(0,m). It has hypercomplex basis B = (ek1...kh
)1≤k1<...<kh≤m,

whence dimVh =
(
m
h

)
+ 1 ≥

(
m
h

)h
+ 1. If we set h(m) := 4⌊m+2

8 ⌋+ 1 (whence m
2 − 2 < h(m) ≤

m
2 + 2), then dim Vh(m) grows exponentially with m. Again, we can complete B to the fitted
distinguished basis B′ = (eK)K∈P(m) of Cℓ(0,m). Equalities (1), (2) and (3) hold true for all
a ∈ Cℓ(0,m), x, y ∈ Vh. Thus, ωB,B′ = 1.

Further examples of hypercomplex subspaces can be constructed by means of the next lemma,
also proven in [20].

Lemma 2.31. LetM be a real vector subspace of A with a hypercomplex basis B = (v0, v1, . . . , vm)

and set v̂ := v1 · · · vm. The ordered set B̂ := (v0, v1, . . . , vm, v̂) is a hypercomplex basis of

M̂ := Span(v0, v1, . . . , vm, v̂) if, and only if, m ≡ 2mod4. If this is the case, then not only

M but also M̂ is a hypercomplex subspace of A.
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Several applications of Lemma 2.31 follow.

Example 2.32. A further example of hypercomplex subspace of Cℓ(0,m) is the space Wh =
Span(e∅, e1, e2, . . . , eh, e12...h), for any h ≤ m with h ≡ 2mod4. Once more, we can com-
plete the hypercomplex basis B = (e∅, e1, e2, . . . , eh, e12...h) to the fitted distinguished basis B′ =
(eK)K∈P(m) of Cℓ(0,m). Equalities (1), (2) and (3) hold true for all a ∈ Cℓ(0,m), x, y ∈ Wh

and ωB,B′ = 1.

We single out the case h = m = 2, as follows.

Example 2.33 (Quaternions). Within the real algebra of quaternions H = Cℓ(0, 2), the sub-
space of paravectors R2+1 is a hypercomplex subspace, with hypercomplex basis (e∅, e1, e2). The
whole algebra H is also a hypercomplex subspace of H, with hypercomplex basis (e∅, e1, e2, e12) =
(1, i, j, k). In all examples and statements concerning H, unless otherwise stated, we shall assume
B = B′ = (1, i, j, k) and endow H with its standard scalar product and norm. For all x, y ∈ H,
we have t(xyc) = t(yxc) = 2〈x, y〉, n(x) = n(xc) = ‖x‖2, and ‖xy‖ = ‖x‖ ‖y‖ = ‖y‖ ‖x‖ = ‖yx‖.
Moreover, ωB,B′ = 1.

Example 2.34 (Dual quaternions). Within the ∗-algebra DH = H+ ǫH of dual quaternions, two
elements v1 = p1 + ǫq1, v2 = p2 + ǫq2 belong to SDH if, and only if, p1, p2 ∈ SH, q1, q2 ∈ Im(H)
and 〈p1, q1〉 = 0 = 〈p2, q2〉. If this is the case, then A := (1, v1, v2) is a hypercomplex basis of
the 3-space Span(1, v1, v2) if, and only if, t(v1v

c
2) = 0. This happens if, and only if, 〈p1, p2〉 = 0

and 〈q1, p2〉 = −〈q2, p1〉. If this is the case, Lemma 2.31 guarantees that Â := (1, v1, v2, v1v2) is

a hypercomplex basis of the 4-space Span(1, v1, v2, v1v2). Both A and Â can be completed to the
basis A′ = (1, v1, v2, v1v2, ǫ, ǫv1, ǫv2, ǫv1v2) of DH.

For instance, if for some α, β ∈ R we set v1 = i+ ǫ(αj + βk), v2 = j + ǫ(−αi+ βk) and

v3 := v1v2 = ij + ǫ(i(−αi+ βk) + (αj + βk)j) = k − βǫ(i+ j) ,

then Span(1, v1, v2, v3) is a hypercomplex subspace of DH, which can be completed to the basis
(1, v1, v2, v3, ǫ, ǫi, ǫj, ǫk) of DH.

Choosing α = 0 = β, we find that H = H + ǫ0 is a hypercomplex subspace of DH, whose hy-
percomplex basis B = (1, i, j, k) can be completed to the standard basis B′ = (1, i, j, k, ǫ, ǫi, ǫj, ǫk).
While this basis is adapted but not distinguished, we still find that ωB,B′ = 1. Indeed, for
x = x + ǫ0, a = p + ǫq (with x, p, q ∈ H) and for ‖ · ‖ = ‖ · ‖B′ , we find that xa = xp + ǫxq has
‖xa‖2 = ‖xp‖2 + ‖xq‖2 = ‖x‖2‖a‖2. On the other hand, if λ is such that ‖ab‖ ≤ λ‖a‖‖b‖ for all

a, b ∈ DH, then λ ≥ 2√
3
> 1. Indeed, the element a =

√
2
3+ǫi

√
1
3 has ‖a‖ = 1 but a2 = 2

3+ǫi
2
√
2

3

has ‖a2‖ =
√

4
9 + 8

9 = 2√
3
= 2√

3
‖a‖2.

Examples of hypercomplex subspaces are available in nonassociative settings, too.

Example 2.35 (Octonions). C,H,O are examples of hypercomplex subspaces of O. In any
example concerning O, we shall assume B = B′ = (1, i, j, k, l, li, lj, lk) and endow O with its
standard scalar product and norm. Not only B′ is a fitted distinguished basis of O: we also have
t(xyc) = t(yxc) = 2〈x, y〉 and n(x) = n(xc) = ‖x‖2 for all x, y ∈ O. Moreover, ‖xy‖ = ‖x‖ ‖y‖ =
‖y‖ ‖x‖ = ‖yx‖ for all x, y ∈ O and ωB,B′ = 1.

2.3 Monogenic functions on hypercomplex subspaces

For the present subsection, M is a fixed hypercomplex subspace of the alternative ∗-algebra A,
with a fixed hypercomplex basis B = (v0, v1, . . . , vm). Moreover, B is completed to a real vector
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basis B′ = (v0, v1, . . . , vm, vm+1, . . . , vd) of A. We also fix a domain G in the hypercomplex
subspace M , i.e., a nonempty connected open subset G of M . We let the symbol G denote the
closure of G inM . Clearly, the real vector space C 1(G,A) of C 1 functions G→ A is both a left A-
module and a right A-module. The same is true for the real vector space C 1(G,A), comprising
restrictions to G of C 1 functions from some open neighborhood of G to A. Following [26,
Definition 2], we give the next definition. In addition to the previously defined LB′ : Rd+1 → A,
we will use

LB : Rm+1 →M , LB(x0, . . . , xm) =

m∑

s=0

xs vs =

m∑

s=0

vs xs .

Definition 2.36. Let φ, ψ ∈ C 1(G,A). For s ∈ {0, . . . ,m}, we define G̃ := L−1
B (G) and

∂sφ = LB′ ◦
(

∂

∂xs

(
L−1
B′ ◦ φ ◦ (LB)|

G̃

))
◦ (L−1

B )|G ∈ C
0(G,A) .

Moreover, we define ∂B and ∂B by means of the equalities

∂Bφ :=

m∑

s=0

vs ∂sφ , ∂Bφ :=

m∑

s=0

vcs ∂sφ = ∂0φ−
m∑

s=1

vs ∂sφ ,

ψ∂B :=

m∑

s=0

(∂sψ)vs , ψ∂B :=

m∑

s=0

(∂sψ)v
c
s = ∂0ψ −

m∑

s=1

(∂sψ)vs .

The right A-submodule of those φ ∈ C 1(G,A) such that ∂Bφ ≡ 0 is called the left kernel of
∂B. Its elements are called left-monogenic with respect to B. The left A-submodule of those
ψ ∈ C 1(G,A) such that ψ∂B ≡ 0 is called the right kernel of ∂B. Its elements are called right-
monogenic with respect to B.

If G is bounded and has a C 1 boundary ∂G and if φ, ψ ∈ C 1(G,A), we similarly define
∂Bφ, ∂Bφ, ψ∂B, ψ∂B ∈ C 0(G,A) and call φ left-monogenic with respect to B if ∂Bφ ≡ 0, ψ
right-monogenic with respect to B if ψ∂B ≡ 0.

The operator ∆B : C 2(G,A) → C 0(G,A) is defined by the formula

∆Bφ :=

m∑

s=0

∂s(∂sφ) .

The elements of the kernel of ∆B are termed harmonic with respect to B.
Remark 2.37. For any s ∈ {0, . . . ,m}, we have

∂sφ(x) = lim
R∋ε→0

ε−1 (φ(x + εvs)− φ(x))

at all x ∈ G. In particular, the operator ∂s does not depend on the whole basis B′ of A chosen
but only on the choice of vs. As a consequence, the operators ∂B, ∂B,∆B do not depend on the
whole basis B′ of A chosen, but only on the basis B of M chosen.

Our notation ∆B is consistent with [26, §3], while our ∂B, ∂B are twice the operators with
the same symbols constructed in [26, §3]. In accordance to [26, Proposition 5 (b)], we make the
next remark.

Remark 2.38. The equalities ∆Bφ = ∂B∂Bφ = ∂B∂Bφ = φ∂B∂B = φ∂B∂B hold true for all
φ ∈ C 2(G,A). In particular, every C 2 function that is left- or right-monogenic with respect to
B is automatically harmonic with respect to B, whence real analytic.
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For future use, we give the next definition.

Definition 2.39. For any u ∈ N and h = (h1, . . . , hu) ∈ Nu, we adopt the notations |h| :=∑u
s=0 hs and h! :=

∏u
s=0 hs!. Now, for any h = (h0, . . . , hm) ∈ Nm+1, we define the operator

∇h

B : C |h|(G,A) → C 0(G,A) by setting

∇h

Bφ := ∂h0
0 (∂h1

1 (. . . (∂hm
m φ) . . .))

for all φ ∈ C |h|(G,A).

3 Properties of monogenic functions on hypercomplex sub-

spaces

This section studies left-monogenic functions on hypercomplex subspaces. To keep our presenta-
tion simple, we will work under the additional hypothesis that A be an associative algebra. This
assumption will be mentioned explicitly in all definitions and results, because later in the paper
we will drop it and go back to general alternative ∗-algebras. Within A, we fix a hypercomplex
subspace M , with a fixed hypercomplex basis B = (v0, v1, . . . , vm). Moreover, B is completed to
a real vector basis B′ = (v0, v1, . . . , vm, vm+1, . . . , vd) of A and A is endowed with the standard
Euclidean scalar product 〈·, ·〉 and norm ‖ · ‖ associated to B′.

The reader with experience in Clifford monogenic function theory will be easily convinced
that the properties stated in this section hold true. Therefore, all proofs of these properties are
postponed to the final Appendix.

3.1 Monogenic polynomial maps on a hypercomplex subspace

This subsection is devoted to polynomial left-monogenic functions. The basic examples of poly-
nomial left-monogenic functions are the hypercomplex analogs of Fueter variables and Fueter
polynomial functions. We perform the same construction on any hypercomplex subspace. In
particular, we overcome the traditional distinction between quaternionic and Clifford Fueter
polynomials.

Definition 3.1. Assume A to be associative. For s ∈ {1, . . . ,m}, we define the s-th hypercom-
plex Fueter variable as

ζs = ζBs := xs − x0vs .

Let us consider the elements ǫ1 = (1, 0, . . . , 0), ǫ2 = (0, 1, . . . , 0), . . . , ǫm = (0, 0, . . . , 1) of Nm. For
all k = (k1, . . . , km) ∈ Zm, we define the hypercomplex Fueter polynomial function PB

k
: M → A

so that the following formulas hold true for x ∈M :

PB
k :≡ 0 if k 6∈ Nm

PB
k :≡ 1 if k = (0, . . . , 0)

|k| PB
k (x) :=

m∑

s=1

ks PB
k−ǫs

(x) ζBs if k ∈ Nm \ {(0, . . . , 0)}
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Example 3.2. We have:

PB
(0,0,0...,0) ≡ 1

PB
(1,0,0,...,0) = ζ1, PB

(0,1,0,...,0) = ζ2, PB
(0,0,1,...,0) = ζ3, . . .

PB
(1,1,0,...,0) =

1

2
(ζ2ζ1 + ζ1ζ2), PB

(1,0,1,...,0) =
1

2
(ζ3ζ1 + ζ1ζ3), . . . , PB

(0,1,1,...,0) =
1

2
(ζ3ζ2 + ζ2ζ3), . . .

PB
(1,1,1,...,0) =

1

6
(ζ3ζ2ζ1 + ζ2ζ3ζ1 + ζ3ζ1ζ2 + ζ1ζ3ζ2 + ζ2ζ1ζ3 + ζ1ζ2ζ3), . . .

Before we even prove that the PB
k
’s are left-monogenic with respect to B, we wish to establish

the following properties, which will be crucial later in the paper. We point out that

LB : Rm+1 →M , LB(x0, . . . , xm) =

m∑

s=0

xs vs =

m∑

s=0

vs xs

is a Hilbert (sub)space isomorphism.

Proposition 3.3. Assume A to be associative. For k = (k1, . . . , km) ∈ Zm, the following
properties hold true.

1. There exists a map pk = (p0
k
, p1

k
, . . . , pm

k
) : Rm+1 → Rm+1 such that PB

k
= LB ◦ pk ◦ L−1

B
for any hypercomplex basis B of a hypercomplex subspace M of A.

2. The equality (ku + 1) ps
k
= ks p

u
k+ǫu−ǫs

holds true for all distinct s, u ∈ {1, . . . ,m}.

3. For all x ∈M ,

m∑

s=1

ks vs PB
k−ǫs

(x) =

m∑

s=1

ks PB
k−ǫs

(x) vs , (4)

|k| PB
k
(x) =

m∑

s=1

ks ζ
B
s PB

k−ǫs
(x) (5)

4. The equality ∂sPB
k
= ks PB

k−ǫs
holds true for all s ∈ {1, . . . ,m}.

Remark 3.4. Let k,k′ ∈ Zm. As a consequence of property 1, PB
k
(M) ⊆M and

‖PB
k
(x0v0 + x1v1 + . . .+ xmvm)‖ = ‖pk(x0, x1, . . . , xm)‖Rm+1

for all (x0, x1, . . . , xm) ∈ Rm+1. By property 2, if k = ksǫs, then PB
k
(M) ⊆ R + Rvs. As a

consequence of property 4, we obtain: ∇(0,k)
B PB

k
≡ k!; if k′u > ku for some u ∈ {1, . . . ,m}, then

∇(0,k′)
B PB

k
≡ 0.

In the classical context of Clifford algebras, where M = Rm+1 is the paravector space within
A = Cℓ(0,m), the property PB

k
(M) ⊆M for all k ∈ Zm was proven in [24].

In analogy with [22, Proposition 9.21], we find that the PB
k
’s generate all polynomial left-

monogenic functions.

Definition 3.5. Within the right A-module of functions M → A that are left-monogenic with
respect to B, for any k ∈ N, we define UB

k to be the right A-submodule of those P : M → A
such that P (x0 + x1v1 + . . . + xmvm) is a k-homogeneous polynomial map in the real variables
x0, x1, . . . , xm.
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Proposition 3.6. Assume A to be associative and fix k ∈ N. Then
{
PB
k

}
|k|=k

is a right A-basis

for UB
k . Namely, for all P ∈ UB

k , the equality

P (x) =
∑

|k|=k

PB
k (x)

1

k!
∇(0,k)

B P (0) (6)

holds true at all x ∈M .

3.2 Integral representation of functions on a hypercomplex subspace

Let us fix a domainG in the hypercomplex subspaceM of A. Our next aim is establishing integral
representations for functions G → A. We will work with respect to the coordinates x0, . . . , xm,
i.e., using the previously-defined Hilbert subspace isomorphism LB : Rm+1 → M ⊆ A. We will
also use Hilbert space isomorphism LB′ : Rd+1 → A. Differential forms were set up in [22, §A.1]
over a general associative algebra and not specifically over Clifford algebras. Recalling that we
are assuming A to be associative, we adopt the same setup. In particular, we set

dσ = dσx = dx0 ∧ dx1 ∧ . . . ∧ dxm ,

dx∗s = (−1)sdx0 ∧ . . . ∧ dxs−1 ∧ dxs+1 ∧ . . . ∧ dxm ,

dx∗ =

m∑

s=0

vs dx
∗
s .

Volume integration was set up in [22, Definition A.2.1] specifically over Clifford algebras. We
now define and study it over our associative ∗-algebra A. We use, for all integrable functions
φ0, . . . , φd : G→ R the notation

∫

G

(φ0, . . . , φd) dσ :=

(∫

G

φ0 dσ, . . . ,

∫

G

φd dσ

)
∈ Rd+1 .

Definition 3.7. Assume A to be associative and fix a domain G in the hypercomplex subspace
M of A. For φ : G→ A, we set

∫

G

φdσ := LB′

(∫

G

L−1
B′ ◦ φdσ

)
.

In other words, if we have a decomposition φ =
∑d

s=0 φs vs =
∑d

s=0 vs φs, where φ0, . . . , φd :
G→ R are real-valued integrable functions, we call φ integrable and define its integral as

∫

G

φdσ :=
d∑

s=0

vs

∫

G

φs dσ =
d∑

s=0

(∫

G

φs dσ

)
vs .

The integral in Definition 3.7 has the properties described in the next proposition, which
subsumes [22, Proposition A.2.2].

Proposition 3.8. Assume A to be associative and fix a domain G in the hypercomplex subspace
M of A. The following properties hold true for all integrable φ, ψ : G → A, all a, b ∈ A and all
disjoint domains G1, G2 in M :

1. G = G1 ∪G2 ⇒
∫
G
φdσ =

∫
G1
φdσ +

∫
G2
φdσ.

2.
∫
G
(aφ+ bψ) dσ = a

∫
G
φdσ + b

∫
G
ψ dσ.
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3.
∫
G
(φa+ ψb) dσ =

(∫
G
φdσ

)
a+

(∫
G
ψ dσ

)
b.

4.
(∫

G
φdσ

)c
=
∫
G
φc dσ.

5. ‖
∫
G
φdσ‖ ≤

∫
G
‖φ‖ dσ.

Assume G to be bounded and to have a C 1 boundary ∂G. For any choice of A-valued C 1

functions φ, ψ on an open neighborhood of ∂G, the work [22, §A.2.1.3] defines and studies the
integral

∫
∂G

ψ(x) dx∗φ(x). For fixed p ∈ M,R > 0, let us adopt the notations Bm+1(p,R) :=

{x ∈M : ‖x−p‖ < R} and B
m+1

(p,R) := {x ∈M : ‖x−p‖ ≤ R}. We recall from [22, Example
A.2.17]:

Remark 3.9. Assume G = Bm+1(p,R). For 0 ≤ r ≤ R,w ∈ ∂Bm+1(0, 1) and x = p+ rw ∈ G,
we have dσ = rm dr |dow| in G, where |dow| denotes the surface element of the unit sphere
∂Bm+1(0, 1). Similarly, for x = p+Rw ∈ ∂G, we have dx∗ = Rmw |dow| on ∂G.

The integral
∫
∂Bm+1(0,1)

φ(w) |dow | is defined in [22, §A.2.1.3], too. For future use, we establish

the following inequality.

Lemma 3.10.

∥∥∥
∫
∂Bm+1(0,1) φ(w) |dow |

∥∥∥ ≤
∫
∂Bm+1(0,1) ‖φ(w)‖ |dow |.

The next result subsumes [22, Theorem A.2.21 and Theorem A.2.22].

Theorem 3.11 (Gauss). Assume A to be associative and fix a bounded domain G in the hyper-
complex subspace M of A, with a C 1 boundary ∂G. Then

∫

∂G

ψ dx∗φ =

∫

G

(
(ψ∂B)φ+ ψ (∂Bφ)

)
dσ

for any φ, ψ ∈ C 1(G,A).

We will soon plug into the Gauss theorem, in the role of ψ, the function described in the next
definition and lemma (which generalizes [22, Proposition 7.7]).

Definition 3.12. The Cauchy kernel of M is the function Em : M \ {0} → A defined by the
formula

Em(x) :=
1

σm

xc

‖x‖m+1
, σm := 2

Γm+1(12 )

Γ(m+1
2 )

.

In the last definition, the letter Γ denotes the gamma function and the number σm is the
(surface) volume of the unit m-sphere in Rm+1.

Lemma 3.13. If we fix x ∈M , then the function

M \ {x} → A , y 7→ Em(y − x)

is both left- and right-monogenic with respect to B.
We are now ready for the announced integral representation, which subsumes [22, Theorem

7.8 and Theorem 7.9].

Theorem 3.14 (Borel-Pompeiu). Assume A to be associative and fix a bounded domain G in
the hypercomplex subspace M of A, with a C 1 boundary ∂G. If φ ∈ C 1(G,A), then

∫

∂G

Em(y − x) dy∗ φ(y)−
∫

G

Em(y − x) ∂Bφ(y) dσy =

{
φ(x) if x ∈ G

0 if x ∈M \G .
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In the special case when φ is left-monogenic with respect to B, Theorem 3.14 takes the special
form described in the next corollary (see [22, Theorem 7.12 and Theorem 7.13] for the Clifford
and complex cases).

Corollary 3.15 (Cauchy Formula). Assume A to be associative and fix a bounded domain G in
the hypercomplex subspace M of A, with a C 1 boundary ∂G. If φ ∈ C 1(G,A) is left-monogenic
with respect to B, then

∫

∂G

Em(y − x) dy∗ φ(y) =

{
φ(x) if x ∈ G
0 if x ∈M \G .

We conclude this subsection with the following property, which subsumes [22, Corollary 7.31].

Proposition 3.16 (Mean value property). Assume A to be associative and fix an open ball

Bm+1 = Bm+1(x,R) in the hypercomplex subspace M of A. If φ ∈ C 1(B
m+1

, A) is left-
monogenic with respect to B, then

φ(x) =
1

σm

∫

∂Bm+1(0,1)

φ(x +Rw) |dow | .

After some preliminary work in the next subsection, Corollary 3.15 will be the key ingredient
to endow every function φ that is is left-monogenic with respect to B with a series expansion in
the forthcoming Subsection 3.4.

3.3 Properties of the reproducing kernel and harmonicity

This subsection studies the reproducing kernel Em(y− x), whose role was fundamental in Theo-
rem 3.14 and in Corollary 3.15, and uses it to establish that left-monogenic functions are harmonic
and real analytic.

Our first aim is expanding Em(y − x) into series. We begin by recalling some standard
terminology.

Definition 3.17. Let E , E ′ be finite-dimensional Euclidean spaces and let Λ be an open subset of
E ′. For any {fk}k∈N ⊂ C 0(Λ, E ), we say that the function series

∑
k∈N

fk is normally convergent
in Λ if, for any compact subset C of Λ, the number series

∑
k∈N

maxC ‖fk‖E converges. If this is
the case, we call the function f : Λ → E with f(x) =

∑
k∈N

fk(x) the sum of the series
∑

k∈N
fk.

The chosen ordering of N plays no role in assessing the convergence of
∑

k∈N
maxC ‖fk‖E

because each term is nonnegative. The theory of Banach spaces also guarantees that the result
of the sum

∑
k∈N

fk(x) does not depend on the chosen ordering of N and that f ∈ C 0(Λ, E ).
Our summands fk will mostly take the form fk =

∑
|k|=k gk, for given {gk}k∈Nm ⊂ C 0(Λ, E ).

We now expand the reproducing kernel Em(y−x) = 1
σm

yc−xc

‖y−x‖m+1 into a normally convergent

series in the next theorem.

Theorem 3.18. There exists a family
{
qk
}
k∈Nm, where, for |k| = k, qk : M \ {0} → M is a

(k + 1)-homogeneous polynomial function, such that

Em(y − x) =
1

σm

∑

k∈N

∑

|k|=k

PB
k
(x)

qk(y)

‖y‖m+2k+1

for all (x, y) ∈ Λ := {(x, y) ∈ M ×M : ‖x‖ < ‖y‖}. Here, the series converges normally in Λ
because ∥∥∥

∑

|k|=k

PB
k
(x)

qk(y)

‖y‖m+2k+1

∥∥∥ ≤
√
2

(
k +m

m

)
‖x‖k ‖y‖−m−k .
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In particular, Em(y−x) is a real analytic function in the real variables x0, x1 . . . , xm, y0, y1 . . . , ym.

We now wish to construct an analog of Corollary 3.15 for derivatives, subsuming [22, Corollary
7.28]. The resulting integral formula for derivatives will allow us to prove that every function
that is left-monogenic with respect to B is harmonic with respect to B and real analytic. We
recall that ω = ωB,B′ ≥ 1 is a constant such that ‖xa‖ ≤ ω ‖x‖ ‖a‖ for all x ∈ M,a ∈ A (see
Remark 2.27). Moreover, by Proposition 2.28: if A is associative and B′ is a fitted distinguished
basis of A, then ω = 1.

Theorem 3.19 (Integral formula for ∇h

Bφ). Assume A to be associative. Fix a domain G in the
hypercomplex subspaceM of A and a function φ : G→ A that is left-monogenic with respect to B.
Then φ is harmonic with respect to B and real analytic. For every h ∈ Nm+1: the function ∇h

Bφ is
still left-monogenic with respect to B and real analytic; given any open ball Bm+1 = Bm+1(p,R)

whose closure B
m+1

is contained in G,

∇h

Bφ(x) = (−1)|h|
∫

∂Bm+1

(
∇h

BEm

)
(y − x) dy∗ φ(y)

for all x ∈ Bm+1; and, at the center p of the ball Bm+1,

‖∇h

Bφ(p)‖ ≤ Cm

R|h| max
∂Bm+1

‖φ‖ , Cm := σm ω2 max
∂Bm+1(0,1)

‖∇h

BEm‖ .

The various properties stated in Theorem 3.19 have interesting consequences. The last in-
equality immediately yields the next corollary (see [22, Proposition 7.33] for the Clifford case).

Corollary 3.20 (Liouville). Assume A to be associative. Let φ :M → A be left-monogenic with
respect to B. If there exist n ∈ N and c > 0 such that

‖φ(x)‖ ≤ c‖x‖n

for all x ∈ M , then φ is a polynomial function and deg(φ) ≤ n. In particular: if φ is bounded,
then φ is constant.

Moreover, harmonicity allows to prove the next result, which subsumes [22, Theorem 7.32].

Theorem 3.21 (Maximum Modulus Principle). Assume A to be associative. Fix a domain G
in the hypercomplex subspace M of A and a function φ : G → A, left-monogenic with respect to
B. If the function ‖φ‖ : G→ R has a global maximum point in G, then φ is constant in G.

Finally, real analyticity will be the key ingredient to construct series representations of mono-
genic functions in the next subsection.

3.4 Series expansions of monogenic functions on a hypercomplex sub-

space

This subsection is devoted to series representations of functions that are left-monogenic with
respect to the hypercomplex basis B. The main result follows (see [22, Theorem 9.14 and Theorem
9.24] for the complex and Clifford cases).

Theorem 3.22 (Series expansion). Assume A to be associative. Fix a domain G in the hyper-
complex subspace M of A and a function φ : G→ A that is left-monogenic with respect to B. In
every open ball Bm+1(p,R) contained in G, the following series expansion is valid:

φ(x) =
∑

k∈N

∑

|k|=k

PB
k
(x− p) ak , ak =

1

k!
∇(0,k)

B φ(p) .
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Here, the series converges normally in Bm+1(p,R) because

max
‖x−p‖≤r1

∥∥∥
∑

|k|=k

PB
k
(x− p) ak

∥∥∥ ≤ ω2
√
2

(
k +m

m

) (
r1
r2

)k

max
‖y−p‖=r2

‖φ(y)‖

whenever 0 < r1 < r2 < R.

Theorem 3.22 has an extremely relevant consequence, which subsumes [22, Theorem 9.27].

Theorem 3.23 (Identity Principle). Assume A to be associative. Fix a domain G in the hy-
percomplex subspace M of A and functions φ, ψ : G → A that are left-monogenic with respect
to B. If G contains a set of Hausdorff dimension n ≥ m where φ and ψ coincide, then φ = ψ
throughout G.

For future reference, we give the next definition and provide in the subsequent remark an
equivalent restatement of Theorem 3.22 .

Definition 3.24. Assume A to be associative and fix t0 ∈ N. Let M be a hypercomplex subspace
of A, having a hypercomplex basis B = (v0, v1, . . . , vm) with m ≥ t0. Let G be a domain in M
and let φ : G → A be a left-monogenic function with respect to B. For any h ∈ Nm+1, define
δhB : C |h|(G,A) → C 0(G,A) as

δhBφ := (vhm
m v

hm−1

m−1 · · · vht0+1

t0+1 )−1∇h

Bφ

= ∂h0
0 ∂h1

1 . . . ∂
ht0
t0

(−vt0+1∂t0+1)
ht0+1 . . . (−vm∂m)hmφ .

Remark 3.25. Assume A to be associative and fix t0 ∈ N. Let M be a hypercomplex subspace
of A, having a hypercomplex basis B = (v0, v1, . . . , vm) with m ≥ t0. Let G be a domain in
M and let φ : G → A be a left-monogenic function with respect to B. For every open ball
Bm+1 = Bm+1(p,R) contained in G, the following series expansion is valid for x ∈ Bm+1:

φ(x) =
∑

k∈N

∑

|k|=k

PB
k (x− p)vkm

m v
km−1

m−1 · · · vkt0+1

t0+1

1

k!
δ
(0,k)
B φ(p) .

Here, the series converges normally in Bm+1 because

max
‖x−p‖≤r1

∥∥∥
∑

|k|=k

PB
k (x− p)vkm

m v
km−1

m−1 · · · vkt0+1

t0+1

1

k!
δ
(0,k)
B φ(p)

∥∥∥

≤ ω2
√
2

(
k +m

m

)(
r1
r2

)k

max
‖y−p‖=r2

‖φ(y)‖

whenever 0 < r1 < r2 < R.

4 Regularity in hypercomplex subspaces

We henceforth make the following assumption.

Assumption 4.1. V is a hypercomplex subspace of the alternative real ∗-algebra A, having a
hypercomplex basis B = (v0, v1, . . . , vn) for some n ∈ N∗. After completing B to a real vector
basis B′ = (v0, v1, . . . , vn, vn+1, . . . , vd) of A, we endow A with the standard Euclidean scalar
product 〈·, ·〉 = 〈·, ·〉B′ and norm ‖ · ‖ = ‖ · ‖B′ associated to B′.
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There is a good reason to change notations with respect to Section 2, which proved properties
valid for an (m + 1)-dimensional hypercomplex subspace M of A, for domains G ⊆ M and for
functions φ : G→ A. Indeed, we will apply those properties not only when m = n and M = V ,
but also when m < n and M is a specific (m + 1)-dimensional hypercomplex subspace of A
contained in V . The precise construction of these subspaces is the subject of the next subsection.

4.1 T -fans

Within our hypercomplex subspace V , we now construct some useful fans.

Definition 4.2. For 0 ≤ ℓ < m ≤ n, we consider the (m− ℓ+ 1)-dimensional subspace

Rℓ,m := Span(vℓ, . . . , vm) .

Its unit (m− ℓ)-sphere is denoted by Sℓ,m.

For instance: R0,n = V and S1,n = {∑n
t=1 xtvt ∈ A :

∑n
t=1 x

2
t = 1} = SA ∩ V . In general,

Sℓ,m is a subset of SA ∩ V if, and only if, ℓ ≥ 1. We recall that, by Corollary 2.26, SA ∩ V is a
compact set.

Definition 4.3. For any number of steps τ ∈ {0, . . . , n} and any list of steps T = (t0, . . . , tτ ) ∈
Nτ+1, with 0 ≤ t0 < t1 < . . . < tτ = n, we define the T -fan as

R0,t0 ( R0,t1 ( . . . ( R0,tτ = V .

The first subspace, R0,t0 , is called the mirror. We define the T -torus as

T := St0+1,t1 × . . .× Stτ−1+1,tτ

when τ ≥ 1 and as T := ∅ when τ = 0.

We assume henceforth τ ∈ {0, . . . , n} and T = (t0, . . . , tτ ) ∈ Nτ+1 (with 0 ≤ t0 < t1 < . . . <
tτ = n) are fixed. Necessarily, n ≥ t0 + τ . The mirror R0,t0 of the T -fan is either the real axis
R or a hypercomplex subspace of A, while all other elements of the T -fan are hypercomplex
subspaces of A. Moreover, if τ ≥ 1 then, for every h ∈ {1, . . . , τ}, the sphere Sth−1+1,th is a
(th − th−1 − 1)-dimensional subset of SA ∩ V and the T -torus T is a (n − t0 − τ)-dimensional
compact set contained in (SA)

τ .

Example 4.4 (Paravectors). If V is the space Rn+1 of paravectors in Cℓ(0, n) (see Exam-
ple 2.29), then the T -fan is

Rt0+1 ( Rt1+1 ( . . . ( Rtτ+1 = Rn+1 .

Example 4.5 (Quaternions). If V = H within H (see Example 2.33): the 3-fan is H; the (2, 3)-
fan is R + iR + jR ( H; the (1, 3)-fan is C ( H; the (0, 3)-fan is R ( H; the (1, 2, 3)-fan is
C ( R+ iR+ jR ( H; the (0, 2, 3)-fan is R ( R+ iR+ jR ( H; the (0, 1, 3)-fan is R ( C ( H;
and the (0, 1, 2, 3)-fan is R ( C ( R+ iR+ jR ( H.

The work [20] includes the next remark and lemma, which are useful tools to define and study
the concept of J-monogenic function for any J ∈ T.
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Remark 4.6. Every x =
∑n

ℓ=0 vℓxℓ ∈ V can be decomposed as x = x0 + x1 + . . . + xτ , where

xh :=
∑th

ℓ=th−1+1 xℓvℓ ∈ Rth−1+1,th (with t−1 := −1). The decomposition is orthogonal, whence

unique. When τ ≥ 1, there exist β = (β1, . . . , βτ ) ∈ Rτ and J = (J1, . . . , Jτ ) ∈ T such that

x = x0 + β1J1 + . . .+ βτJτ . (7)

Equality (7) holds true exactly when, for each h ∈ {1, . . . , τ}: either xh 6= 0, βh = ±‖xh‖ and

Jh = xh

βh
; or xh = 0, βh = 0 and Jh is any element of Sth−1+1,th .

Lemma 4.7. If τ ≥ 1, fix J = (J1, . . . , Jτ ) ∈ T and set

Rt0+τ+1
J := Span(BJ) , BJ := (v0, v1, . . . , vt0 , J1, . . . , Jτ ) .

If τ = 0 (whence t0 = n ≥ 1), set J := ∅,B∅ := (v0, v1, . . . , vt0) = B,Rt0+1
∅ := Span(B∅) = V . In

either case, BJ is a hypercomplex basis of Rt0+τ+1
J , which is therefore a hypercomplex subspace

of A contained in V . Moreover, if J ′ ∈ T, then the equality Rt0+τ+1
J = Rt0+τ+1

J′ is equivalent to
J ′ ∈ {±J1} × . . .× {±Jτ}.

For future use, we remark that if J = (J1, . . . , Jτ−1, Jτ ) ∈ T and if J ′ = (J1, . . . , Jτ−1, J
′
τ )

for some J ′
τ ∈ Stτ−1+1,tτ \ {±Jτ}, then Rt0+τ+1

J ∩Rt0+τ+1
J′ is a (t0 + τ)-dimensional space, which

we may identify with the (J1, . . . , Jτ−1)-slice Rt0+τ
(J1,...,Jτ−1)

of the hypercomplex subspace R0,tτ−1

of A if τ > 1 and with the mirror R0,t0 if τ = 1. We also make the following remark.

Remark 4.8. For all J ∈ T, the hypercomplex basis BJ := (v0, v1, . . . , vt0 , J1, . . . , Jτ ) of R
t0+τ+1
J

can always be completed to a basis (BJ )
′ of A that is orthonormal with respect to 〈·, ·〉B′ , so that

〈·, ·〉(BJ )′ = 〈·, ·〉B′ and ‖ · ‖(BJ)′ = ‖ · ‖B′ .

4.2 T -regularity

This subsection is devoted to defining a new notion of regularity for functions f : Ω → A, where
Ω is a domain in V .

Definition 4.9. If τ ≥ 1, fix J = (J1, . . . , Jτ ) ∈ T. If τ = 0, set J := ∅. Over any do-
main G in Rt0+τ+1

J , the J-Cauchy-Riemann operator ∂J : C 1(G,A) → C 0(G,A) is defined as
∂J := ∂BJ

and the operators ∂J : C 1(G,A) → C 0(G,A) and ∆J : C 2(G,A) → C 0(G,A) are
defined as ∂J := ∂BJ

and ∆J := ∆BJ
, according to Definition 2.36. Explicitly, referring to the

decomposition (7) of the variable x, we have

∂J = ∂x0 + v1∂x1 + . . .+ vt0∂xt0
+ J1∂β1 + . . .+ Jτ∂βτ

,

∂J = ∂x0 − v1∂x1 − . . .− vt0∂xt0
− J1∂β1 − . . .− Jτ∂βτ

,

∆J = ∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
+ ∂2β1

+ . . .+ ∂2βτ
.

The left kernel of ∂J is denoted by MonJ(G,A) and its elements are called J-monogenic func-
tions. The elements of the kernel of ∆J are called J-harmonic functions.

In the special case when τ = 0, whence t0 = n, our last definition sets ∂∅ := ∂B = ∂x0+v1∂x1+
. . .+vn∂xn

, as well as ∂∅ := ∂B = ∂x0 −v1∂x1 − . . .−vn∂xn
and ∆∅ := ∆B = ∂2x0

+∂2x1
+ . . .+∂2xn

.
For all J ∈ T, the class MonJ (G,A) is a real vector space (a right A-module if A is associa-

tive). Moreover, J-monogenicity is preserved under composition with translations by elements
of Rt0+τ+1

J . Using the formal definition ∂J := ∂BJ
is necessary to guarantee, for J, J ′ ∈ T,

∂J = ∂J′ ⇐= Rt0+τ+1
J = Rt0+τ+1

J′ . (8)

Similar considerations apply to ∂J ,∆J . Remark 2.38 and Theorem 3.19 allow the next remark.
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Remark 4.10. Fix any domain G in Rt0+τ+1
J . The equalities ∂J∂J = ∂J∂J = ∆J hold true on

C 2(G,A). Moreover, J-monogenic functions are real analytic and J-harmonic.

The work [20] also defined the new concept of T -regular function. Its special case with
A = Cℓ(0, n), V = Rn+1 and τ = 1 was independently constructed in [32] (see also [34]) under
the name of generalized partial-slice monogenic function.

Definition 4.11. For J ∈ T (or J = ∅, in case τ = 0) and for Y ⊆ V, f : Y → A, the intersection
YJ := Y ∩ Rt0+τ+1

J is called the J-slice of Y . Consider the restriction fJ := f|YJ
. Let Ω be a

domain in V . A function f : Ω → A is termed T -regular if, the restriction fJ : ΩJ → A is J-
monogenic for every J ∈ T, if τ ≥ 1 (for J = ∅, if τ = 0). If, moreover, f(Rt0+τ+1

J ) ⊆ Rt0+τ+1
J

for all J ∈ T, then f is called T -slice preserving. The class of T -regular functions Ω → A is
denoted by RegT (Ω, A).

In the last definition, of course we consider the condition “fJ : ΩJ → A is J-monogenic”
automatically fulfilled when ΩJ = ∅. For future use, we make the next remark.

Remark 4.12. Given a domain Ω in V , the class RegT (Ω, A) is a real vector space (a right
A-module if A is associative). Moreover, if f ∈ RegT (Ω, A) and p ∈ R0,t0 , then setting g(x) :=
f(x+ p) defines a g ∈ RegT (Ω− p,A). This function g is T -slice preserving if, and only if, f is.

As remarked in [20], T -regularity subsumes some of the best-known function theories over
Cℓ(0, n).

Example 4.13 (Paravectors). Fix a domain Ω within the paravector subspace Rn+1 of Cℓ(0, n)
(see Example 2.29). For any function f : Ω → Cℓ(0, n):

• f is n-regular if, and only if, it is in the kernel of the operator ∂x0 + e1∂x1 + . . .+ en∂xn
;

this is the definition of monogenic function (see, e.g., [1, 2, 22]);

• f is (0, n)-regular if, and only if, for any J1 ∈ S1,n = SCℓ(0,n) ∩ Rn+1, the restriction fJ1

to the planar domain ΩJ1 ⊆ CJ1 is a holomorphic map (ΩJ1 , J1) → (Cℓ(0, n), J1); this is
the same as being slice-monogenic, [5] (or slice-hyperholomorphic, [6]).

The work [20] also contains a complete classification of T -regularity over the hypercomplex
subspace H of H. Not only T -regularity subsumes the best-known quaternionic function theories.
It also includes an entirely new function theory, called (1, 3)-regularity and studied in some detail
in [20].

Example 4.14 (Quaternions). Let Ω be a domain in H and consider a function f : Ω → H.
Then:

• f is 3-regular ⇔ f belongs to the kernel of the left Cauchy-Riemann-Fueter operator ∂x0 +
i∂x1 + j∂x2 + k∂x3 ⇔ f is a left Fueter-regular function (see [9, 10, 29]);

• f is (2, 3)-regular ⇔ (∂x0 + i∂x1 + j∂x2 + J1∂β1)f(x0 + ix1 + jx2 + β1J1) ≡ 0 for all
J1 ∈ S3,3 = {±k} ⇔ f is left Fueter-regular (because of (8));

• f is (1, 3)-regular ⇔

∂J1f(x0 + ix1 + β1J1) := (∂x0 + i∂x1 + J1∂β1)f(x0 + ix1 + β1J1) ≡ 0

for all J1 in the (1, 3)-torus S2,3, which is simply the circle S1 := SH ∩ (jR+ kR);
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• f is (0, 3)-regular ⇔ for any J1 ∈ S1,3 = SH, the restriction fJ1 to the planar domain
ΩJ1 ⊆ CJ1 is a holomorphic map (ΩJ1 , J1) → (H, J1) ⇔ f is a slice-regular function, [11]
(or Cullen-regular in the original articles [12, 13]);

• f is (1, 2, 3)-regular ⇔ (∂x0 + i∂x1 + J1∂β1 + J2∂β2)f(x0 + ix1 + β1J1 + β2J2) ≡ 0 for all
(J1, J2) ∈ S2,2 × S3,3 = {±j} × {±k} ⇔ f is left Fueter-regular (because of (8));

• f is (0, 1, 3)-regular ⇔ (∂x0 + J1∂β1 + J2∂β2)f(x0 + β1J1 + β2J2) ≡ 0 for all (J1, J2) ∈
S1,1 × S2,3 = {±i} × S1 ⇔ f is (1, 3)-regular (because of (8));

• f is (0, 2, 3)-regular ⇔ (∂x0 + J1∂β1 + J2∂β2)f(x0 + β1J1 + β2J2) ≡ 0 for all (J1, J2) ∈
S1,2 × S3,3 = (SH ∩ (iR+ jR)) × {±k}; if Φ : H → H denotes the unique real vector space
isomorphism mapping the standard basis (1, i, j, k) into (1, k,−j, i), then g 7→ Φ−1 ◦ g ◦ Φ
is a bijection Reg(0,2,3)(Ω,H) → Reg(0,1,3)(Φ

−1(Ω),H);

• f is (0, 1, 2, 3)-regular ⇔ (∂x0 + J1∂β1 + J2∂β2 + J3∂β3)f(x0 + β1J1 + β2J2 + β3J3) ≡ 0
for all (J1, J2, J3) ∈ S1,1 × S2,2 × S3,3 = {±i} × {±j} × {±k} ⇔ f is left Fueter-regular
(because of (8)).

Additionally, withinH, the nonstandard choice of the 2-fanR+jR+kRwith B = (1,−k, j),B′ =
(1,−k, j, i), recovers as 2-regular functions the theory of [25], for the reasons explained in [26,
page 30]. Our general construction allows to treat all these cases at once. This is in contrast with
most literature: even in the simple case of quaternions, Fueter-regular functions cannot be stud-
ied simultaneously with monogenic functions because the space of paravectors in Cℓ(0, 2) = H is
property included in H.

For the hypercomplex subspace O of O:

Example 4.15 (Octonions). Fix a domain Ω in O and a function f : Ω → O. Then:

• f is 7-regular ⇔ f belongs to the kernel of the octonionic Cauchy-Riemann operator ∂x0 +
i∂x1 + j∂x2 + k∂x3 + l∂x4 + (li)∂x5 + (lj)∂x6 + (lk)∂x7 ⇔ f is an octonionic monogenic
function (see [7] and the recent [23]);

• f is (0, 7)-regular ⇔ for any octonionic imaginary unit J1, the restriction fJ1 to the planar
domain ΩJ1 ⊆ CJ1 is a holomorphic map (ΩJ1 , J1) → (O, J1) ⇔ f is a slice-regular function
(see [14]).

T -regularity yields T̂ -regularity with respect to a list of steps T̂ shorter than T , in the sense
specified by the next lemma.

Lemma 4.16. Fix τ ≥ 2, a list T = (t0, t1, . . . , tτ ) of τ steps, a domain Ω in V , and a function

f ∈ RegT (Ω, A). Fix σ with 1 ≤ σ ≤ τ and consider the list T̂ := (t0 + σ, tσ+1, . . . , tτ ) of τ − σ

steps. For any Ĵ = (J1, . . . , Jσ) ∈ St0+1,t1 × . . .× Stσ−1+1,tσ , the ordered set

B̂ := (v0, . . . , vt0 , J1, . . . , Jσ, vtσ+1, . . . , vtτ )

is a hypercomplex basis of V̂ = Span(B̂), which is therefore a hypercomplex subspace of A. With

respect to B̂, the restriction of f to Ω̂
Ĵ
:= Ω ∩ V̂ is a T̂ -regular function.

Proof. The function f|Ω̂
Ĵ

is T̂ -regular if, and only if, for any (Jσ+1, . . . , Jτ ) ∈ Stσ+1,tσ+1 × · · · ×
Stτ−1+1,tτ and for B̂(Jσ+1,...,Jτ ) := (v0, . . . , vt0 , J1, . . . , Jσ, Jσ+1, . . . , Jτ ), the restriction of f|Ω̂

Ĵ

to

the set
Ω̂

Ĵ
∩ Span(B̂(Jσ+1,...,Jτ)) = ΩJ , J := (J1, . . . , Jσ, Jσ+1, . . . , Jτ ) ,
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which is simply fJ , is left-monogenic with respect to the basis B̂(Jσ+1,...,Jτ ); equivalently,

(∂x0 + . . .+ vt0∂xt0
+ J1∂β1 + . . .+ Jσ∂βσ

+ Jσ+1∂βσ+1 + . . .+ Jτ∂βτ
)fJ ≡ 0 ,

i.e., fJ is J-monogenic. But the last property is true under our hypothesis f ∈ RegT (Ω, A).

In general, a T -regular function f needs not be continuous, even though all restrictions fJ
are real analytic and J-harmonic by Remark 4.10.

Example 4.17. Assume τ = 1, whence T = (t0, t1) = (t0, n) and the T -torus T is the (n−t0−1)-
sphere St0+1,n. Pick I ∈ St0+1,n. Since Rt0+2

I ∩Rt0+2
J = R0,t0 for all J ∈ St0+1,n \ {±I}, we may

define a T -regular f : V \ R0,t0 → A by setting fI :≡ 1 ≡: f−I in Rt0+2
I \ R0,t0 = Rt0+2

−I \ R0,t0

and fJ :≡ 0 in Rt0+2
J \ R0,t0 for all J ∈ St0+1,n \ {±I}.

To get better-behaved T -regular functions f : Ω → A, we need to carefully choose the domain
Ω.

Definition 4.18. A domain Ω ⊆ V is called a T -slice domain if it intersects the mirror R0,t0

and if, for any J ∈ T, the J-slice ΩJ is connected (whence a domain in Rt0+τ+1
J ).

Over T -slice domains within an associative ∗-algebra, we will prove an Identity Principle and
a Maximum Modulus Principle in the forthcoming Section 7.

Another relevant property for the domain Ω of a T -regular function is symmetry, defined
according to the following construction.

Definition 4.19. For all β = (β1, . . . , βτ ) ∈ Rτ , J = (J1, . . . , Jτ ) ∈ T, we set the notation

β J := β1J1 + . . .+ βτJτ ∈ V .

If τ = 0, for β ∈ R0 = {0} and J = ∅ we define β J to be the zero element of V . For any
h ∈ {1, . . . , τ}, we define the reflection

Rτ → Rτ , β = (β1, . . . , βτ ) 7→ β
h
:= (β1, . . . , βh−1,−βh, βh+1, . . . , βτ ) .

For future use, we also define, for all H ∈ P(τ), the reflection Rτ → Rτ , β 7→ β
H

as follows:

β 7→ β
∅
is the identity map, while for H = {h1, . . . , hp} (with 1 ≤ h1 < . . . < hp ≤ τ) the map

β 7→ β
H

is the composition of the p reflections β 7→ β
h1
, . . . , β 7→ β

hp
.

We point out that β J is not a product, but just a shorthand for the second part of the
decomposition (7) of the variable x.

Definition 4.20. For any D ⊆ R0,t0 × Rτ , we set

ΩD := {α+ β J : (α, β) ∈ D, J ∈ T}
if τ ≥ 1 (and ΩD := {α ∈ V : (α, 0) ∈ D} if τ = 0). A subset of V is termed T -symmetric

if it equals ΩD for some D ⊆ R0,t0 × Rτ . The T -symmetric completion Ỹ of a set Y ⊆ V is
the smallest T -symmetric subset of V containing Y . For each point x ∈ V , we denote by Tx the
T -symmetric completion of the singleton {x}.

Let Ω be a T -symmetric T -slice domain and assume A to be associative: we will prove
in the forthcoming Subsection 7.2 that every T -regular function f : Ω → A has a specific
symmetry property. This result, called Representation Formula, is well-known in the special
cases of quaternionic slice-regular functions (see [3, Theorem 3.1]) and Clifford slice-monogenic
functions (see [6, Theorem 2.2.18] and references therein). As a consequence of the Representation
Formula, we will find that every T -regular function f : Ω → A is real analytic.
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4.3 Integral representation

When A is associative, a Cauchy-type representation of T -regular functions is readily obtained,
using that of J-monogenic functions. We recall Assumption 4.1 and Remark 4.8.

Proposition 4.21 (Cauchy Formula). Assume A to be associative. Let Ω be a domain in V
and f ∈ RegT (Ω, A). Fix J ∈ T and a bounded domain G in Rt0+τ+1

J , with a C 1 boundary ∂G,
such that G ⊂ ΩJ . Then

1

σt0+τ

∫

∂G

(y − x)c

‖y − x‖t0+τ+1
dy∗ fJ (y) =

{
f(x) if x ∈ G

0 if x ∈ Rt0+τ+1
J \G .

Proof. The thesis follows immediately by applying Corollary 3.15 to the J-monogenic function
fJ ∈ C 1(G,A).

The same is true for the mean value property. Here, and throughout the paper, for any
p ∈ V,R > 0, we adopt the notations B(p,R) := {x ∈ V : ‖x− p‖ < R} and B(p,R) := {x ∈ V :
‖x− p‖ ≤ R}.

Proposition 4.22 (Mean value property). Assume A to be associative. Let Ω be a domain in
V and f ∈ RegT (Ω, A). Fix J ∈ T, a point p ∈ ΩJ and a radius R > 0 such that B(p,R)J ⊂ ΩJ .
Then

f(p) =
1

σm

∫

∂BJ

φ(p+Rw) |dow | ,

where B := B(0, 1).

Proof. The thesis follows immediately by applying Proposition 3.16 to the J-monogenic function
fJ ∈ C 1(B(p,R)J , A).

Providing series representations of T -regular functions will require a much stronger effort,
starting with the construction of appropriate polynomial functions in Section 5 and ending in
Section 7.

5 Polynomial regular functions

With our Assumption 4.1 standing, in this section we also assume A to be associative. We
construct examples of T -regular polynomial functions and study the general properties of such
functions. In particular, we construct a basis for the A-module described in the next definition.

Definition 5.1. For all k ∈ N, let Uk denote the right A-submodule of RegT (V,A) consisting of
those elements f ∈ RegT (V,A) such that f(x0v0 + . . . + xnvn) is a k-homogeneous polynomial
map in the n+ 1 real variables x0, . . . , xn.

In Subsection 5.1, we construct for every k ∈ N a finite set of k-homogeneous polynomial
functions Fk. In Subsection 5.2 we construct adapted partial derivatives, useful to study not
only Uk also RegT (Ω, A) for any domain Ω in V . Using these adapted derivatives, we prove in
Subsection 5.3 that Fk is a basis of Uk for any k ∈ N.
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5.1 The polynomial functions Tk

Our construction of basic polynomial functions will subsume the following well-established cases,
treating them all at once. We recall that Subsection 3.1 defined and studied the Fueter variables
ζBs and polynomials PB

k
, which are left-monogenic with respect to a hypercomplex basis B.

Moreover, Subsection 4.1 associated to each J in the T -torus T (or to J = ∅, if τ = 0) a
hypercomplex basis BJ .

Example 5.2 ([29]). Let A = H, V = H and B = (1, i, j, k). 3-regular functions are Fueter-

regular functions. In this case, the Fueter variables ζ
B∅

1 , ζ
B∅

2 , ζ
B∅

3 form a basis of U1. In general,

Fueter polynomials
{
PB∅

k

}
|k|=k

form a basis of Uk.

Example 5.3 ([11]). Let A = H, V = H and B = (1, i, j, k). (0, 3)-regular functions are slice-
regular functions. In this case, the full variable x = x0 + ix1 + jx2 + kx3 is a basis of U1 and,
in general, its kth power is a basis of Uk.

When we restrict the full variable x to the J1-slice CJ1 = {x0+β1J1 : x0, β1 ∈ R} for J1 ∈ S0,2,

we find x0 + β1J1 = (β1 − x0J1)J1, which equals the Fueter variable ζ
BJ1

1 = β1 − x0J1 only up
to the multiplicative constant J1. The restriction to CJ1 of the kth power gives (x0 + β1J1)

k =(
ζ
BJ1
1

)k
Jk
1 = PBJ1

(k) (x0 + β1J1)J
k
1 . On the other hand, it is not possible for odd |k| to construct

a single function Pk : H → H by setting (Pk)J1 := PBJ1

k
for all J1 ∈ S0,2: indeed, for J1 6= J ′

1,
(Pk)J1(x0+β1J1) = (β1−x0J1)|k| and (Pk)J′

1
(x0+β

′
1J

′
1) = (β′

1−x0J ′
1)

|k| would not agree along
CJ1 ∩ CJ′

1
= R.

Example 5.4 ([22]). Let A = Cℓ(0, n), V = Rn+1 and B = (e∅, e1, . . . , en). As we already men-
tioned, n-regular functions are the classical Clifford monogenic functions. The Fueter variables
ζ
B∅

1 , . . . , ζ
B∅
n form a basis of U1. In general, Fueter polynomials

{
PB∅

k

}
|k|=k

form a basis of Uk.

Example 5.5 ([6]). Let A = Cℓ(0, n), V = Rn+1 and B = (e∅, e1, . . . , en). (0, n)-regular
functions are slice-monogenic functions. In this case, the full variable x = x0+ e1x1+ · · ·+ enxn
is a basis of U1 and, in general, its kth power is a basis of Uk.

Again: for any J1 ∈ S0,n, the restriction to CJ1 of the kth power gives PBJ1

(k) Jk
1 .

These instructive examples motivate us to construct some polynomial functions Tk, as follows.
While the definition is rather technical, will soon prove that (Tk)J = PBJ

k
J
kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1

for all J = (J1, . . . , Jτ ) ∈ T. Recall that, for x = x0 + v1x1 + . . .+ vnxn, we have set

x0 = x0 + v1x1 + . . .+ vt0xt0 ,

x1 = vt0+1xt0+1 + . . .+ vt1xt1 ,

x2 = vt1+1xt1+1 + . . .+ vt2xt2 ,

...

xτ = vtτ−1+1xtτ−1+1 + . . .+ vtτxtτ ,

where tτ = n by construction.

Definition 5.6. Assume A to be associative. We set Tk :≡ 0 if k ∈ Zt0+τ \ Nt0+τ and Tk :≡ 1
if k = (0, . . . , 0). For k ∈ Nt0+τ \ {(0, . . . , 0)}, we define recursively

|k|Tk(x) :=
t0∑

s=1

ksTk−ǫs(x) (xs − (−1)ax0vs) +

t0+τ∑

s=t0+1

(−1)bsksTk−ǫs(x)
(
x0 + (−1)asxs−t0

)
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where a :=
∑t0+τ

u=t0+1 ku, as := a − ks and bs :=
∑t0+τ

u=s+1 ku. For all k ∈ N, we define Fk :=
{Tk}|k|=k.

We notice that as + bs =
∑s−1

u=t0+1 ku + 2bs, whence (−1)as+bs = (−1)cs , cs :=
∑

t0<u<s ku.

Example 5.7. F0 = {T(0,...,0)} = {1}. F1 consists of the functions

Tǫs(x) = xs − x0vs 1 ≤ s ≤ t0 ,

Tǫt0+u
(x) = x0 + xu 1 ≤ u ≤ τ .

We call the functions Tǫ1 , . . . , Tǫt0 the T -Fueter variables and the functions Tǫt0+1 , . . . , Tǫt0+τ
the

T -Cullen variables. F2 consists of the functions

T2ǫs(x) = (xs − x0vs)
2 1 ≤ s ≤ t0 ,

T2ǫt0+u
(x) = (x0 + xu)2 1 ≤ u ≤ τ ,

Tǫs+ǫu(x) =
1

2
((xu − x0vu)(xs − x0vs) + (xs − x0vs)(xu − x0vu)) 1 ≤ s < u ≤ t0 ,

Tǫs+ǫt0+u
(x) =

1

2
((x0 + xu)(xs + x0vs) + (xs − x0vs)(x0 + xu)) 1 ≤ s ≤ t0, 1 ≤ u ≤ τ ,

Tǫt0+s+ǫt0+u
(x) =

1

2
(−(x0 + xu)(x0 − xs) + (x0 + xs)(x0 − xu)) 1 ≤ s ≤ u ≤ τ .

Within Regn(V,A), corresponding to the choice τ = 1, the set F1 consists only of Fueter
variables. Within Reg(0,n)(V,A), corresponding to the choice t0 = 0 and τ = 1, the set F1

consists only of a single Cullen variable, which is the full variable x = x0+x
1 = x0+x1v1+ . . .+

xnvn. These facts are consistent with the examples we gave at the beginning of this subsection.
In the special case with A = Cℓ(0, n), V = Rn+1 and τ = 1, the work [32] (see also [34])

constructed a different basis (z0, . . . , zt0) of the right A-module U1 and used it to construct a
basis of Uk for each k ∈ N. When translated into our current notations, zs := xs+β1J1vs. There
is no obvious extension of this construction to the case τ ≥ 2, which is of interest here.

Our next aim is proving that the set Fk is a basis for Uk. We begin with the next lemma,
which expresses each restriction of Tk to a J-slice Rt0+τ+1

J in terms of the polynomial function

PBJ

k
: Rt0+τ+1

J → A constructed in Subsection 3.1.

Lemma 5.8. Assume A to be associative. Fix k ∈ Zt0+τ , J = (J1, . . . , Jτ ) ∈ T. The restriction
(Tk)J of Tk to the slice Rt0+τ+1

J is the J-monogenic polynomial function

(Tk)J = PBJ

k
J
kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1 .

Proof. Our proof is by induction. When k ∈ Zt0+τ \Nt0+τ , the thesis follows from the equalities
Tk ≡ 0 and PBJ

k
≡ 0. When k = (0, . . . , 0), the thesis follows from the equalities Tk ≡ 1,

J
kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1 = 1 and PBJ

k
≡ 1. Let us prove that the thesis holds for k ∈ Nt0+τ \

{(0, . . . , 0)}, assuming it to hold for k− ǫs for all s ∈ {1, . . . , t0+ τ}. The definition of PBJ

k
, with

the notation ζs = ζBJ
s , yields

|k|PBJ

k
J
kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1 =

t0+τ∑

s=1

ksPBJ

k−ǫs
ζs J

kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1 .

Now, for s ∈ {1, . . . , t0}, we have ζs = xs − x0vs, whence ζsJu = Juζ
c
s for all u ∈ {1, . . . , τ}.

Let us set the notations C2m(x) := x and C2m+1(x) := xc for all m ∈ N and use again the
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notations a :=
∑t0+τ

u=t0+1 ku, as := a− ks and bs :=
∑t0+τ

u=s+1 ku. We compute the sum of the first
t0 summands as

t0∑

s=1

ks PBJ

k−ǫs
ζs J

kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1

=

t0∑

s=1

ks PBJ

k−ǫs
J
kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1 Ca(ζs)

=

t0∑

s=1

ks (Tk−ǫs)JC
a(ζs) ,

where the last equality follows from our induction hypothesis. Now let us compute the sum of
the last τ summands. For distinct u,w ∈ {1, . . . , τ} and for s = t0 + u (whence u = s− t0), we
find that ζs = βu − x0Ju has the following properties: ζsJu = x0 + βuJu = Juζs; ζsJw = Jwζ

c
s ;

and (ζsJu)Jw = JwC(ζsJu). We are now ready to compute

t0+τ∑

s=t0+1

ks PBJ

k−ǫs
ζs J

kt0+τ

τ · · · Jkt0+2

2 J
kt0+1

1

=

t0+τ∑

s=t0+1

ks PBJ

k−ǫs
J
kt0+τ

τ · · · Jks+1

s−t0+1J
ks

s−t0
Cbs(ζs)J

ks−1

s−t0−1 · · · J
kt0+1

1

=

t0+τ∑

s=t0+1

(−1)bsks PBJ

k−ǫs
J
kt0+τ

τ · · · Jks+1

s−t0+1J
ks−1
s−t0

Cbs(ζsJs−t0)J
ks−1

s−t0−1 · · · J
kt0+1

1

=

t0+τ∑

s=t0+1

(−1)bsks PBJ

k−ǫs
J
kt0+τ

τ · · · Jks+1

s−t0+1J
ks−1
s−t0

J
ks−1

s−t0−1 · · · J
kt0+1

1 Cas(ζsJs−t0)

=

t0+τ∑

s=t0+1

(−1)bsks (Tk−ǫs)JC
as(ζsJs−t0) ,

where we used the fact that Js−t0C
bs(ζs) = (−1)bsCbs(ζsJs−t0). Overall, we have

|k|PBJ

k
J
kt0+τ

τ · · ·Jkt0+2

2 J
kt0+1

1 =

t0∑

s=1

ks (Tk−ǫs)JC
a(ζs) +

t0+τ∑

s=t0+1

(−1)bsks (Tk−ǫs)JC
as(ζsJs−t0)

=

t0∑

s=1

ksTk−ǫs(x) (xs − (−1)ax0vs) +

t0+τ∑

s=t0+1

(−1)bsks (Tk−ǫs)J (x0 + (−1)asβs−t0Js−t0)

= |k|(Tk)J ,
where the last equality follows from the definition of Tk, taking into account that βs−t0Js−t0 is
the restriction to the J-slice Rt0+τ+1

J of the function xs−t0 .

After some preparation in the next subsection, we will go back to the polynomials Tk in the
forthcoming Subsection 5.3 and finally prove that Fk is a basis for Uk.

5.2 Adapted partial derivatives

This subsection is devoted to constructing some new differential operators. These operators will
play an important role to prove that Fk is a basis of Uk, but also later in the paper. We begin
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with the next remark, which uses Definition 3.24 with our current choice of t0 (which we fixed
in Subsection 4.1 as a part of the list of steps T = (t0, t1, . . . , tτ )).

Remark 5.9. Assume A to be associative. Fix h ∈ Nt0+τ+1, J ∈ T (J := ∅ if τ = 0) and
a domain G in Rt0+τ+1

J . Let us consider the operator δhJ := δhBJ
: C |h|(G,A) → C 0(G,A). If

τ = 0, then

δh∅ = ∇h

B∅
= ∂h0

x0
∂h1
x1
. . . ∂

ht0
xt0

.

If, instead, τ ≥ 1 and J = (J1, . . . , Jτ ), then

δhJ = (J
ht0+τ

τ · · · Jht0+1

1 )−1∇h

BJ

= ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J1∂β1)
ht0+1 . . . (−Jτ∂βτ

)ht0+τ .

The notations in the last remark refer to the decomposition (7) of the variable x. We are
now ready for the announced construction.

Definition 5.10. Assume A to be associative. Fix h ∈ Nt0+τ+1 and a domain Ω in V . If τ = 0,
then we set δh := δh∅ = ∇h

B∅
= ∇h

B. If τ ≥ 1, then for any f ∈ RegT (Ω, A) we define the function

δhf : Ω → A to fulfill the equalities

(δhf)J = δhJ fJ = (J
ht0+τ

τ · · · Jht0+1

1 )−1∇h

BJ
fJ

in ΩJ , for all J ∈ T.

Definition 5.10 will only be fully justified after the next theorem will be proven.

Theorem 5.11. Assume A to be associative. Fix τ ≥ 1, a list T = (t0, t1, . . . , tτ ) of τ steps,
a domain Ω in V , and a function f ∈ RegT (Ω, A). For all h ∈ Nt0+τ+1 and all J, J ′ ∈ T, the
functions δhJ fJ and δhJ′fJ′ coincide in ΩJ ∩ΩJ′ .

To prove Theorem 5.11, we will use the next lemma.

Lemma 5.12. Assume A to be associative and τ = 1 (whence T = (t0, t1) = (t0, n)). Fix
J = J1 ∈ T = St0+1,n and a domain G ⊆ Rt0+2

J . If φ ∈ MonJ (G,A), then

δ
(h0,...,ht0 ,2m)

J φ = ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
)mφ ,

δ
(h0,...,ht0 ,2m+1)

J φ = ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
)m(∂x0 + v1∂x1 + . . .+ vt0∂xt0

)φ

for all h0, . . . , ht0 ,m ∈ N.

Proof. Since the function φ : G→ A is J-monogenic, we have

0 ≡ ∂Jφ = (∂x0 + v1∂x1 + . . .+ vt0∂xt0
+ J1∂β1)φ

(whence 0 ≡ ∆Jφ = (∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
+ ∂2β1

)φ). These equalities will allow us to prove the
thesis, by induction on m.

For h = (h0, . . . , ht0 , 0), the equality δhJφ = (∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

)φ is the very definition of δhJ .

Now assume the thesis true for h = (h0, . . . , ht0 , 2m) and notice that δhJφ = (−1)m∇h

BJ
φ is

still a J-monogenic function. For h′ = (h0, . . . , ht0 , 2m+ 1) and h′′ = (h0, . . . , ht0 , 2m + 2), we
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compute

δh
′

J φ = (∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J1∂β1)
2m+1)φ

= (−J1∂β1)δ
h

Jφ

= (∂x0 + v1∂x1 + . . .+ vt0∂xt0
)δhJφ ,

δh
′′

J φ = (∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J1∂β1)
2m+2)φ

= −∂2β1
δhJφ

= (∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
)δhJφ ,

whence the desired conclusion follows.

Proof of Theorem 5.11. We will prove the thesis by induction on τ .
For τ = 1, we apply Lemma 5.12 to the function fJ ∈ MonJ (ΩJ , A) and to the function

fJ′ ∈ MonJ′(ΩJ′ , A). It follows immediately that δhJ fJ and δhJ′fJ′ coincide in the intersection
ΩJ ∩ ΩJ′ of their domains.

We now take the induction step from τ−1 to τ ≥ 2. Let us apply Lemma 4.16 with σ = 1: for
every Ĵ = J1 ∈ St0+1,t1 the restriction f|Ω̂

Ĵ

is a T̂ -regular function, where T̂ := (t0+1, t2, . . . , tτ )

is a list of τ−1 steps. For any (J2, . . . , Jτ ), (J
′
2, . . . , J

′
τ ) ∈ St1+1,t2 ×· · ·×Stτ−1+1,tτ , our induction

hypothesis yields that the further restrictions f(J1,J2,...,Jτ ), f(J1,J
′
2,...,J

′
τ )

of f|Ω̂
Ĵ

are such that, for

all h ∈ Nt0+τ+1, the functions

δh(J2,...,Jτ )
f(J1,J2,...,Jτ) = ∂h0

x0
∂h1
x1
. . . ∂

ht0
xt0
∂
ht0+1

β1
(−J2∂β2)

ht0+2 . . . (−Jτ∂βτ
)ht0+τ f(J1,J2,...,Jτ ) ,

δh(J′
2,...,J

′
τ )
f(J1,J

′
2,...,J

′
τ)

= ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0
∂
ht0+1

β1
(−J ′

2∂β′
2
)ht0+2 . . . (−J ′

τ∂β′
τ
)ht0+τ f(J1,J

′
2,...,J

′
τ )
,

coincide in Ω(J1,J2,...,Jτ ) ∩ Ω(J1,J
′
2,...,J

′
τ )
. For any J = (J1, J2, . . . , Jτ ), J

′ = (J ′
1, J

′
2, . . . , J

′
τ ) ∈ T,

let us prove that δhJ fJ and δhJ′fJ′ coincide in ΩJ ∩ ΩJ′ by induction on ht0+1.

• If h = (h0, . . . , ht0 , 0, ht0+2, . . . , htτ ), then

δhJ fJ = ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J2∂β2)
ht0+2 . . . (−Jτ∂βτ

)ht0+τ fJ ,

δhJ′fJ′ = ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J ′
2∂β′

2
)ht0+2 . . . (−J ′

τ∂β′
τ
)ht0+τ fJ′ ,

coincide in ΩJ ∩ ΩJ′ . This is obvious when J ′
1 = ±J1, which yields the equalities fJ′ =

f(J1,J
′
2,...,J

′
τ )

and ΩJ ∩ ΩJ′ = Ω(J1,J2,...,Jτ ) ∩ Ω(J1,J
′
2,...,J

′
τ)
. It is also true when J ′

1 6= ±J1,
which yields the proper inclusion ΩJ ∩ ΩJ′ ( Ω(J1,J2,...,Jτ ) ∩ Ω(J1,J

′
2,...,J

′
τ )

and the chain of
equalities

(
∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J ′
2∂β′

2
)ht0+2 . . . (−J ′

τ∂β′
τ
)ht0+τ fJ′

)
|ΩJ∩Ω

J′

=
(
∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J ′
2∂β′

2
)ht0+2 . . . (−J ′

τ∂β′
τ
)ht0+τ f(J1,J

′
2,...,J

′
τ )

)
|ΩJ∩Ω

J′

=
(
∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(−J2∂β2)
ht0+2 . . . (−Jτ∂βτ

)ht0+τ fJ

)
|ΩJ∩Ω

J′

.

• Now assume the thesis proven for all h of the form h = (h0, . . . , ht0 , 2m,ht0+2, . . . , htτ ).
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We set h′ := (h0, . . . , ht0 , 2m+ 1, ht0+2, . . . , htτ ) and compute

δh
′

J fJ = (−J1∂β1) δ
h

J fJ = −J1 δhJ ∂β1 fJ

= −J1 δhJ J1 (∂x0 + v1∂x1 + . . .+ vt0∂xt0
+ J2∂β2 + . . .+ Jτ∂βτ

) fJ

= (−1)a0δh0

J fJ + (−1)a1

(
v1δ

h1

J fJ + . . .+ vt0δ
ht0

J fJ

)

+ (−1)a2δ
ht0+2

J fJ + . . .+ (−1)aτ δ
ht0+τ

J fJ ,

for appropriate natural numbers a0, a1, . . . , aτ and for

h0 := (h0 + 1, h1, . . . , ht0 , 2m,ht0+2, . . . , htτ ) ,

h1 := (h0, h1 + 1, . . . , ht0 , 2m,ht0+2, . . . , htτ ) ,

...

ht0 := (h0, h1, . . . , ht0 + 1, 2m,ht0+2, . . . , htτ ) ,

ht0+2 := (h0, h1, . . . , ht0 , 2m,ht0+2 + 1, . . . , htτ ) ,

...

ht0+τ := (h0, h1, . . . , ht0 , 2m,ht0+2, . . . , htτ + 1) .

Similar computations prove that

δh
′

J′fJ′ = (−1)a0δh0

J′ fJ′ + (−1)a1

(
v1δ

h1

J′ fJ′ + . . .+ vt0δ
ht0

J′ fJ′

)

+ (−1)a2δ
ht0+2

J′ fJ′ + . . .+ (−1)aτ δ
ht0+τ

J′ fJ′ .

For any s ∈ {0, . . . , t0, t0 + 2, . . . , tτ}, since the (t0 + 1)-component of hs equals 2m, our
induction hypothesis guarantees that the functions δhs

J fJ and δhs

J′ fJ′ coincide in ΩJ ∩ΩJ′ .

We immediately conclude that δh
′

J fJ and δh
′

J′fJ′ coincide in ΩJ ∩ ΩJ′ . To complete the
current induction step, we set h′′ := (h0, . . . , ht0 , 2m+ 2, ht0+2, . . . , htτ ) and compute

δh
′′

J fJ = −∂2β1
δhJ fJ = δhJ (−∂2β1

) fJ

= δhJ (∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
+ ∂2β2

+ . . .+ ∂2βτ
) fJ

= δk0

J fJ + δk1

J fJ + . . .+ δ
kt0

J fJ − δ
kt0+2

J fJ − . . .− δ
kt0+τ

J fJ ,

where

k0 := (h0 + 2, h1, . . . , ht0 , 2m,ht0+2, . . . , htτ ) ,

k1 := (h0, h1 + 2, . . . , ht0 , 2m,ht0+2, . . . , htτ ) ,

...

kt0 := (h0, h1, . . . , ht0 + 2, 2m,ht0+2, . . . , htτ ) ,

kt0+2 := (h0, h1, . . . , ht0 , 2m,ht0+2 + 2, . . . , htτ ) ,

...

kt0+τ := (h0, h1, . . . , ht0 , 2m,ht0+2, . . . , htτ + 2) .

Similar computations prove that

δh
′′

J′ fJ′ = δk0

J′ fJ′ + δk1

J′ fJ′ + . . .+ δ
kt0

J′ fJ′ − δ
kt0+2

J′ fJ′ − . . .− δ
kt0+τ

J′ fJ′ .
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Again: for any s ∈ {0, . . . , t0, t0 + 2, . . . , tτ}, our induction hypothesis guarantees that the
functions δks

J fJ and δks

J′ fJ′ coincide in ΩJ ∩ΩJ′ . It follows that δh
′′

J fJ and δh
′′

J′ fJ′ coincide
in ΩJ ∩ ΩJ′ , as desired. This completes the induction step from τ − 1 to τ ≥ 2.

The thesis is now proven for all τ ∈ N, as desired.

We can use Lemma 5.12 once more, to establish the next result.

Proposition 5.13. Assume A to be associative. If τ = 1 and f ∈ RegT (Ω, A), then

δ(h0,...,ht0 ,2m)f = ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
)mf

δ(h0,...,ht0 ,2m+1)f = ∂h0
x0
∂h1
x1
. . . ∂

ht0
xt0

(∂2x0
+ ∂2x1

+ . . .+ ∂2xt0
)m(∂x0 + v1∂x1 + . . .+ vt0∂xt0

)f

for all h0, . . . , ht0 ,m ∈ N. As a consequence: for any h ∈ Nt0+2, the function δhf|Ω∩R0,t0
is

completely determined by f|Ω∩R0,t0
.

Proof. The first statement follows by applying Lemma 5.12 to the function fJ ∈ MonJ(ΩJ , A),
if we take into account that δhf is defined so that (δhf)J = δhJ fJ and that ∂xs

fJ = (∂xs
f)J for

all s ∈ {0, . . . , t0}. The first statement and the equalities (∂xs
f)|Ω∩R0,t0

= ∂xs
(f|Ω∩R0,t0

) (valid for

all s ∈ {0, . . . , t0}) yield the second statement.

This proposition is consistent with [32], which dealt with the special case with A = Cℓ(0, n), V =
Rn+1 and τ = 1: in that special case, [32, Theorem 3.27] showed that f ∈ RegT (B(0, R), A) is
uniquely determined by its restriction to B(0, R) ∩ R0,t0 .

None of the phenomena described in Proposition 5.13 generalizes to the case τ ≥ 2, which is
of interest here. Our forthcoming Example 5.15, where A = Cℓ(0, 4), V = R5 and τ = 2, shows
that the operator δh cannot, in general, be expressed in terms of iterates of ∂x0 , ∂x1 , . . . , ∂xt0

only. Additionally, it shows that, for f ∈ RegT (Ω, A), the function δhf|Ω∩R0,t0
is not uniquely

determined by f|Ω∩R0,t0
.

5.3 Properties of polynomial functions Tk

We are now ready to prove that Fk is a basis of Uk for any k ∈ N.

Theorem 5.14. Assume A to be associative. For every k ∈ N, the family Fk is a basis for Uk.
Namely, for every P ∈ Uk,

P (x) =
∑

|k|=k

Tk(x) ck, ck :=
1

k!
δ(0,k)P (0) (9)

for all x ∈ V . In particular, δ(0,k)Tk(0) = 1 and δ(0,k)Tk′(0) = 0 when k 6= k′.

Proof. Fix k ∈ N. We take several steps to prove our thesis.
Let us first prove the inclusion Fk ⊆ Uk. By construction, each function Tk is a |k|-

homogenous polynomial. By Lemma 5.8, for all J ∈ T, the restriction (Tk)J is a J-monogenic
polynomial function. Thus, Tk ∈ RegT (V,A). The desired inclusion follows.

We now aim at proving that the elements of Fk are linearly independent. For {ck}|k|=k ⊂ A,
assume P (x) :=

∑
|k|=k Tk(x) ck to vanish identically in V . By Lemma 5.8, for any J ∈ T, the

restriction
PJ =

∑

|k|=k

(Tk)J ck =
∑

|k|=k

PBJ

k
J
kt0+τ

τ · · ·Jkt0+2

2 J
kt0+1

1 ck
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vanishes identically in Rt0+τ+1
J . By Proposition 3.6, J

kt0+τ

τ · · ·Jkt0+2

2 J
kt0+1

1 ck = 0 for all k ∈
Nt0+τ with |k| = k. Since Js has inverse −Js for all s ∈ {1, . . . , τ}, we conclude that ck = 0 for
all k ∈ Nt0+τ , as desired.

Let us now prove that formula (9) is true for all P ∈ Uk, whence the family Fk spans Uk.

It suffices to prove that the polynomial function P̃ :=
∑

|k|=k Tk 1
k!δ

(0,k)P (0) coincides with P .
This is true, because Lemma 5.8, Definition 5.10 and Proposition 3.6 yield

P̃J =
∑

|k|=k

(Tk)J
1

k!
δ
(0,k)
J P (0) =

∑

|k|=k

PBJ

k
J
kt0+τ

τ · · ·Jkt0+2

2 J
kt0+1

1

1

k!
δ
(0,k)
J P (0)

=
∑

|k|=k

PBJ

k

1

k!
∇(0,k)

BJ
PJ(0) = PJ

for all J ∈ T.

We are now in a position to give an example where two T -regular functions coincide on the
mirror but have distinct adapted partial derivatives.

Example 5.15. Let A = Cℓ(0, 4), V = R5, B = (e∅, e1, e2, e3, e4), T = (0, 2, 4) (whence τ = 2).
Within Reg(0,2,4)(R

5, Cℓ(0, 4)), let us consider F1 = {Tǫ1 , Tǫ2}, where ǫ1 = (1, 0) and ǫ2 = (0, 1)

and Tǫ1 , Tǫ2 are the (0, 2, 4)-Cullen variables Tǫ1(x) = x0 + x1 = x0 + x1e1 + x2e2, Tǫ2(x) =
x0 + x2 = x0 + x3e3 + x4e4. While δ(1,0,0)Tǫ1 ≡ 1 ≡ δ(1,0,0)Tǫ2 , Theorem 5.14 guarantees that

δ(0,ǫ1)Tǫ1 ≡ 1 6= 0 ≡ δ(0,ǫ1)Tǫ2
δ(0,ǫ2)Tǫ1 ≡ 0 6= 1 ≡ δ(0,ǫ2)Tǫ2

despite the fact that Tǫ1(x) = x0 = Tǫ2(x) for all x in the mirror R0,0.

Before concluding this section, we use the family F1 to understand which T, T̃ produce
RegT (Ω, A) = Reg

T̃
(Ω, A).

Example 5.16. We saw in Example 4.14 that, for functions H → H, T -regularity is Fueter-
regularity exactly when T ∈ {(3), (2, 3), (1, 2, 3), (0, 1, 2, 3)}, while T -regularity is slice-regularity
if, and only if, T = (0, 3). We also saw that T = (1, 3) yields the same class as T = (0, 1, 3).

The phenomenon appearing in the previous example is consistent with the following fact. If
T = (t0, t1, . . . , tτ ) and if we set T̃ = (t̃0, t̃1, . . . , t̃τ̃ ) = (t0 − 1, t0, t1, . . . , tτ ) (whence τ̃ = τ + 1),
then:

• the T -Fueter variables, excluding the last one, are exactly the T̃ -Fueter variables;

• the last T -Fueter variable, namely Tǫt0 (x) = xt0 − x0vt0 = (x0 + xt0vt0)(−vt0), coincides,
up to the multiplicative constant −vt0 , with the first T̃ -Cullen variable, i.e., T̃ǫt̃0+1

(x) =
x0 + xt̃0+1vt̃0+1 = x0 + xt0vt0 ;

• the T -Cullen variables are the exactly the T̃ -Cullen variables, first one excluded.

We are going to prove that this mechanism, along with its iterations, is the only way to produce
from T a longer T̃ such that RegT (Ω, A) = Reg

T̃
(Ω, A). This will be a corollary to the next

theorem.
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Theorem 5.17. Assume A to be associative. Let τ, τ̃ ∈ {0, . . . , n} and let T = (t0, . . . , tτ ) and

T̃ = (t̃0, . . . , t̃τ̃ ) be two lists of steps for V .

For 1 ≤ s ≤ t0, the T -Fueter variable Tǫs(x) = xs − x0vs is T̃ -regular if, and only if, either
s ≤ t̃0 or t̃u−1 + 1 = s = t̃u for some u ≥ 1.

For 1 ≤ s ≤ τ , consider the T -Cullen variable Tǫt0+s
(x) = x0 + xs = x0 + vts−1+1xts−1+1 +

. . . + vtsxts . Then Tǫt0+s
is T̃ -regular if, and only if, either ts−1 + 1 = ts ≤ t̃0 or there exists

u ∈ {1, . . . , τ̃} such that (ts−1, ts) = (t̃u−1, t̃u).

Proof. Take any J in the T̃ -torus T̃ and consider the operator ∂J = ∂x0 + v1∂x1 + . . .+ vt̃0∂xt̃0
+

J1∂β1 + . . .+ Jτ̃∂βτ̃
associated to T̃ .

We first deal, for 1 ≤ s ≤ t0, with the T -Fueter variable Tǫs(x) = xs − x0vs. If s ≤ t̃0, then

for any J ∈ T̃ we have

(Tǫs)J (x0 + v1x1 + . . .+ vt̃0xt̃0 + J1β1 + . . .+ Jτ̃βτ̃ ) = xs − x0vs ,

whence
∂J (Tǫs)J = (∂x0 + vs∂xs

)(xs − x0vs) ≡ vs − vs = 0 .

If, instead, s > t0, then there exists u such that t̃u−1 + 1 ≤ s ≤ t̃u. We separate two cases.

• If t̃u−1 + 1 = t̃u, then St̃u−1+1,t̃u
= {±vs} and, for any J ∈ T̃, we have Ju = ±vs and

(Tǫs)J (x0 + v1x1 + . . .+ vt̃0xt̃0 + J1β1 + . . .+ Jτ̃βτ̃ ) = ±βu − x0vs ,

whence
∂J (Tǫs)J = (∂x0 + Ju∂βu

)(±βu − x0vs) ≡ ±Ju − vs = 0 .

• If t̃u−1 + 1 < t̃u, then St̃u−1+1,t̃u
is a sphere of dimension at least 1. Picking J ∈ T̃ with

Ju ⊥ vs, we obtain

(Tǫs)J (x0 + v1x1 + . . .+ vt̃0xt̃0 + J1β1 + . . .+ Jτ̃βτ̃ ) = −x0vs ,

whence
∂J(Tǫs)J = ∂x0(−x0vs) ≡ −vs 6= 0 .

The first statement is now proven.
We now deal with the T -Cullen variable Tǫt0+s

(x) = x0+x
s = x0+vts−1+1xts−1+1+. . .+vtsxts

for 1 ≤ s ≤ τ . We separate three cases.

• If ts ≤ t̃0, then for any J ∈ T̃ we have

(Tǫt0+s
)J (x0 + v1x1 + . . .+ vt̃0xt̃0 +J1β1 + . . .+Jτ̃βτ̃ ) = x0 + vts−1+1xts−1+1+ . . .+ vtsxts ,

whence

∂J (Tǫt0+s
)J ≡ 1 + v2ts−1+1 + . . .+ v2ts = 1− (ts − ts−1) = ts−1 + 1− ts .

Thus, Tǫt0+s
is T̃ -regular with ts ≤ t̃0 if, and only if, ts−1 + 1 = ts.
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• If ts−1 + 1 ≤ t̃0 < ts, then for any J ∈ T̃ we have

(Tǫt0+s
)J (x0 + v1x1 + . . .+ vt̃0xt̃0 + J1β1 + . . .+ Jτ̃βτ̃ ) = x0 + vts−1+1xts−1+1 + . . .+ vt̃0xt̃0

+ vt̃0+1〈vt̃0+1, J1β1 + . . .+ Jτ̃βτ̃ 〉+ . . .+ vts〈vts , J1β1 + . . .+ Jτ̃βτ̃ 〉 ,

whence

∂J(Tǫt0+s
)J ≡ 1 + v2ts−1+1 + . . .+ v2

t̃0
+ J1

(
vt̃0+1〈vt̃0+1, J1〉+ . . .+ vts〈vts , J1〉

)

+ . . .+ Jτ̃
(
vt̃0+1〈vt̃0+1, Jτ̃ 〉+ . . .+ vts〈vts , Jτ̃ 〉

)

= ts−1 + 1− t̃0 + J1 projRt̃0+1,ts
(J1) + . . .+ Jτ̃ projRt̃0+1,ts

(Jτ̃ )

= ts−1 + 1− t̃0 + J1 projRt̃0+1,ts
(J1) + . . .+ Ju projRt̃0+1,ts

(Ju) ,

where u is the maximal element of {1, . . . , τ̃} such that ts ≥ t̃u−1+1 (whence ts ≥ t̃u−1+1 ≥
t̃u−2 + 2 ≥ . . . ≥ t̃0 + u). Let us choose J ∈ T such that J1 = vt̃0+1, . . . , Ju = vt̃0+u: then
for all s ∈ {1, . . . , u} we have Js ∈ Rt̃0+1,ts

, whence Js projRt̃0+1,ts
(Js) = Js Js = −1. With

this choice,

∂J(Tǫt0+s
)J = ts−1 + 1− t̃0 + v2

t̃0+1
+ . . .+ v2

t̃0+u
= ts−1 + 1− t̃0 − u ≤ −u < 0 .

Therefore, Tǫt0+s
is never T̃ -regular when ts−1 + 1 ≤ t̃0 < ts.

• If t̃0 ≤ ts−1, then for any J ∈ T̃ we have

(Tǫt0+s
)J (x0 + v1x1 + . . .+ vt̃0xt̃0 + J1β1 + . . .+ Jτ̃βτ̃ )

= x0 + vts−1+1〈vts−1+1, J1β1 + . . .+ Jτ̃βτ̃ 〉+ . . .+ vts〈vts , J1β1 + . . .+ Jτ̃βτ̃ 〉 ,

whence

∂J (Tǫt0+s
)J ≡ 1 + J1

(
vts−1+1〈vts−1+1, J1〉+ . . .+ vts〈vts , J1〉

)

+ . . .+ Jτ̃
(
vts−1+1〈vts−1+1, Jτ̃ 〉+ . . .+ vts〈vts , Jτ̃ 〉

)

= 1 + J1 projRts−1+1,ts
(J1) + . . .+ Jτ̃ projRts−1+1,ts

(Jτ̃ ) .

We separate three sub-cases.

– If Rts−1+1,ts = Rt̃u−1+1,t̃u
for some u ∈ {1, . . . , τ̃}, then

∂J(Tǫt0+s
)J ≡ 1 + Ju projRts−1+1,ts

(Ju) = 1 + J2
u = 0 .

Therefore, Tǫt0+s
is T̃ -regular when (ts−1, ts) = (t̃u−1, t̃u) for some u ∈ {1, . . . , τ̃}.

– If Rts−1+1,ts ( Rt̃u−1+1,t̃u
for some u ∈ {1, . . . , τ̃}, then

∂J(Tǫt0+s
)J ≡ 1 + Ju projRts−1+1,ts

(Ju)

equals 1 if we choose Ju ∈ St̃u−1+1,t̃u
with Ju ⊥ Rts−1+1,ts . Therefore, Tǫt0+s

is

not T̃ -regular when there exists u ∈ {1, . . . , τ̃} such that t̃u−1 < ts−1 < ts ≤ t̃u or
t̃u−1 ≤ ts−1 < ts < t̃u.
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– Assume now that, for all u ∈ {1, . . . , τ̃}, the subspace Rts−1+1,ts is not contained in
Rt̃u−1+1,t̃u

. As a consequence, vts−1+1 ∈ Rt̃u−1+1,t̃u
and vts ∈ Rt̃w−1+1,t̃w

for some

u,w ∈ {1, . . . , τ̃} with u < w and

∂J(Tǫt0+s
)J ≡ 1 + Ju projRts−1+1,ts

(Ju) + J2
u+1 + . . .+ J2

w−1 + Jw projRts−1+1,ts
(Jw) .

Let us choose J ∈ T with Ju = vts−1+1, Jw = vts : then

∂J(Tǫt0+s
)J ≡ 1 + v2ts−1+1 + J2

u+1 + . . .+ J2
w−1 + v2ts = 1− (w − u+ 1) = u− w < 0 .

Therefore, Tǫt0+s
is not T̃ -regular when there exist u,w ∈ {1, . . . , τ̃} with u < w such

that t̃u−1 ≤ ts−1 < t̃u and t̃w−1 ≤ ts < t̃w.

The second statement is now proven, and the proof is complete.

We are now ready for the announced classification.

Corollary 5.18. Assume A to be associative. Let τ, τ̃ ∈ {0, . . . , n} and let T = (t0, . . . , tτ ) and

T̃ = (t̃0, . . . , t̃τ̃ ) be two lists of steps for V . The inclusion RegT (Ω, A) ⊆ Reg
T̃
(Ω, A) is equivalent

to the equality RegT (Ω, A) = Reg
T̃
(Ω, A) and to the following property: one among the lists T, T̃

comprises the other, possibly preceded by some steps of the form (m,m+ 1).

Proof. Let us assume RegT (Ω, A) ⊆ Reg
T̃
(Ω, A) and apply Theorem 5.17.

• Assume t̃0 < t0. Since the last t0 − t̃0 T -Fueter variables Tǫt̃0+1
, . . . , Tǫt0 are T̃ -regular,

Theorem 5.17 yields, for the first t0 − t̃0 + 1 elements of T̃ :

(
t̃0, t̃1, t̃2, . . . , t̃t0−t̃0−2, t̃t0−t̃0−1, t̃t0−t̃0

)
=
(
t̃0, t̃0 + 1, t̃0 + 2, . . . , t0 − 2, t0 − 1, t0

)
.

Since the T -Cullen variables Tǫt0+1 , . . . , Tǫt0+τ
are T̃ -regular, the second statement yields

that T̃ includes the whole list (t0, t1, . . . , tτ ). Taking into account that t̃0 < t̃1 < . . . < t̃τ̃ =
n and that tτ = n, it follows immediately that τ̃ = τ + t0 − t̃0 and that

T̃ =
(
t̃0, t̃1, t̃2, . . . , t̃t0−t̃0−2, t̃t0−t̃0−1, t̃t0−t̃0

, t̃t0−t̃0+1, . . . , t̃t0−t̃0+τ

)

=
(
t̃0, t̃0 + 1, t̃0 + 2, . . . , t0 − 2, t0 − 1, t0, t1, . . . , tτ

)
.

In other words: the list T̃ comprises some steps of the form (m,m + 1), followed by the
whole list T . In such a case,

T̃ = {±vt̃0+1} × {±vt̃0+2} × · · · × {±vt0−1} × {±vt0} × T .

Taking into account (8), we conclude that RegT (Ω, A) = Reg
T̃
(Ω, A).

• Assume t0 ≤ t̃0. Since the last tτ − t̃0 T -Cullen variables Tǫt̃0+1
, . . . , Tǫtτ are T̃ -regular,

Theorem 5.17 yields that T includes the whole list
(
t̃0, t̃1, . . . , t̃τ̃

)
. Since the preceding

T -Cullen variables Tǫt0+1 , . . . , Tǫt̃0 (if any) are T̃ -regular, Theorem 5.17 also yields, for the

first t̃0 − t0 + 1 elements of T :

(
t0, t1, t2, . . . , tt̃0−t0−2, tt̃0−t0−1, tt̃0−t0

)
=
(
t0, t0 + 1, t0 + 2, . . . , t̃0 − 2, t̃0 − 1, t̃0

)
.
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Taking into account that t0 < t1 < . . . < tτ = n and that t̃τ̃ = n, it follows immediately
that τ = τ̃ + t̃0 − t0 and that

T =
(
t0, t1, t2, . . . , tt̃0−t0−2, tt̃0−t0−1, tt̃0−t0

, tt̃0−t0+1, . . . , tt̃0−t0+τ̃

)

=
(
t0, t0 + 1, t0 + 2, . . . , t̃0 − 2, t̃0 − 1, t̃0, t̃1, . . . , t̃τ̃

)
.

In other words: the list T comprises some steps of the form (m,m + 1), followed by the

whole list T̃ . In such a case,

T = {±vt0+1} × {±vt0+2} × · · · × {±vt̃0−1} × {±vt̃0} × T̃ .

Taking into account (8), we conclude that RegT (Ω, A) = Reg
T̃
(Ω, A).

The proof is now complete.

In addition to the set-wise classification provided in Corollary 5.18, we plan to perform in a
forthcoming paper a classification of {RegT (Ω, A) : T list of steps} up to bijections. For instance,
we constructed in Example 4.14 an explicit bijection Reg(0,2,3)(H,H) → Reg(0,1,3)(H,H), based
on the orthonormal change of basis from (1, i, j, k) to (1, k,−j, i).

6 T -functions and strongly T -regular functions

This section defines and studies, on a T -symmetric set ΩD, classes of functions ΩD → A having
some special symmetries. Throughout the section, in addition to Assumption 4.1, we assume

D to be a subset of R0,t0 × Rτ , invariant under the reflection (α, β) 7→ (α, β
h
) for every h ∈

{1, . . . , τ}. We recall that we have defined: in Definition 4.19, the symbols β J and β
h
for all

β ∈ Rτ , J ∈ T, h ∈ {1, . . . , τ}; in Definition 4.20, the symbol ΩD := {α + β J : (α, β) ∈ D}, as
well as the notion of T -symmetric set.

6.1 T -stem functions

As a preparation to work with functions ΩD → A, we deal in this subsection with functions
D → A⊗ R2τ .

Remark 6.1. The tensor product A ⊗ R2τ is a bilateral A-module. Indeed, let (EK)K∈P(τ)

denote the canonical real vector basis of R2τ : if a ∈ A and if C =
∑

K∈P(τ)EKCK ∈ A ⊗ R2τ ,

we set aC :=
∑

K∈P(τ)EK(aCK) and Ca :=
∑

K∈P(τ)EK(CKa).

Our choice of the notation (EK)K∈P(τ) is to avoid possible confusion with the basis of A in
the special case when A = Cℓ(0, n). Let us recall from [20] the notion of T -stem function, which
subsumes the notion of stem function of [16, Definition 4] and follows the lines of its multivariate
generalization [18, Definition 2.2].

Definition 6.2. Let F : D → A ⊗ R2τ be a map F =
∑

K∈P(τ)EKFK with components
FK : D → A. The map F is called a T -stem function if

FK(α, β
h
) =

{
FK(α, β) if h 6∈ K
−FK(α, β) if h ∈ K

for all K ∈ P(τ), for all (α, β) ∈ D, and for all h ∈ {1, . . . , τ}. For such a function F : we say
that F belongs to C∞(D,A ⊗ R2τ ) if FK ∈ C∞(D,A) for all K ∈ P(τ); we say that F is real
analytic if FK is real analytic for every K ∈ P(τ).
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Clearly, the set of T -stem functions is a right A-module. Moreover, given a T -stem function
F on D and a point ρ ∈ R0,t0 , setting G(α, β) := F (α + ρ, β) defines a T -stem function G on
D − (ρ, 0). We add the following remarks. We point out that D is also invariant under the

composition of reflections β 7→ β
H

constructed in Definition 4.19.

Remark 6.3. If F is a T -stem function on D, then FK(α, β
H
) = (−1)|H∩K| FK(α, β) for all

H,K ∈ P(τ) and (α, β) ∈ D.

Let us set, for β = (β1, . . . , βτ ) ∈ Rτ , the additional notation β2 := (β2
1 , . . . , β

2
τ ) ∈ Rτ .

Remark 6.4. Let F =
∑

K∈P(τ)EKFK : D → A⊗ R2τ be a T -stem function of class C∞ (or

real analytic). Set D′ := {(α, β2) : (α, β) ∈ D}. By Whitney’s Theorem [31, page 160], there
exist an open neighborhood W of D′ in R0,t0×Rτ , with D′ = {(α, γ) ∈W : γ1, . . . , γτ ≥ 0}, and a
finite sequence {GK}K∈P(τ) in C ∞(W,A) (or consisting of real analytic functions GK :W → A,
respectively) such that, for all (α, β) ∈ D, the following equalities hold true: F∅(α, β) = G∅(α, β

2)
and

FK(α, β) = βk1 · · ·βkp
GK(α, β2)

if K = {k1, . . . , kp} with 1 ≤ k1 < . . . < kp ≤ τ .

6.2 T -functions and strongly T -regular functions

This subsection is devoted to the announced construction of classes of functions ΩD → A having
some special symmetries: they are called T -functions. Here, and in the rest of the current section,
we assume A to be associative.

Definition 6.5. Assume A to be associative. Let J ∈ T,K ∈ P(τ). If K = ∅, we set
J∅ := 1. For K 6= ∅, say K = {k1, . . . , kp} with 1 ≤ k1 < . . . < kp ≤ τ , we define
JK := Jk1Jk2 · · ·Jkp−1Jkp

.

For J ∈ T and K ∈ P(τ) fixed, the map a 7→ JKa is a right A-module isomorphism with
inverse a 7→ J−1

K a. Here, J−1
K denotes the multiplicative inverse of the element JK of A. We

are now ready to restate, in the associative case, the definition given in [20] of T -function. This
notion subsumes the notion of slice function, [16, Definition 5], in its associative sub-case. The
definition follows the lines of [18, Definition 2.5], in its associative sub-case.

Definition 6.6. Assume A to be associative. Let F =
∑

K∈P(τ)EKFK : D → A ⊗ R2τ be a

T -stem function. The induced function f = I(F ) : ΩD → A, is defined at x = α+ β J ∈ ΩD by
the formula

f(x) :=
∑

K∈P(τ)

JK FK(α, β) .

A function induced by a T -stem function is called a T -function. We denote the class of T -
functions ΩD → A by the symbol S(ΩD, A). If ΩD is a domain in V , then the elements of the
intersection SR(ΩD, A) := S(ΩD, A) ∩ RegT (ΩD, A) are called strongly T -regular functions.

The notions of T -function and strongly T -regular function are interesting when τ ≥ 1. In
the special case τ = 0, every subset of V is T -symmetric, every domain Ω in V is a T -symmetric
domain and every function f : Ω → A is a T -function, induced by a T -stem function F = F∅,
which coincides with f up to identifying A⊗ R0 with A.

About the map I introduced in Definition 6.6, we prove the following proposition.
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Proposition 6.7. Assume A to be associative. The map I from the class of T -stem functions
on D to S(ΩD, A) is well-defined. Moreover, the set S(ΩD, A) is a right A-module and I is a
right A-module isomorphism. Finally, SR(ΩD, A) is a right A-module.

Proof. In the forthcoming Lemma 8.4 and Theorem 8.6, under weaker hypotheses, we will prove
that I is a well-defined real space isomorphism. Additionally, it is clear from Definition 6.6 that,
for any T -stem function F : D → A⊗R2τ and any a ∈ A, I(Fa) = I(F )a. It follows at once that
S(ΩD, A) is a right A-module and that I is a right A-module isomorphism. Finally, Remark 4.12
guarantees that RegT (ΩD, A) is a rightA-module, whence SR(ΩD, A) = S(ΩD, A)∩RegT (ΩD, A)
is a right A-module, too.

The properties of T -stem functions on D, along with Remark 4.12, allow us to make the
following observation.

Remark 6.8. Fix p ∈ R0,t0 . If f ∈ S(ΩD, A) (or f ∈ SR(ΩD, A)), then setting g(x) := f(x+p)
defines a g ∈ S(ΩD − p,A) (a g ∈ SR(ΩD − p,A), respectively).

For a T -function f = I(F ), we now prove a Representation Formula along tori of the form
Tα+βI = Ω{(α,β)} = α + β T with α ∈ R0,t0 , β ∈ Rτ , I ∈ T (see Definition 4.20). In connection
to this formula, we also recover from f the inducing T -stem function F .

Theorem 6.9 (Representation Formula for T -functions, associative case). Assume A to be
associative. If f ∈ S(ΩD, A), then f = I(F ) where F =

∑
K∈P(τ)EKFK is a T -stem function

whose K-component is

FK(α, β) = 2−τI−1
K

∑

H∈P(τ)

(−1)|K∩H| f(α+ β
H
I) .

As a consequence: for all (α, β) ∈ D and all I, J ∈ T,

f(α+ β J) = 2−τ
∑

K,H∈P(τ)

(−1)|K∩H| JK I−1
K f(α+ β

H
I) (10)

=
∑

H∈P(τ)

γH f(α+ β
H
I) ,

where
γH := 2−τ

∑

K∈P(τ)

(−1)|K∩H| JK I−1
K .

Theorem 6.9 is a special case of the forthcoming Theorem 8.6, whose hypotheses are weaker.
In particular: if we fix I ∈ T, then every f ∈ S(ΩD, A) is completely determined by its restriction
fI .

We now draw two useful consequences. The first one concerns the norm ‖f‖ of a continuous
T -function f . We recall that ω = ωB,B′ ≥ 1 is a constant such that ‖xa‖ ≤ ω ‖x‖ ‖a‖ for all
x ∈ V, a ∈ A (see Remark 2.27). Moreover, by Proposition 2.28: if A is associative and B′ is a
fitted distinguished basis of A, then ω = 1, whence (1 + ω2)τ = 2τ .

Proposition 6.10. Assume A to be associative. Fix f ∈ S(ΩD, A) and I ∈ T. For every
nonempty subset D′ of D and for Ω′ := ΩD′ ⊆ ΩD,

sup
Ω′

‖f‖ ≤ (1 + ω2)τ sup
Ω′

I

‖f‖ .

39



A second useful consequence of the Representation Formula for T -functions is, that strongly
T -regular functions are real analytic.

Proposition 6.11. Assume A to be associative. If f is strongly T -regular, then f is real analytic.

Our current associativity assumption does not really play a role in Proposition 6.10 and
Proposition 6.11. We will therefore restate and prove these results as the forthcoming Propo-
sition 8.7 and Proposition 8.9, after defining T -functions and T -regular functions over general
alternative ∗-algebras.

6.3 Mirror T -stem functions

This subsection is devoted to some technical material, which will be useful in the forthcoming
Proposition 7.1 to prove that the polynomial functions Tk (defined in Subsection 5.1) are T -
functions, whence strongly T -regular. The proof of this property will be based on the induction
hypothesis that, if |k′| = |k| − 1, then Tk′ = I(Fk

′

) where Fk
′

is a T -stem function of a special
kind, studied in the current subsection.

We recall that A⊗ R2τ is a bilateral A-module and give the next definition.

Definition 6.12. Assume A to be associative and let A′ denote the real subalgebra of A generated
by the mirror R0,t0 . A T -stem function F : D → A ⊗ R2τ is called a mirror T -stem function if
it takes values in A′ ⊗ R2τ .

We endow the real subalgebra A′ of A with a convenient system of generators.

Remark 6.13. Assume A to be associative. We define (vH)H∈P(t0) ⊂ A′, as follows: vH := 1
if H = ∅ and vH := vh1 · · · vhp

if H = {h1, . . . , hp} with 1 ≤ h1 < . . . < hp ≤ t0. Since the
real vector space R0,t0 is the span of the anti-commuting imaginary units v0, v1 . . . , vt0 , the finite
sequence (vH)H∈P(t0) is a system of generators for the real vector space A′. Moreover, there
exists a subset Q ⊆ P(t0) such that (vH)H∈Q is a real vector basis of A′.

Example 6.14. Let A = Cℓ(0, 3) and t0 = 3. If v1 = e1, v2 = e2 and v3 = e3, then (vH)H∈P(3)

is the standard basis of A′ = A. If, instead, v1 = e1, v2 = e2 and v3 = e12, then (vH)H∈P(3) is a
system of 8 generators for the 4-dimensional subspace A′ = Cℓ(0, 2). In the latter case, a basis
of A′ is (vH)H∈Q with Q = P(2) ( P(3).

It will be convenient to consider, for each mirror T -stem function, not only its components
with respect to the basis (vH)H∈Q of A′ but also its (non unique) components with respect to
the system (vH)H∈P(t0) of generators for A

′.

Lemma 6.15. Given (GH)H∈P(t0), where GH =
∑

K∈P(τ)EKGH,K : D → A⊗R2τ is a T -stem

function with real-valued EK -components GH,K : D → R, the function F :=
∑

H∈P(t0)
GHvH is

a mirror T -stem function. Conversely, every mirror T -stem function F on D can be expressed
in the form F =

∑
H∈P(t0)

GHvH , where GH =
∑

K∈P(τ)EKGH,K are T -stem functions D →
R⊗ R2τ .

Proof. Let us prove the first implication: under the assumptions made, the function F :=∑
H∈P(t0)

GHvH is a mirror T -stem function on D. This fact follows from the equality F =∑
K∈P(τ)EKFK : D → A′ ⊗ R2τ , where FK :=

∑
H∈P(t0)

GH,KvH : D → A′, and from the

following argument: for (α, β) ∈ D,

FK(α, β
h
) =

∑

H∈P(t0)

GH,K(α, β
h
) vH
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equals −FK(α, β) when h ∈ K; it equals FK(α, β) when h ∈ {1, . . . , τ} \K.
Conversely, consider any mirror T -stem function F =

∑
K∈P(τ)EKFK : D → A′ ⊗ R2τ . Of

course, with respect to the basis (vH)H∈Q of A′, the K-component FK : D → A′ decomposes
as FK =

∑
H∈Q

GH,KvH for some unique functions GH,K : D → R. Take any (α, β) ∈ D: for
h ∈ K, the equality

0 = FK(α, β
h
) + FK(α, β) =

∑

H∈Q

(GH,K(α, β
h
) +GH,K(α, β)) vH

yields that GH,K(α, β
h
) = −GH,K(α, β) for all H ∈ Q; for h ∈ {1, . . . , τ} \K, the equality

0 = FK(α, β
h
)− FK(α, β) =

∑

H∈Q

(GH,K(α, β
h
)−GH,K(α, β)) vH

yields that GH,K(α, β
h
) = GH,K(α, β) for all H ∈ Q. Therefore, for every H ∈ Q, setting

GH :=
∑

K∈P(τ)EKGH,K : D → R ⊗ R2τ defines a T -stem function. Additionally: for every

H ∈ P(t0) \ Q, we define a T -stem function GH : D → R ⊗ R2τ as GH :≡ 0. By construction,
F =

∑
H∈Q

GHvH =
∑

H∈P(t0)
GHvH . The proof is now complete.

It is useful to make the next remark, where we adopt the notation X
a
Y := (X \ Y ) ∪

(Y \X) for the symmetric difference of two sets X and Y , as well as the notation JK set up in
Definition 6.5.

Remark 6.16. For all H ∈ P(t0) and all h ∈ {1, . . . , t0},

vHvh = (−1)σ(H,h)vH
a{h} ,

where we set σ(H,h) to be 0 or 1 depending on whether there is an even or odd number of
elements of H larger than, or equal to, h. Additionally, for a fixed h, the map H 7→ H

a{h} is
an involutive bijection of P(t0) onto itself.

Now fix J = (J1, . . . , Jτ ) ∈ T and u ∈ {1, . . . , τ}. For all K ∈ P(τ), we similarly have that

JKJu = (−1)σ(K,u)JK
a{u} .

and that the map K 7→ K
a{u} is an involutive bijection from P(τ) onto itself. Moreover, for

all H ∈ P(t0),
vHJu = (−1)|H|JuvH

because Ju anti-commutes with vh for all h ∈ {1, . . . , t0}.
Thanks to the previous remark, we make the following observations.

Remark 6.17. Assume A to be associative. The set M of mirror T -stem functions on D is a
real vector space. We have M vh = M for all h ∈ {1, . . . , t0} and Mφ = M for all functions
φ : D → R0,t0 with φ(α, β) constant in β.

To prove the forthcoming Proposition 7.1, we will also need the following technical lemma.
We recall that I denotes the map constructed in Definition 6.6 and proven a right A-module
isomorphism in Proposition 6.7.

Lemma 6.18. Assume A to be associative. Let F be a mirror T -stem function on D. For any
u ∈ {1, . . . , τ}, there exists a mirror T -stem function uF on D such that: for all (α, β) ∈ D, J ∈
T,

I(F )(α + β J)βu Ju = I(uF )(α + β J) .
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Proof. According to Lemma 6.15, F can be expressed as F =
∑

H∈P(t0)
GHvH , where GH =∑

K∈P(τ)EKGH,K are T -stem functions D → R ⊗ R2τ . In particular, the K-component of F

is FK =
∑

H∈P(t0)
GH,KvH . For all K ∈ P(τ), let us set F̃K :=

∑
H∈P(t0)

(−1)|H|GH,KvH , so

that FK Ju = Ju F̃K by Remark 6.16. Thus,

I(F )(α + β J)βu Ju =
∑

K∈P(τ)

JK FK(α, β)βu Ju =
∑

K∈P(τ)

JK Ju βu F̃K(α, β)

=
∑

K∈P(τ)

(−1)σ(K,u) JK
a{u} βu F̃K(α, β)

=
∑

K′∈P(τ)

JK′ (−1)σ(K
′
a{u},u) βu F̃K′

a{u}(α, β) .

For the third and fourth equalities, we used Remark 6.16 again. Let us define uF : D → A⊗R2τ

by setting
uF :=

∑

K∈P(τ)

EK (−1)σ(K
a{u},u) βu F̃K

a{u} .

If we prove that uF is a mirror T -stem function, then the desired equality I(F )(α+β J)βu Ju =

I(uF )(α + β J) will follow immediately. Since F̃K
a{u} =

∑
H∈P(t0)

(−1)|H|GH,K
a{u}vH , we

have uF =
∑

H∈P(t0)
uGHvH , where

uGH :=
∑

K∈P(τ)

EK
uGH,K : D → R⊗ R2τ ,

uGH,K := (−1)|H|+σ(K
a{u},u) βuGH,K

a{u} : D → R .

Thanks to Lemma 6.15, we are left with proving that each uGH is a T -stem function. In other
words, it suffices to verify the following symmetries:

uGH,K(α, β
h
) =

{
uGH,K(α, β) if h ∈ {1, . . . , τ} \K
−uGH,K(α, β) if h ∈ K

.

We first assume h 6∈ K, whence h ∈ K
a{h} and h 6∈ K

a{u} for u 6= h: then

(
βuGH,K

a{u}
)
|
(α,βh)

= −βu (−GH,K
a{u}(α, β)) = βuGH,K

a{u}(α, β) if u = h ,

(
βuGH,K

a{u}
)
|
(α,βh)

= βuGH,K
a{u}(α, β) if u 6= h ,

as desired. Assume, instead, h ∈ K, whence h 6∈ K
a{h} and h ∈ K

a{u} for u 6= h: then

(
βuGH,K

a{u}
)
|
(α,βh)

= −βuGH,K
a{u}(α, β) if u = h ,

(
βuGH,K

a{u}
)
|
(α,βh)

= βu (−GH,K
a{u}(α, β)) = −βuGH,K

a{u}(α, β) if u 6= h ,

as desired. The proof is now complete.

7 Series expansion and representation formula

The aim of this section is studying T -regular functions more in depth, under suitable hypotheses
about their domains. Throughout this section, we assume A to be associative.

42



Subsection 7.1 provides T -regular functions with a series expansion on each ball centered at
a point of the mirror. An Identity Principle and a Maximum Modulus Principle valid on T -slice
domains follow. Subsection 7.2 proves that T -regular functions on T -symmetric T -slice domains
are automatically strongly T -regular, whence real analytic.

7.1 Series expansion

In this subsection, we will expand T -regular functions into series, using the polynomial functions
Tk constructed in Section 5. As a preparation for these series expansions, we prove that the Tk’s
are strongly T -regular.

Proposition 7.1. Assume A to be associative. For any k ∈ Zt0+τ , the function Tk : V → A is
strongly T -regular. Moreover, Tk is induced by a mirror T -stem function.

Proof. We already established that the Tk’s are T -regular. To prove that they are strongly T -
regular, we need to prove that they are T -functions, i.e., that for all k ∈ Nt0+τ there exists a
T -stem function Fk =

∑
K∈P(τ)EKF

k

K : R0,t0 × Rτ → A⊗ R2τ such that Tk = I(Fk). We are

actually going to prove this fact for a mirror T -stem function Fk.
For k ∈ Zt0+τ \Nt0+τ , it suffices to set Fk :≡ 0. For k = (0, 0, . . . , 0), we set Fk :≡ E∅. Now

let us prove the thesis for k ∈ Nt0+τ , assuming it true for k− ǫs for all s ∈ {1, . . . , t0+ τ}. Using
the induction hypothesis and Remark 6.17, we make the following computation (where we omit
the variable x = α + β J for the sake of readability). For a :=

∑t0+τ
w=t0+1 kw, as := a − ks and

bs :=
∑t0+τ

w=s+1 kw (whence as + bs =
∑

t0<w<s kw + 2bs), we have

|k| Tk =

t0∑

s=1

ks Tk−ǫs · (xs − (−1)a x0vs) +

t0+τ∑

s=t0+1

(−1)bs ks Tk−ǫs · (x0 + (−1)as βs−t0Js−t0)

=

t0∑

s=1

ks I(Fk−ǫs) · (xs − (−1)a x0vs) +

t0+τ∑

s=t0+1

(−1)bs ks I(Fk−ǫs) · (x0 + (−1)as βs−t0Js−t0)

=

t0∑

s=1

I(Fk−ǫsφs) +

t0+τ∑

s=t0+1

I(Fk−ǫsψs) +

t0+τ∑

s=t0+1

(−1)as+bs ks I(Fk−ǫs)βs−t0Js−t0

= I
(

t0∑

s=1

Fk−ǫsφs +

t0+τ∑

s=t0+1

Fk−ǫsψs

)
+

τ∑

u=1

(−1)dukt0+u I(Fk−ǫt0+u)βuJu ,

where

φs(α, β) := ks (xs − (−1)a x0vs) , ψs(α, β) := (−1)bs ks x0, du :=
∑

t0<w<t0+u

kw .

Now, Lemma 6.18 defines, for F = Fk−ǫt0+u and for every u ∈ {1, . . . , τ}, a mirror T -stem
function uF such that I(F )βuJu = I(uF ). We define Fk by means of the equality

|k|Fk =

t0∑

s=1

Fk−ǫsφs +

t0+τ∑

s=t0+1

Fk−ǫsψs +

τ∑

u=1

(−1)dukt0+u
uFk−ǫt0+u .

Using Remark 6.17, we see that Fk is a mirror T -stem function. Moreover, Tk = I(Fk).
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We are finally ready for the announced series expansion. We recall that ω = ωB,B′ ≥ 1 is
a constant such that ‖xa‖ ≤ ω ‖x‖ ‖a‖ for all x ∈ V, a ∈ A (see Remark 2.27). Moreover, by
Proposition 2.28: if A is associative and B′ is a fitted distinguished basis of A, then ω = 1,
whence (1 + ω2)τ = 2τ .

Theorem 7.2 (Series expansion). Assume A to be associative. Let Ω be a domain in V and
f ∈ RegT (Ω, A). If Ω contains an open ball B = B(p,R) of radius R > 0 centered at a point p
in the mirror R0,t0 , then the following series expansion is valid for x ∈ B:

f(x) =
∑

k∈N

∑

|k|=k

Tk(x− p)
1

k!
δ(0,k)f(p) .

Here, the series converges normally in B because

max
B(p,r1)

∥∥∥
∑

|k|=k

Tk(x− p)
1

k!
δ(0,k)f(p)

∥∥∥ ≤ (1 + ω2)τ ω2
√
2

(
k +m

m

) (
r1
r2

)k

max
∂BI (p,r2)

‖fI‖

whenever 0 < r1 < r2 < R and I ∈ T.

Proof. Set ck := 1
k!δ

(0,k)f(p) for all k ∈ Nt0+τ . For any J = (J1, . . . , Jτ ) ∈ T, we have p ∈
R0,t0 ⊆ Rt0+τ+1

J and BJ is an open ball centered at p in Rt0+τ+1
J , contained in ΩJ . According

to Definition 5.10, ck = 1
k!δ

(0,k)
J fJ(p) = 1

k!δ
(0,k)
BJ

fJ(p) for all k ∈ Nt0+τ . By Remark 3.25 and
Lemma 5.8,

fJ(x) =
∑

k∈N

∑

|k|=k

PBJ

k
(x− p)J

kt0+τ

τ · · · Jkt0+1

1

1

k!
δ
(0,k)
BJ

fJ(p) =
∑

k∈N

∑

|k|=k

(Tk)J(x− p) ck ,

where the series converges normally in BJ . Therefore, the thesis will be proven if we can prove
normal convergence of the series

∑
k∈N

∑
|k|=k Tk(x − p) ck in B.

Let us fix r1 with 0 < r1 < R, set C := B(p, r1) as well as pk(x) :=
∑

|k|=k Tk(x− p) ck, and

prove that the number series
∑

k∈N
maxC ‖pk‖ converges. As a first step, we prove that each

pk belongs to the set SR(V,A) of strongly T -regular functions on V . Indeed: Proposition 7.1
guarantees that Tk ∈ SR(V,A) for all k ∈ Nt0+τ ; Remark 6.8 guarantees, since p ∈ R0,t0

and V − p = V , that SR(V,A) is invariant under composition with the translation x 7→ x −
p; and Proposition 6.7 guarantees that SR(V,A) is a right A-module. We are now ready to
estimate maxC ‖pk‖. For I ∈ T fixed, Proposition 6.10 yields the inequality maxC ‖pk‖ ≤
(1+ω2)τ maxCI

‖pk‖. By applying Remark 3.25 to the I-monogenic function φ = fI and taking
into account again Lemma 5.8, we find that

max
C

‖pk‖ ≤ (1 + ω2)τ max
CI

‖pk‖ ≤ (1 + ω2)τ ω2
√
2

(
k +m

m

) (
r1
r2

)k

max
∂BI(p,r2)

‖fI‖

for any r2 such that r1 < r2 < R. The root test shows that number series
∑

k∈N
maxC ‖pk‖

converges, as desired. The proof is now complete.

Besides its independent interest, Theorem 7.2 allows to prove an Identity Principle over T -
slice domains (see Definition 4.18).

Theorem 7.3 (Identity Principle). Assume A to be associative. Let Ω ⊆ V be a T -slice domain
and f, g ∈ RegT (Ω, A). If there exists J ∈ T such that the J-slice ΩJ (whose dimension is
t0 + τ + 1) contains a set of Hausdorff dimension s ≥ t0 + τ where fJ and gJ coincide, then
f = g throughout Ω.
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Proof. We remark that ΩJ is a domain in Rt0+τ+1
J because Ω is a T -slice domain. Since the

difference fJ−gJ vanishes in a subset of ΩJ having Hausdorff dimension s ≥ t0+τ , Theorem 3.23
guarantees that fJ − gJ ≡ 0 throughout ΩJ . The T -slice domain Ω certainly includes a point
p ∈ R0,t0 , whence an open ball B = B(p,R) with R > 0. By Definition 5.10,

δ(0,k)(f − g)(p) = δ
(0,k)
J (fJ − gJ)(p) = 0

for all k ∈ Nt0+τ . Let us apply Theorem 7.2 to f − g in B: since δ(0,k)(f − g)(p) = 0 for all
k ∈ Nt0+τ , it follows that f − g ≡ 0 in B. For every J ′ ∈ T, we conclude that fJ′ − gJ′ ≡ 0 in
BJ′ , which is an open subset of the domain ΩJ′ . Theorem 3.23 guarantees that fJ′ − gJ′ ≡ 0
throughout ΩJ′ . Thus, f − g ≡ 0 in Ω, as desired.

We are now in a position to establish the following property of T -regular functions on a
T -slice domain.

Proposition 7.4 (Maximum Modulus Principle). Assume A to be associative. Let Ω be a T -
slice domain in V and f ∈ RegT (Ω, A). If the function ‖f‖ : G→ R has a global maximum point
in Ω, then f is constant in Ω.

Proof. Let p be the global maximum point of ‖f‖ : G → R and let J ∈ T be such that p ∈ ΩJ .
In particular, p is a global maximum point for ‖fJ‖ : ΩJ → R. By applying Theorem 3.21 to the
J-monogenic function fJ , we conclude that fJ ≡ fJ(p) = f(p) in ΩJ . The Identity Principle 7.3
now yields that f ≡ f(p) throughout Ω.

7.2 Representation formula on T -symmetric T -slice domains

This subsection proves that T -regular functions on T -symmetric T -slice domains are automat-
ically strongly T -regular (see Definition 6.6), whence real analytic. This property subsumes
a renowned property of quaternionic slice-regular functions, proven in [3, Theorem 3.1] (see
also [15]). It also subsumes the analogous property of Clifford slice-monogenic functions (see [6,
Theorem 2.2.18] and references therein).

We recall that, in Definition 4.20, we have defined T -symmetric sets as sets of the form ΩD :=
{α+ β J : (α, β) ∈ D} for some D ⊆ R0,t0 ×Rτ . Throughout the present subsection, we assume

D to be a nonempty open subset of R0,t0 × Rτ , invariant under the reflection (α, β) 7→ (α, β
h
)

for every h ∈ {1, . . . , τ}. We point out that the T -symmetric open set ΩD is a T -slice domain
if, and only if, D is connected and intersects R0,t0 × {0}. If this is the case, we are going to
prove that RegT (ΩD, A) = SR(ΩD, A). As a preparation for the proof of this equality, we make
a remark and establish a technical lemma.

Remark 7.5. Fix H,K ∈ P(τ). Then

(−1)|(K
a{u})∩H| =

{
(−1)|K∩H| if u ∈ {1, . . . , τ} \H
−(−1)|K∩H| if u ∈ H

.

This is because: if u 6∈ H, then (K
a{u}) ∩H = K ∩H; if u ∈ H \K, then |(Ka{u}) ∩H | =

|K ∩H |+ 1; and if u ∈ H ∩K, then |(K a{u}) ∩H | = |K ∩H | − 1.

Our technical lemma concerns the coefficient of f(α + β
H
I) in the Representation For-

mula (10).
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Lemma 7.6. Assume A to be associative. Fix H ∈ P(τ), I, J ∈ T, s ∈ {1, . . . , t0} and u ∈
{1, . . . , τ}. If we set

γH := 2−τ
∑

K∈P(τ)

(−1)|K∩H| JK I−1
K ,

then vs γH = γH vs and

Ju γH =

{
γH Iu if u ∈ {1, . . . , τ} \H
−γH Iu if u ∈ H

.

Proof. For K ∈ P(τ), the element vs anti-commutes with Jk and with Ik for all k ∈ K, whence

vs JK I−1
K = (−1)|K| JK vs I

−1
K = JK I−1

K vs .

It follows at once that vs γH = γH vs.
Proving the formula relating Ju γH to γH Iu requires several steps. For K ∈ P(τ), we remark

that
Ju JK = (−1)σ(u,K) JK

a{u}

where σ(u,K) is 0 or 1 according to whether the number of elements in K less than, or equal to,
u is even or odd. For all K ′ ∈ P(τ), we remark that (−1)σ(u,K

′
a{u}) = −(−1)σ(u,K

′) and that

I−1
K′ Iu = −(Iu IK′)−1 = −((−1)σ(u,K

′) IK′
a{u})

−1 = (−1)σ(u,K
′
a{u})I−1

K′
a{u} .

We are now ready to begin the computation of Ju γH , as follows:

Ju γH = 2−τ
∑

K∈P(τ)

(−1)|K∩H| Ju JK I−1
K

= 2−τ
∑

K∈P(τ)

(−1)|K∩H| (−1)σ(u,K) JK
a{u} I

−1
K

= 2−τ
∑

K′∈P(τ)

(−1)|(K
′
a{u})∩H| (−1)σ(u,K

′
a{u}) JK′ I−1

K′
a{u}

= 2−τ
∑

K′∈P(τ)

(−1)|(K
′
a{u})∩H| JK′ I−1

K′ Iu .

By Remark 7.5, if u 6∈ H , then

Ju γH = 2−τ
∑

K′∈P(τ)

(−1)|K
′∩H| JK′ I−1

K′ Iu = γH Iu ,

as stated. By the same remark, if u ∈ H , then

Ju γH = −2−τ
∑

K′∈P(τ)

(−1)|K
′∩H| JK′ I−1

K′ Iu = −γH Iu ,

as desired. The proof is now complete.

We are now ready to prove that every T -regular function f on a T -symmetric T -slice domain
ΩD is automatically strongly T -regular.

Theorem 7.7 (Representation Formula). Assume A to be associative and the T -symmetric set
ΩD to be a T -slice domain. If f ∈ RegT (ΩD, A), then f is strongly T -regular and formula (10)
holds true for all (α, β) ∈ D and all I, J ∈ T. As a consequence, f is real analytic.
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Proof. Let us fix I ∈ T and define

FK(α, β) := 2−τ I−1
K

∑

H∈P(τ)

(−1)|K∩H| fI(α + β
H
I)

for every K ∈ P(τ) and for (α, β) ∈ D, as well as F :=
∑

K∈P(τ)EKFK : D → A ⊗ R2τ . We

claim that F is a T -stem function and that f̃ := I(F ) is strongly T -regular. We now prove that

f̃I = fI . Indeed, for all (α, β) ∈ D,

f̃I(α+ βI) =
∑

K∈P(τ)

IK FK(α, β) = 2−τ
∑

K,H∈P(τ)

(−1)|K∩H| fI(α+ β
H
I)

= 2−τ 2τ fI(α+ β
∅
I) = fI(α+ βI)

because [18, Lemma 2.11] implies that

∑

K∈P(τ)

(−1)|K∩H| =

{
2τ if H = ∅
0 if H 6= ∅ .

Since f̃I = fI , the Identity Principle 7.3 implies that f̃ = f throughout the T -slice domain ΩD.
The first part of the statement immediately follows. The last part of the statement now follows
from Proposition 6.11.

We are left with proving our claim that F is a T -stem function inducing a strongly T -regular
function f̃ . For all h ∈ {1, . . . , τ}, we compute

FK(α, β
h
) = 2−τ I−1

K

∑

H∈P(τ)

(−1)|K∩H| fI(α + β
H

a{h}
I)

= 2−τ I−1
K

∑

H′∈P(τ)

(−1)|K∩(H′
a{h})| fI(α+ β

H′

I) .

By Remark 7.5: if h 6∈ K, then

FK(α, β
h
) = 2−τ I−1

K

∑

H′∈P(τ)

(−1)|K∩H′| fI(α+ β
H′

I) = FK(α, β) ;

if h ∈ K, then

FK(α, β
h
) = −2−τ I−1

K

∑

H′∈P(τ)

(−1)|K∩H′| fI(α+ β
H′

I) = −FK(α, β) .

This completes the proof of the fact that F is a T -stem function.
Let us now prove that f̃ = I(F ) is T -regular (whence strongly T -regular) by fixing J ∈ T

and showing that ∂J f̃J ≡ 0. By Definition 4.9 and by Remark 2.37,

∂J := ∂BJ
=

t0∑

s=0

vsDvs +

τ∑

u=1

JuDJu
,

where for each v in the basis BJ we use the temporary notation Dv : C 1(ΩJ , A) → C 0(ΩJ , A)
with

Dvφ(x) := lim
R∋ε→0

ε−1 (φ(x + εv)− φ(x)) .
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We want to apply ∂J operator to f̃J . Let (α, β) ∈ D: by formula (10),

f̃(α+ β J) =
∑

H∈P(τ)

γH f̃(α+ β
H
I) =

∑

H∈P(τ)

γH fI(α+ β
H
I) .

By Lemma 7.6,

(vsDvs f̃J)(α+ β J) =
∑

H∈P(τ)

γH (vsDvsfI)(α+ β
H
I)

for all s ∈ {0, . . . , t0}. Now let u ∈ {1, . . . , τ} and let us compute (JuDJu
f̃J)(α+β J). We begin

by defining, for ε ∈ R, the element βu,ǫ ∈ Rτ by means of the equality βu,ǫ J = β J + εJu. Thus,

(JuDJu
f̃J)(α+ β J) = Ju lim

R∋ε→0
ε−1

(
f̃J(α+ βu,ǫ J)− f̃J(α+ β J)

)

=
∑

H∈P(τ)

Ju γH lim
R∋ε→0

ε−1
(
fI(α+ βu,ǫ

H
I)− fI(α+ β

H
I)
)
.

For H 6∋ u, using Lemma 7.6, we find that

Ju γH lim
R∋ε→0

ε−1
(
fI(α+ βu,ǫ

H
I)− fI(α + β

H
I)
)

= γH Iu lim
R∋ε→0

ε−1
(
fI(α + β

H
I + εIu)− fI(α+ β

H
I)
)

= γH Iu (DIufI)(α+ β
H
I) .

For H ∋ u, Lemma 7.6 yields

Ju γH lim
R∋ε→0

ε−1
(
fI(α+ βu,ǫ

H
I)− fI(α+ β

H
I)
)

= −γH Iu lim
R∋ε→0

ε−1
(
fI(α + β

H
I − εIu)− fI(α+ β

H
I)
)

= −γH Iu (−DIufI)(α+ β
H
I) = γH Iu (DIufI)(α + β

H
I) .

This proves that

(JuDJu
f̃J)(α+ β J) =

∑

H∈P(τ)

γH Iu (DIufI)(α + β
H
I) .

Using the equality ∂I =
∑t0

s=0 vsDvs +
∑τ

u=1 IuDIu , we conclude that

(∂J f̃J)(α+ β J) =
∑

H∈P(τ)

γH (∂IfI)(α + β
H
I) .

Since f is T -regular, fI is I-monogenic, i.e., ∂IfI ≡ 0. Overall, we conclude that ∂J f̃J ≡ 0, as
desired. This completes the proof of our claim and the proof of the theorem.

8 Foundations for the nonassociative theory

Let us go back to the general case when our ∗-algebra A is alternative, but not necessarily
associative. We are going to construct and study T -functions and strongly T -regular functions
under this weaker hypothesis. Some preliminaries are in order.
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Definition 8.1. For J ∈ T, a ∈ A,K ∈ P(τ), we define [J, a]K and ]J, a[K as follows. We
define [J, a]∅ := a =: ]J, a[∅. For K 6= ∅, say K = {k1, . . . , kp} with 1 ≤ k1 < . . . < kp ≤ τ , we
define

[J, a]K := Jk1(Jk2(. . . (Jkp−1(Jkp
a)) . . .)) ,

]J, a[K := J−1
kp

(J−1
kp−1

(. . . (J−1
k2

(J−1
k1

a)) . . .)) .

Remark 8.2. For J ∈ T and K ∈ P(τ) fixed, the map a 7→ [J, a]K is a real vector space
isomorphism from A to itself, whose inverse is a 7→ ]J, a[K thanks to Artin’s Theorem, see [28,
Theorem 3.1].

Throughout the section, in addition to Assumption 4.1, we assume D to be a subset of

R0,t0×Rτ , invariant under the reflection (α, β) 7→ (α, β
h
) for every h ∈ {1, . . . , τ}. We recall that

we have defined: in Definition 4.19, the symbols β J and β
h
for all β ∈ Rτ , J ∈ T, h ∈ {1, . . . , τ};

in Definition 4.20, the symbol ΩD := {α + β J : (α, β) ∈ D} for all D ⊆ R0,t0 × Rτ . Using the
notion of T -stem function from Subsection 6.1, we now generalize Definition 6.6 to the current
nonassociative setting. This generalized definition, which subsumes the notion of slice function
of [16, Definition 5] and follows the lines of its multivariate generalization [18, Definition 2.5],
has been announced in [20].

Definition 8.3. Let F =
∑

K∈P(τ)EKFK : D → A⊗ R2τ be a T -stem function. The induced

function f = I(F ) : ΩD → A, is defined at x = α+ β J ∈ ΩD by the formula

f(x) :=
∑

K∈P(τ)

[J, FK(α, β)]K .

A function induced by a T -stem function is called a T -function. We denote the class of T -
functions ΩD → A by the symbol S(ΩD, A). If ΩD is a domain in V , then the elements of the
intersection SR(ΩD, A) := S(ΩD, A) ∩ RegT (ΩD, A) are called strongly T -regular functions.

When A is associative, Definition 8.3 is consistent with Definition 6.6 because in such a case
the equality [J, a]K = JKa holds true for all K ∈ P(τ) and all a ∈ A.

Once again, the notions of T -function and strongly T -regular function are interesting when
τ ≥ 1. In the special case τ = 0, every subset of V is T -symmetric, every domain Ω in V is
a T -symmetric domain and every function f : Ω → A is a T -function, induced by a T -stem
function F = F∅, which coincides with f up to identifying A⊗ R0 with A.

We now provide a first study of the map I introduced in Definition 8.3.

Lemma 8.4. The map I from the class of T -stem functions on D to S(ΩD, A) is well-defined
and surjective. Moreover, the set S(ΩD, A) is a real vector space and I is real linear map.
Finally, SR(ΩD, A) is a real vector space.

Proof. Let us show that I(F ) is well-defined for each T -stem function F : D → A ⊗ R2τ . We
begin by proving two properties valid for any (α, β) ∈ D, J ∈ T,K ∈ P(τ).

1. Assume βk = 0 for some k ∈ {1, . . . , τ}. If k ∈ K, the symmetry FK(α, β
k
) = −FK(α, β)

implies FK(α, β) = 0, whence [J, FK(α, β)]K = 0. If k 6∈ K, the expression [J, FK(α, β)]K
still does not depend on the choice of Jk.

2. Let us apply the reflection (α, β) 7→ (α, β
h
) and the reflection J = (J1, . . . , Jh, . . . , Jτ ) 7→

J̃ = (J1, . . . ,−Jh, . . . , Jτ ). If h ∈ K, then

[J̃ , FK(α, β
h
)]K = −[J,−FK(α, β)]K = [J, FK(α, β)]K .
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If h 6∈ K, then

[J̃ , FK(α, β
h
)]K = [J, FK(α, β)]K .

Suppose that, for some (α, β), (α, β′) ∈ D, J, J ′ ∈ T, the equality α+βJ = α+β′J ′ holds: thanks
to Remark 4.6 it is possible to prove, by finitely many applications of property 1 and property
2, that [J, FK(α, β)]K = [J ′, FK(α, β′)]K for all K ∈ P(τ). It follows that I is well-defined.

The map I is surjective map by the very definition of S(ΩD, A).
Additionally, Definition 8.3 and Remark 8.2 immediately imply that, for all λ, µ ∈ R and all

T -stem functions F,G : D → A⊗R2τ , the equality I(λF +µG) = λI(F ) +µI(G) holds true. It
follows at once that S(ΩD, A) is a real vector space and that I is a real linear map.

Finally, Remark 4.12 guarantees that RegT (ΩD, A) is a real vector space, whence SR(ΩD, A) =
S(ΩD, A) ∩ RegT (ΩD, A) is a real vector space, too.

As in the associative case, the following property can be established using the properties of
T -stem functions on D, along with Remark 4.12.

Remark 8.5. Fix p ∈ R0,t0 . If f ∈ S(ΩD, A) (or f ∈ SR(ΩD, A)), then setting g(x) := f(x+p)
defines a g ∈ S(ΩD − p,A) (a g ∈ SR(ΩD − p,A), respectively).

We now state and prove the generalization to the present nonassociative setting of Theo-
rem 6.9. In particular, for each T -function we recover a unique inducing T -stem function, thus
proving that the real linear map I is an isomorphism.

Theorem 8.6 (Representation Formula for T -functions). If f = I(F ) ∈ S(ΩD, A), then the
K-component of F is

FK(α, β) = 2−τ
∑

H∈P(τ)

(−1)|K∩H| ]I, f(α+ β
H
I)[K .

As a consequence, the T -stem function F inducing f is unique and I is a real vector space
isomorphism. Moreover,

f(α+ β J) = 2−τ
∑

K,H∈P(τ)

(−1)|K∩H|
[
J , ]I, f(α+ β

H
I)[K

]
K

(11)

for all (α, β) ∈ D and all I, J ∈ T.

Proof. Let us prove the first statement. We begin by computing, under the hypothesis f = I(F ),
∑

H∈P(τ)

(−1)|K∩H| f(α+ β
H
I) =

∑

H∈P(τ)

(−1)|K∩H| ∑

K′∈P(τ)

[I, FK′(α, β
H
)]K′

=
∑

H∈P(τ)

(−1)|K∩H|
∑

K′∈P(τ)

(−1)|H∩K′| [I, FK′(α, β)]K′

=
∑

K′∈P(τ)

[I, FK′(α, β)]K′

∑

H∈P(τ)

(−1)|K∩H|+|H∩K′|

= 2τ [I, FK(α, β)]K

for all (α, β) ∈ D, I ∈ T. Here, we used the fact, proven in [18, Lemma 2.11], that

∑

H∈P(τ)

(−1)|K∩H|+|H∩K′| =

{
2τ if K ′ = K
0 if K ′ 6= K

.
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Using Remark 8.2, we derive

FK(α, β) = 2−τ
]
I,

∑

H∈P(τ)

(−1)|K∩H| f(α+ β
H
I)
[
K

= 2−τ
∑

H∈P(τ)

(−1)|K∩H| ]I, f(α+ β
H
I)[K ,

which is the first statement. As a consequence, I is injective and a real vector space iso-
morphism. Formula (11) follows immediately, if we take into account that f(α + β J) =∑

K∈P(τ)[J, FK(α, β)]K for all (α, β) ∈ D, J ∈ T.

As a consequence of the last theorem, if we fix I ∈ T, then every f ∈ S(ΩD, A) is completely
determined by its restriction fI .

We now prove, in our present nonassociative setting, Proposition 6.10, which we restate for
the reader’s convenience. We recall that ω = ωB,B′ ≥ 1 is a constant such that ‖xa‖ ≤ ω ‖x‖ ‖a‖
for all x ∈ V, a ∈ A (see Remark 2.27).

Proposition 8.7. Fix f ∈ S(ΩD, A) and I ∈ T. For every nonempty subset D′ of D and for
Ω′ := ΩD′ ⊆ ΩD,

sup
Ω′

‖f‖ ≤ (1 + ω2)τ sup
Ω′

I

‖f‖ .

Proof. The Representation Formula (11) applies to f : for all J ∈ T, (α, β) ∈ D we have

f(α+ β J) = 2−τ
∑

K,H∈P(τ)

(−1)|K∩H|
[
J , ]I, f(α+ β

H
I)[K

]
K
.

Thus,

sup
Ω′

‖f‖ ≤ 2−τ
∑

K,H∈P(τ)

sup
(α,β)∈D′,J∈T

∥∥∥
[
J , ]I, f(α+ β

H
I)[K

]
K

∥∥∥ .

If K = {k1, . . . , kp} with 1 ≤ k1 < . . . < kp ≤ τ and if we set a := f(α+ β
H
I), b := ]I, a[K , then

‖[J, b]K‖ =
∥∥Jk1(Jk2(. . . (Jkp−1(Jkp

b)) . . .))
∥∥ ≤ ω

∥∥Jk2(. . . (Jkp−1(Jkp
b)) . . .)

∥∥ ≤ . . .

≤ ω|K|‖b‖ = ω|K|∥∥ ]I, a[K
∥∥ = ω|K|

∥∥∥I−1
kp

(I−1
kp−1

(. . . (I−1
k2

(I−1
k1

a)) . . .))
∥∥∥ ≤ . . . ≤ ω2|K|‖a‖ .

We conclude that

sup
Ω′

‖f‖ ≤ 2−τ
∑

K,H∈P(τ)

ω2|K| sup
(α,β)∈D′

∥∥∥f(α+ β
H
I)
∥∥∥

=
(
2−τ

∑

H∈P(τ)

sup
(α,β)∈D′

∥∥∥f(α+ β
H
I)
∥∥∥
)( ∑

K∈P(τ)

ω2|K|
)

≤ sup
Ω′

I

‖f‖
τ∑

s=0

∑

|K|=s

ω2s = sup
Ω′

I

‖f‖
τ∑

s=0

(
τ

s

)
ω2s

= (1 + ω2)τ sup
Ω′

I

‖f‖ .

Here, we took into account that |P(τ)| = 2τ and that there are exactly
(
τ
s

)
elements K ∈ P(τ)

such that |K| = s.
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The multiplicative constant (1 + ω2)τ appearing in the estimate of Proposition 8.7 reduces
to 2τ in the cases described in the next remark. These include the case of real octonions O with
the standard basis B′.

Remark 8.8. Assume the trace function t : A → A to take values in the associative nucleus of
A. If B′ is a fitted distinguished basis of A, then Proposition 2.28 guarantees that ω = 1, whence
(1 + ω2)τ = 2τ .

We now prove the generalization to the present nonassociative setting of Proposition 6.11.

Proposition 8.9. If f is strongly T -regular, then f is real analytic.

Proof. Assume f = I(F ) to be strongly T -regular. For I ∈ T fixed, Theorem 8.6 guarantees
that the K-component FK of F is

FK(α, β) = 2−τ
∑

H∈P(τ)

(−1)|K∩H| ]I, fI(α+ β
H
I)[K .

Now, since f is T -regular, its restriction fI is I-monogenic, whence real analytic by Remark 4.10.
It follows at once that each K-component FK : D → A of F is real analytic. In this situation,
Remark 6.4 guarantees that

FK(α, β) = βk1 · · ·βkp
GK(α, β2)

for appropriate real analytic functions {GK}K∈P(τ). The equality f = I(F ) now implies that

f(α+ β J) =
∑

K∈P(τ)

[J, FK(α, β)]K

= F∅(α, β) +
∑

1≤p≤τ

∑

1≤k1<...<kp≤τ

Jk1(Jk2(. . . (Jkp−1(Jkp
Fk1...kp

(α, β))) . . .))

= G∅(α, β
2) +

∑

1≤p≤τ

∑

1≤k1<...<kp≤τ

βk1Jk1(βk2Jk2(. . . (βkp−1Jkp−1(βkp
Jkp

Gk1...kp
(α, β2))) . . .))

for all (α, β) ∈ D, J ∈ T. Referring to the decomposition of the variable x ∈ ΩD performed in
Remark 4.6, we conclude that

f(x) = G∅(x
0, ‖x1‖2, . . . , ‖xτ‖2)

+
∑

1≤p≤τ

∑

1≤k1<...<kp≤τ

xk1 (xk2(. . . (xkp−1(xkpGk1...kp
(x0, ‖x1‖2, . . . , ‖xτ‖2))) . . .)) .

Since V → R0,t0 ×Rτ , x 7→ (x0, ‖x1‖2, . . . , ‖xτ‖2) is a real polynomial map, it is clear that each
map

ΩD → A, x 7→ GK(x0, ‖x1‖2, . . . , ‖xτ‖2)
is real analytic. Since V → V ⊆ A, x = x0 + x1 + . . . + xτ 7→ xk is a real linear map for all
k ∈ {1, . . . , τ}, we conclude that f is real analytic, as desired.

To keep the main focus of the present work on the associative case, we postpone to a future
paper any further study of the properties of T -regular functions over nonassociative ∗-algebras.
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Appendix

This appendix provides proofs for the results presented in Section 3. For the reader’s convenience,
the statements are repeated here.

Proofs of the results in Subsection 3.1

Proposition 3.3. Assume A to be associative. For k = (k1, . . . , km) ∈ Zm, the following
properties hold true.

1. There exists a map pk = (p0
k
, p1

k
, . . . , pm

k
) : Rm+1 → Rm+1 such that PB

k
= LB ◦ pk ◦ L−1

B
for any hypercomplex basis B of a hypercomplex subspace M of A.

2. The equality (ku + 1) ps
k
= ks p

u
k+ǫu−ǫs

holds true for all distinct s, u ∈ {1, . . . ,m}.

3. For all x ∈M ,

m∑

s=1

ks vs PB
k−ǫs

(x) =

m∑

s=1

ks PB
k−ǫs

(x) vs , (4)

|k| PB
k (x) =

m∑

s=1

ks ζ
B
s PB

k−ǫs
(x) (5)

4. The equality ∂sPB
k
= ks PB

k−ǫs
holds true for all s ∈ {1, . . . ,m}.

Proof of Proposition 3.3. We prove each property separately.

1. Let us set pk :≡ (0, 0, . . . , 0) when k ∈ Zm \Nm, pk :≡ (1, 0, . . . , 0) when k = (0, . . . , 0) and

|k| p0
k
:=

m∑

w=1

kw
(
p0
k−ǫw

xw + pw
k−ǫw

x0
)

|k| pu
k
:= −ku p0k−ǫu

x0 +

m∑

w=1

kw p
u
k−ǫw

xw

for all u ∈ {1, . . . ,m} when k ∈ Nm \ {(0, . . . , 0)}. With this definition, we claim that

ku p
s
k−ǫu

= ks p
u
k−ǫs

for all k ∈ Zm, s, u ∈ {1, . . . ,m}, which is equivalent to property 2. We now proceed by
induction on k.

For k ∈ Zm \ Nm, we find that LB ◦ pk ◦ L−1
B ≡ 0v0 + 0v1 + . . .+ 0vm = 0 ≡ PB

k
.

For k = (0, . . . , 0), we find that LB ◦ pk ◦ L−1
B ≡ 1v0 + 0v1 + . . .+ 0vm = 1 ≡ PB

k
.

Let us now prove the thesis for k ∈ Nm \ {(0, . . . , 0)}, assuming it true for k − ǫs for all
s ∈ {1, . . . ,m}. Using the definition of PB

k
, the induction hypothesis, the definition of pk
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and the claim, we find that

|k| PB
k
◦ LB =

m∑

s=1

ks(PB
k−ǫs

◦ LB) · (xs − x0vs) =
m∑

s=1

(LB ◦ pk−ǫs) · ks (xs − x0vs)

=

m∑

s=1

(
m∑

u=0

vu p
u
k−ǫs

)
ks (xs − x0vs)

=

m∑

s=1

ks p
0
k−ǫs

xs −
m∑

s=1

vs ks p
0
k−ǫs

x0 +

m∑

u=1

vu

(
m∑

s=1

ks p
u
k−ǫs

xs

)
− x0

m∑

s,u=1

vu vs ks p
u
k−ǫs

=

m∑

s=1

(
ks p

0
k−ǫs

xs + ks p
s
k−ǫs

x0
)
+

m∑

u=1

vu

(
−ku p0k−ǫu

x0 +

m∑

s=1

ks p
u
k−ǫs

xs

)

− x0
∑

1≤s<u≤m

(
vu vs ks p

u
k−ǫs

+ vs vu ku p
s
k−ǫu

)

=

m∑

s=1

ks
(
p0k−ǫs

xs + psk−ǫs
x0
)
+

m∑

u=1

vu

(
−ku p0k−ǫu

x0 +

m∑

s=1

ks p
u
k−ǫs

xs

)

+ x0
∑

1≤s<u≤m

vs vu
(
ks p

u
k−ǫs

− ku p
s
k−ǫu

)

= |k| p0k +

m∑

u=1

vu |k| puk + x0
∑

1≤s<u≤m

vs vu 0

= |k|
m∑

u=0

vu p
u
k = |k|LB ◦ pk ,

as desired.

2. We prove this property, which also settles our previous claim, by induction on k. The
property is clearly true when k ∈ Zm \ Nm or k = (0, . . . , 0), which implies that (for all
distinct s, u ∈ {1, . . . ,m}) k + ǫu − ǫs ∈ Zm \ Nm and ps

k
≡ 0 ≡ pu

k+ǫu−ǫs
. We now

prove the property for k ∈ Nm \ {(0, . . . , 0)}, assuming it true for k + ǫu − ǫs − ǫw for all
s, u, w ∈ {1, . . . ,m}. Using first the definition of ps

k
, then three separate instances of the
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induction hypothesis and finally the definition of pu
k+ǫu−ǫs

, we find that

|k| (ku + 1) ps
k
= (ku + 1)

(
−ks p0k−ǫs

x0 +
m∑

w=1

kw p
s
k−ǫw

xw

)

= ks
(
−(ku + 1) p0k−ǫs

x0 + (ku + 1) psk−ǫs
xs
)

+ (ku + 1) ku p
s
k−ǫu

xu +
∑

w∈{1,...,m}\{u,s}
kw (ku + 1) psk−ǫw

xw

= ks
(
−(ku + 1) p0k−ǫs

x0 + (ks − 1) puk+εu−2ǫsxs
)

+ (ku + 1) ks p
u
k−ǫs

xu +
∑

w∈{1,...,m}\{u,s}
kw ks p

u
k+ǫu−ǫs−ǫw

xw

= ks

(
− (ku + 1) p0k−ǫs

x0 + (ks − 1) puk+εu−2ǫsxs

+ (ku + 1) pu
k−ǫs

xu +
∑

w∈{1,...,m}\{u,s}
kw p

u
k+ǫu−ǫs−ǫw

xw

)

= ks |k+ ǫu − ǫs| puk+ǫu−ǫs
= |k| ks puk+ǫu−ǫs

,

whence the announced property follows immediately. This completes the induction step.

3. Using

PB
k
◦ LB = LB ◦ pk =

m∑

s=0

vsp
s
k
=

m∑

s=0

ps
k
vs ,

we prove formula (4) by the next computation:

m∑

u=1

ku vu PB
k−ǫu

◦ LB =

m∑

u=1

ku vu

m∑

s=0

vs p
s
k−ǫu

=

m∑

u=1

ku p
0
k−ǫu

vu +

m∑

s,u=1

ku p
s
k−ǫu

vu vs

=

m∑

s=1

ks p
0
k−ǫs

vs +

m∑

s,u=1

ks p
u
k−ǫs

vu vs

=

m∑

s=1

ks

(
m∑

u=0

puk−ǫs
vu

)
vs

=

m∑

s=1

ks
(
PB
k−ǫs

◦ LB
)
vs ,

Here, the third equality follows from property 2 (more precisely, from our previous claim).
Taking into account the definition ζBs := xs − x0 vs and the definition of PB

k
, we prove
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formula (5) by the next computation:

m∑

s=1

ks ζ
B
s PB

k−ǫs
(x) =

m∑

s=1

ks xs PB
k−ǫs

(x)− x0

m∑

s=1

ks vs PB
k−ǫu

(x)

=

m∑

s=1

ks PB
k−ǫs

(x)xs − x0

m∑

s=1

ks PB
k−ǫu

(x) vs

=

m∑

s=1

ks PB
k−ǫs

(x) ζBs = |k| PB
k
(x) .

For the second equality, we used formula (4).

4. We prove this property by induction on k. The equality obviously true when k ∈ Zm\Nm or
k = (0, 0, . . . , 0), which implies ∂sPB

k
≡ 0 ≡ PB

k−ǫs
. We prove it for k ∈ Nm \{(0, 0, . . . , 0)},

assuming it true for PB
k−ǫu

for all u ∈ {1, . . . ,m}, by means of the equalities

|k| ∂sPB
k (x) =

m∑

u=1

ku ∂s
(
PB
k−ǫu

(x) ζBu
)

=

m∑

u=1

ku
(
∂sPB

k−ǫu
(x)
)
ζBu + ks PB

k−ǫs
(x)

=
∑

u6=s

ku ksPB
k−ǫs−ǫu

(x) ζBu + ks (ks − 1)PB
k−2ǫs(x) + ks PB

k−ǫs
(x)

= ks
(
|k− ǫs| PB

k−ǫs
(x) + PB

k−ǫs
(x)
)

= ks |k| PB
k−ǫs

(x) .

The proof is now complete.

Proposition 3.6. Assume A to be associative and fix k ∈ N. Then
{
PB
k

}
|k|=k

is a right A-basis

for UB
k . Namely, for all P ∈ UB

k , the equality

P (x) =
∑

|k|=k

PB
k (x)

1

k!
∇(0,k)

B P (0) (6)

holds true at all x ∈M .

Proof of Proposition 3.6. For all k ∈ Nm, the function PB
k

is a k-homogenous polynomial map
by construction. We now check, by induction on k, that PB

k
is left-monogenic with respect to

B. The Fueter polynomial PB
(0,0,...,0) ≡ 1 is obviously left-monogenic with respect to B. We can

prove the same property for PB
k
, assuming it true for PB

k−ǫs
for all s ∈ {1, . . . ,m}, by means of

56



the equalities

|k| ∂BPB
k
=

m∑

s=1

ks ∂B
(
PB
k−ǫs

(x)ζBs
)

=

m∑

s=1

ks

m∑

u=0

vu ∂u
(
PB
k−ǫs

(x)ζBs
)

=

m∑

s=1

ks

m∑

u=0

vu
((
∂uPB

k−ǫs
(x)
)
ζBs + PB

k−ǫs
(x) ∂uζ

B
s

)

=

m∑

s=1

ks
(
∂BPB

k−ǫs
(x)
)
ζBs +

m∑

s=1

ks
(
PB
k−ǫs

(x) ∂0ζ
B
s + vs PB

k−ǫs
(x) ∂sζ

B
s

)

= 0 +

m∑

s=1

ks
(
PB
k−ǫs

(x)(−vs) + vsPB
k−ǫs

(x)
)

≡ 0 .

For the last equality, we have applied formula (4). We have therefore proven that
{
PB
k

}
|k|=k

⊂
UB
k .
We now prove that formula (6) holds true for all P ∈ UB

k . As a preparation, we make a
remark. If P : M → A is a k-homogeneous polynomial map, i.e., P (tx) = tkP (x) for all t > 0,
then differentiating with respect to t and evaluating at t = 1 proves Euler’s formula

m∑

s=0

xs ∂sP (x) = k P (x) .

Combining this property with the equality 0 ≡ ∂BP =
∑m

s=0 vs∂sP , we find that

k P (x) = x0 ∂0P (x) + xs

m∑

s=1

∂sP (x) = −x0
m∑

s=1

vs ∂sP (x) +

m∑

s=1

xs ∂sP (x)

=

m∑

s=1

(xs − x0vs) ∂sP (x) =

m∑

s=1

ζBs ∂sP (x) .

We are now ready to prove (6), by induction on k. If k = 0, equality (6) is true because

P(0,0,...,0) ≡ 1 and ∇(0,0,...,0)
B P = P . If (6) is true for all P ∈ UB

k , we can prove it for any
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P ∈ UB
k+1 by means of the following chain of equalities:

(k + 1)P (x) =

m∑

s=1

ζBs ∂sP (x)

=
m∑

s=1

ζBs
∑

|k|=k

PB
k
(x)

1

k!
∇(0,k)

B (∂sP )(0)

=

m∑

s=1

ζBs
∑

|k|=k

PB
k (x)

1

k!
∇(0,k+ǫs)

B P (0)

=

m∑

s=1

ζBs
∑

|k′|=k+1, k′
s 6=0

PB
k′−ǫs

(x)
1

(k′ − ǫs)!
∇(0,k′)

B P (0)

=
∑

|k′|=k+1

m∑

s=1

k′s ζ
B
s PB

k′−ǫs
(x)

1

k′!
∇(0,k′)

B P (0)

= (k + 1)
∑

|k′|=k+1

PB
k′(x)

1

k′!
∇(0,k′)

B P (0) .

For the last equality, we have applied formula (5) to PB
k′ . This completes the proof of formula (6).

We are left with proving that
{
PB
k

}
|k|=k

is a right A-basis for UB
k . Clearly, formula (6)

implies that
{
PB
k

}
|k|=k

is a set of generators for the right A-module UB
k . We now prove that

the elements of
{
PB
k

}
|k|=k

are linearly independent. Assume {ak}|k|=k ⊂ A to be such that∑
|k|=k PB

k
(x) ak ≡ 0. If k′ ∈ Nm has |k′| = k, then

0 ≡
∑

|k|=k

∇(0,k′)
B PB

k (x) ak ≡ k′! ak′

because of Remark 3.4 and because k′ 6= k (with |k′| = k = |k|) implies k′s > ks for at least one
s ∈ {1, . . . ,m}. It follows that ak′ = 0, as desired. This completes the proof of the fact that{
PB
k

}
|k|=k

is a right A-basis for UB
k .

Proofs of the results in Subsection 3.2

Proposition 3.8. Assume A to be associative and fix a domain G in the hypercomplex subspace
M of A. The following properties hold true for all integrable φ, ψ : G → A, all a, b ∈ A and all
disjoint domains G1, G2 in M :

1. G = G1 ∪G2 ⇒
∫
G
φdσ =

∫
G1
φdσ +

∫
G2
φdσ.

2.
∫
G
(aφ+ bψ) dσ = a

∫
G
φdσ + b

∫
G
ψ dσ.

3.
∫
G
(φa+ ψb) dσ =

(∫
G
φdσ

)
a+

(∫
G
ψ dσ

)
b.

4.
(∫

G
φdσ

)c
=
∫
G
φc dσ.

5. ‖
∫
G
φdσ‖ ≤

∫
G
‖φ‖ dσ.
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Proof of Proposition 3.8. We first establish the following facts, valid for all integrable functions
φ0, . . . , φd : G→ R and for all real linear endomorphisms F : Rd+1 → Rd+1:

∫

G1∪G2

(φ0, . . . , φd) dσ =

∫

G1

(φ0, . . . , φd) dσ +

∫

G2

(φ0, . . . , φd) dσ (13)

F
(∫

G

(φ0, . . . , φd) dσ

)
= F

(∫

G

φ0 dσ, . . . ,

∫

G

φd dσ

)
=

∫

G

F (φ0, . . . , φd) dσ , (14)

∥∥∥∥
∫

G

(φ0, . . . , φd) dσ

∥∥∥∥
Rd+1

≤
∫

G

‖(φ0, . . . , φd)‖Rd+1 dσ . (15)

Formula (13) follows immediately from the fact that
∫
G1∪G2

φs dσ =
∫
G1
φs dσ+

∫
G2
φs dσ for all

s ∈ {0, . . . , d}. To establish (14), it suffices to find real coefficients (αsu)s,u∈{0,...,d} such that the
s-th component of F (φ0, . . . , φd) is αs0φ0 + . . .+ αsdφd and to remark that

αs0

∫

G

φ0 dσ + . . .+ αsd

∫

G

φd dσ =

∫

G

(αs0φ0 + . . .+ αsdφd) dσ

for each s ∈ {0, . . . , d}. Moreover, (15) can be proven as follows: if p =
∫
G
(φ0, . . . , φd) dσ has

‖p‖
Rd+1 = 0, then the inequality is obvious; else, the inequality follows from the next chain of

inequalities:

‖p‖2
Rd+1 = 〈p, p〉Rd+1 =

〈
p,

(∫

G

φ0 dσ, . . . ,

∫

G

φd dσ

)〉

Rd+1

= p0

∫

G

φ0 dσ + . . .+ pd

∫

G

φd dσ =

∫

G

(p0φ0 + . . .+ pdφd) dσ

=

∫

G

〈p, (φ0, . . . , φd)〉Rd+1 dσ ≤ ‖p‖
Rd+1

∫

G

‖(φ0, . . . , φd)‖Rd+1 dσ .

We now prove each of the properties listed in Proposition 3.8 separately, using the notations
CON ,La,Ra set in Remark 2.10.

1. Formula (13), along with Definition 3.7, immediately yields the desired equality.

2. By construction, φ 7→
∫
G
φdσ is real linear. It is also left A-linear because

a

∫

G

φdσ = aLB′

(∫

G

L−1
B′ φdσ

)
= (LB′ ◦ La)

(∫

G

L−1
B′ φdσ

)

= LB′

(∫

G

(La ◦ L−1
B′ )φdσ

)
= LB′

(∫

G

L−1
B′ (aφ) dσ

)

=

∫

G

a φ dσ .

Here, we have used (14) with F = La.

3. The map φ 7→
∫
G
φdσ is also right A-linear because

(∫

G

φdσ

)
a = LB′

(∫

G

L−1
B′ φdσ

)
a = (LB′ ◦ Ra)

(∫

G

L−1
B′ φdσ

)

= LB′

(∫

G

(Ra ◦ L−1
B′ )φdσ

)
= LB′

(∫

G

L−1
B′ (φa) dσ

)

=

∫

G

φa dσ .

Here, we have used (14) with F = Ra.
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4. Using (14) with F = CON , we find that

(∫

G

φdσ

)c

=

(
LB′

(∫

G

L−1
B′ φdσ

))c

= (LB′ ◦ CON )

(∫

G

L−1
B′ φdσ

)

= LB′

(∫

G

(CON ◦ L−1
B′ )φdσ

)
= LB′

(∫

G

L−1
B′ (φ

c) dσ

)

=

∫

G

φc dσ .

5. Using the fact that LB′ : Rd+1 →M is an isometry, as well as inequality (15), we get

∥∥∥∥
∫

G

φdσ

∥∥∥∥ =

∥∥∥∥LB′

(∫

G

L−1
B′ φdσ

)∥∥∥∥ =

∥∥∥∥
∫

G

L−1
B′ φdσ

∥∥∥∥
Rd+1

≤
∫

G

‖L−1
B′ φ‖Rd+1 dσ =

∫

G

‖φ‖ dσ ,

as desired.

Lemma 3.10.

∥∥∥
∫
∂Bm+1(0,1) φ(w) |dow |

∥∥∥ ≤
∫
∂Bm+1(0,1) ‖φ(w)‖ |dow |.

Proof of Lemma 3.10. If we set, for all integrable functions φ0, . . . , φd : ∂Bm+1(0, 1) → R,

∫

∂Bm+1(0,1)

(φ0, . . . , φd) |dow | :=
(∫

∂Bm+1(0,1)

φ0 |dow|, . . . ,
∫

∂Bm+1(0,1)

φd |dow|
)

∈ Rd+1 ,

then
∫
∂Bm+1(0,1)

φ(w) |dow | = LB′

(∫
G
L−1
B′ ◦ φ |dow|

)
. The thesis can be proven with the same

technique used in the proof of Proposition 3.8.

Theorem 3.11 (Gauss). Assume A to be associative and fix a bounded domain G in the hyper-
complex subspace M of A, with a C 1 boundary ∂G. Then

∫

∂G

ψ dx∗φ =

∫

G

(
(ψ∂B)φ+ ψ (∂Bφ)

)
dσ

for any φ, ψ ∈ C 1(G,A).

Proof of Theorem 3.11. Using [22, Proposition A.1.12], we compute

d(ψ dx∗φ) = dψ ∧ (dx∗ φ) + ψ d(dx∗ φ) = dψ ∧ dx∗φ+ (−1)mψ dx∗ ∧ dφ .
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Now,

dψ ∧ dx∗ =

(
m∑

s=0

∂sψ dxs

)
∧
(

m∑

u=0

vu dx
∗
u

)

=

m∑

s,u=0

∂sψ vu dxs ∧ dx∗u =

m∑

s=0

∂sψ vs dxs ∧ dx∗s

=

m∑

s=0

∂sψ vs dσ = (ψ∂B) dσ ,

dx∗ ∧ dφ =

(
m∑

u=0

vu dx
∗
u

)
∧
(

m∑

s=0

∂sφdxs

)

=
m∑

u,s=0

vu ∂sφdx
∗
u ∧ dxs =

m∑

s=0

vs ∂sφdx
∗
s ∧ dxs

=
m∑

s=0

vs ∂sφ (−1)mdσ = (−1)m(∂Bφ) dσ ,

whence
d(ψ dx∗φ) = (ψ∂B) dσ φ+ ψ (∂Bφ) dσ =

(
(ψ∂B)φ+ ψ (∂Bφ)

)
dσ .

The thesis now immediately follows from Stokes’ theorem, [22, Theorem A.2.18].

Lemma 3.13. If we fix x ∈M , then the function

M \ {x} → A , y 7→ Em(y − x)

is both left- and right-monogenic with respect to B.

Proof of Lemma 3.13. Since the kernel of ∂B is invariant under composition with translations,

it suffices to prove that ∂BEm ≡ 0 ≡ Em∂B. Since ‖x‖m+1 = (
∑m

s=0 x
2
s)

m+1
2 , we find that

∂s(‖x‖−m−1xu) = −‖x‖−m−3(m+1)xsxu + ‖x‖−m−1δsu = ‖x‖−m−3(−(m+1)xsxu + δsu‖x‖2) .
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Therefore,

σm‖x‖m+3∂BEm(x) = ‖x‖m+3
m∑

s=0

vs ∂s(‖x‖−m−1xc)

=

m∑

s=0

vs ‖x‖m+3∂s(‖x‖−m−1x0)−
m∑

s=0

m∑

u=1

vsvu ‖x‖m+3∂s(‖x‖−m−1xu)

= −(m+ 1)

m∑

s=0

vsxsx0 + ‖x‖2 + (m+ 1)

m∑

s=0

m∑

u=1

vsvuxsxu −
m∑

u=1

v2u‖x‖2

= −(m+ 1)xx0 + (m+ 1)x
m∑

u=1

vuxu + (m+ 1)‖x‖2

= −(m+ 1)xxc + (m+ 1)‖x‖2
≡ 0 ,

σm‖x‖m+3(Em∂B)(x) = ‖x‖m+3
m∑

s=0

∂s(‖x‖−m−1xc) vs

=

m∑

s=0

‖x‖m+3∂s(‖x‖−m−1x0) vs −
m∑

s=0

m∑

u=1

‖x‖m+3∂s(‖x‖−m−1xu) vu vs

= −(m+ 1)
m∑

s=0

xsx0vs + ‖x‖2 + (m+ 1)
m∑

s=0

m∑

u=1

xsxuvuvs −
m∑

u=1

‖x‖2v2u

= −(m+ 1)x0x+ (m+ 1)

m∑

u=1

xuvux+ (m+ 1)‖x‖2

= −(m+ 1)xcx+ (m+ 1)‖x‖2
≡ 0 ,

as desired.

Theorem 3.14 (Borel-Pompeiu). Assume A to be associative and fix a bounded domain G in
the hypercomplex subspace M of A, with a C 1 boundary ∂G. If φ ∈ C 1(G,A), then

∫

∂G

Em(y − x) dy∗ φ(y)−
∫

G

Em(y − x) ∂Bφ(y) dσy =

{
φ(x) if x ∈ G
0 if x ∈M \G .

Proof of Theorem 3.14. If x ∈M\G, the thesis follows directly from Theorem 3.11 and Lemma 3.13.

We assume henceforth x ∈ G. For any ε > 0 such thatB
m+1

(x, ε) ⊂ G, setGε := G \Bm+1
(x, ε).

By Theorem 3.11 and by Lemma 3.13, we find that
∫

∂Gε

Em(y − x) dy∗ φ(y) =

∫

Gε

Em(y − x) ∂Bφ(y) dσy ,

whence
∫

∂Bm+1(x,ε)

Em(y − x) dy∗ φ(y)−
∫

Bm+1(x,ε)

Em(y − x) ∂Bφ(y) dσy

=

∫

∂G

Em(y − x) dy∗ φ(y) −
∫

G

Em(y − x) ∂Bφ(y) dσy .
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Now, for all w ∈ ∂Bm+1(0, 1) we have Em(εw) = σ−1
m ε−m+1(εw)c = ε−mEm(w). Moreover,

Remark 3.9 guarantees that dy∗ = εmw |dow|, where |dow| denotes the surface element of the
sphere ∂Bm+1(0, 1). Thus,

∫

∂Bm+1(x,ε)

Em(y − x) dy∗ φ(y) =

∫

∂Bm+1(0,1)

Em(w)w φ(x+ εw) |dow |

= σ−1
m

∫

∂Bm+1(0,1)

φ(x + εw) |dow | .

Since φ is continuous, we conclude that

lim
ε→0

∫

∂Bm+1(x,ε)

Em(y − x) dy∗ φ(y) = σ−1
m

∫

∂Bm+1(0,1)

|dow|φ(x) = φ(x) .

Another application of Remark 3.9 yields

lim
ε→0

∫

Bm+1(x,ε)

Em(y − x) ∂Bφ(y) dσy

= lim
ε→0

∫ ε

0

∫

∂Bm+1(0,1)

r−m Em(w) ∂Bφ(x + rw) |dow | rm dr

= σ−1
m lim

ε→0

∫ ε

0

∫

∂Bm+1(0,1)

wc ∂Bφ(x+ rw) |dow | dr

= 0

The thesis immediately follows.

Proposition 3.16 (Mean value property). Assume A to be associative and fix an open ball

Bm+1 = Bm+1(x,R) in the hypercomplex subspace M of A. If φ ∈ C 1(B
m+1

, A) is left-
monogenic with respect to B, then

φ(x) =
1

σm

∫

∂Bm+1(0,1)

φ(x +Rw) |dow | .

Proof of Proposition 3.16. Corollary 3.15 tells us that φ(x) =
∫
∂Bm+1(x,ε)Em(y − x) dy∗ φ(y).

Moreover, we already established, as a byproduct of the proof of Theorem 3.14, the equal-
ity

∫
∂Bm+1(x,ε)

Em(y − x) dy∗ φ(y) = σ−1
m

∫
∂Bm+1(0,1)

φ(x + εw) |dow | for all ε > 0 such that

B
m+1

(x, ε) ⊂ G.

Proofs of the results in Subsection 3.3

To prove the results of Subsection 3.3, several preliminary steps are needed.
The next remark recalls the definition of the Gegenbauer polynomials, see [22, Definition

9.22], and some of their properties, see [22, Proposition 9.23 and Proof of Theorem 9.24].

Remark 0.1. Fix µ ∈ R with µ > 0 and consider the sequence {Cµ
h}h∈N

of polynomial functions
[−1, 1] → R defined as

Cµ
h (t1) :=

h∑

n=⌊h
2 ⌋

(−µ
n

)(
n

2n− h

)
(−2t1)

2n−h .

For t1 ∈ [−1, 1] fixed, the real power series
∑

h∈N
Cµ

h (t1) t
h
2 centered at 0 in the variable t2 has

radius of convergence 1. Its sum is the function (−1, 1) → R , t2 7→
(
1− 2t1t2 + t22

)−µ
.
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We recall the following properties from [21, §8.930, 8.933, 8.935, 8.937] and [30, Theorem
7.33.1], valid for all µ > 0 and all h ∈ N.

• Cµ
0 (t1) ≡ 1, Cµ

1 (t1) = 2µt1 and hCµ
h (t1) = 2 (h+ µ− 1) t1 C

µ
h−1(t1)− (h+2µ− 2)Cµ

h−2(t1)
for all t1 ∈ [−1, 1].

• d
dt1
Cµ

h = 2µCµ+1
h−1 .

• max[−1,1] |Cµ
h | = Cµ

h (1) =
(
h+2µ−1

h

)
.

We will only be interested in the cases when µ = m−1
2 or µ = m+1

2 . For the latter case, we make
a useful remark.

Remark 0.2. Since m ∈ N, for h ∈ N the expression
(
h+m
h

)
=
(
h+m
m

)
= (h+m)(h+m−1)···(h+1)

m!
is polynomial of degree m in the variable h, with rational coefficients. It follows at once that

limh→+∞
(
h+m
m

) 1
h = 1.

We are now ready to prove an important technical lemma. We will use the temporary
notations ∂xs

and ∂xB :=
∑m

s=0 v
c
s ∂xs

, instead of the usual ∂s and ∂B :=
∑m

s=0 v
c
s ∂s, because two

variables x, y ∈M are considered.

Lemma 0.3. Let us define u : M → M by setting u(x) := x
‖x‖ = σ1E1(x

c) when x 6= 0, as well

as u(0) := 1. Assume m ≥ 2, set Λ := {(x, y) ∈M ×M : ‖x‖ < ‖y‖} and define Ah : Λ → R as

Ah(x, y) := C
m−1

2

h (〈u(x), u(y)〉) ‖x‖h .

Then, for all (x, y) ∈ Λ and all s ∈ {1, . . . ,m},

‖y − x‖−m+1 =
∑

h∈N

Ah(x, y) ‖y‖−m−h+1 ,

∂xB‖y − x‖−m+1 =
∑

k∈N

∂xBAk+1(x, y) ‖y‖−m−k ,

where both series converge normally in Λ. Moreover, for any k ∈ N:

1. Λ →M, (x, y) 7→ ∂xBAk+1(x, y) ‖y‖k+1 is a polynomial function, k-homogeneous in the real
variables x0, x1 . . . , xm and (k + 1)-homogeneous in the real variables y0, y1 . . . , ym;

2. ‖∂xBAk+1(x, y)‖ ≤
√
2 (m− 1)

(
k+m
m

)
‖x‖k for all (x, y) ∈ Λ.

Proof. We remark that x = ‖x‖ u(x) and that ‖u(x)‖ = 1 for all x ∈ M . For (x, y) ∈ Λ, by
Theorem 2.25,

‖y − x‖2 = ‖y‖2 − 2〈x, y〉+ ‖x‖2 = ‖y‖2
(
1− 2t1t2 + t22

)
,

where

t1 := 〈u(x), u(y)〉 ∈ [−1, 1], t2 :=
‖x‖
‖y‖ ∈ [0, 1) .

Thus,

‖y − x‖−m+1 = ‖y‖−m+1
(
1− 2t1t2 + t22

)−m+1
2 .
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Remark 0.1 guarantees that, for (x, y) ∈ Λ,

‖y − x‖−m+1 = ‖y‖−m+1
(
1− 2t1t2 + t22

)−m+1
2

= ‖y‖−m+1
∑

h∈N

C
m−1

2

h (t1) t
h
2

=
∑

h∈N

C
m−1

2

h (〈u(x), u(y)〉) ‖x‖h ‖y‖−m−h+1

=
∑

h∈N

Ah(x, y) ‖y‖−m−h+1 ,

where the series converges normally in Λ, for the following reason. Let T be a compact subset

of Λ and set ε := min(x,y)∈T ‖y‖ > 0, R := max(x,y)∈T
‖x‖
‖y‖ < 1: then

∣∣Ah(x, y) ‖y‖−m−h+1
∣∣ ≤

(
h+m− 2

h

)
‖x‖h ‖y‖−m−h+1 ≤

(
h+m− 2

m− 2

)
ε−m+1Rh

for all (x, y) ∈ T . Using Remark 0.2, the root test shows that the number series
∑

h∈N

max
(x,y)∈T

∣∣Ah(x, y) ‖y‖−m−h+1
∣∣

converges. Since the choice of T was arbitrary, we have proven normal convergence in Λ.
We now remark that A0 ≡ 1, that A1(x, y) ‖y‖ = 2m−1

2 〈u(x), u(y)〉 ‖x‖ ‖y‖ = (m− 1) 〈x, y〉
and that, for any h ∈ N,

Ah(x, y) ‖y‖h := C
m−1

2

h (〈u(x), u(y)〉) ‖x‖h ‖y‖h

=

⌊ h
2 ⌋∑

j=0

(
(−m+ 1)/2

h− j

)(
h− j

h− 2j

)
(−2〈u(x), u(y)〉)h−2j ‖x‖h ‖y‖h

=

⌊ h
2 ⌋∑

j=0

(
(−m+ 1)/2

h− j

)(
h− j

h− 2j

)
(−2〈x, y〉)h−2j ‖x‖2j ‖y‖2j

is an h-homogeneous polynomial map in the real variables x0, x1 . . . , xm and an h-homogeneous
polynomial map in the real variables y0, y1 . . . , ym.

For every s ∈ {1, . . . ,m}, we remark that ∂xs
A0 ≡ 0, that ∂xs

A1(x, y) ‖y‖ = (m−1) 〈vs, y〉 =
(m − 1) ys and that, for any k ∈ N, the function ∂xs

Ak+1(x, y) ‖y‖k+1 is a polynomial function
Λ → R, which is k-homogeneous in the real variables x0, x1 . . . , xm and (k + 1)-homogeneous in
the real variables y0, y1 . . . , ym. For the operator ∂xB :=

∑m
s=0 v

c
s ∂xs

, it follows that ∂xBA0 ≡ 0,
that ∂xBA1(x, y) ‖y‖ = (m − 1) yc and that, for any k ∈ N, the function ∂xBAk+1(x, y) ‖y‖k+1 is
a polynomial function Λ → M , which is k-homogeneous in the real variables x0, x1 . . . , xm and
(k + 1)-homogeneous in the real variables y0, y1 . . . , ym.

Let us now prove that, for s ∈ {1, . . . ,m}, the series
∑

k∈N
∂xs

Ak+1(x, y) ‖y‖−m−k and∑
k∈N

∂xBAk+1(x, y) ‖y‖−m−k converge normally in Λ: their sums will then automatically equal
∂xs

‖y − x‖−m+1 and ∂xB‖y − x‖−m+1, respectively. We first establish the equalities

∂xs
‖x‖k+1 =

k + 1

2
‖x‖k−1∂xs

x2s = (k + 1)xs ‖x‖k−1 ,

∂xs
〈u(x), u(y)〉 = ∂xs

(‖x‖−1〈x, u(y)〉) = −xs ‖x‖−3 〈x, u(y)〉+ ‖x‖−1 〈vs, u(y)〉
= (ys‖y‖−1 − xs ‖x‖−1 〈u(x), u(y)〉) ‖x‖−1 ,
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valid for all k ∈ N and all (x, y) ∈ Λ with x 6= 0. Then, for the same choices of k and (x, y), we
compute

∂xs
Ak+1(x, y) = ∂xs

(
C

m−1
2

k+1 (〈u(x), u(y)〉) ‖x‖k+1
)

=

(
d

dt1
C

m−1
2

k+1

)
(〈u(x), u(y)〉) (ys‖y‖−1 − xs ‖x‖−1 〈u(x), u(y)〉) ‖x‖k

+ C
m−1

2

k+1 (〈u(x), u(y)〉) (k + 1)xs ‖x‖k−1

=
(
(m− 1)C

m+1
2

k (〈u(x), u(y)〉) (ys‖y‖−1 − xs ‖x‖−1 〈u(x), u(y)〉)

+ (k + 1)C
m−1

2

k+1 (〈u(x), u(y)〉)xs ‖x‖−1
)
‖x‖k ∈ R ,

∂xBAk+1(x, y) =

m∑

s=0

vcs ∂xs
Ak+1(x, y)

=
(
(m− 1)C

m+1
2

k (〈u(x), u(y)〉)
(
u(y)− u(x) 〈u(x), u(y)〉

)

+ (k + 1)C
m−1

2

k+1 (〈u(x), u(y)〉)u(x)
)c

‖x‖k ∈M .

If k ≥ 1, we also have ∂xs
Ak+1(0, y) = 0 = ∂xBAk+1(0, y) for all y ∈M \ {0}. We point out that

u(x) is a unitary element of M and that u(y)− u(x) 〈u(x), u(y)〉 is the component orthogonal to
u(x) of the unitary vector u(y). Now, fix s ∈ {1, . . . ,m}. For all k ≥ 1 and all (x, y) ∈ Λ, we
obtain the estimate

|∂xs
Ak+1(x, y)| ≤ ‖∂xBAk+1(x, y)‖

≤
√
(m− 1)2

(
k +m

m

)2

+ (k + 1)2
(
k +m− 1

m− 2

)2

‖x‖k

≤
√
(m− 1)2 + (k + 1)2

m2(m− 1)2

(k +m)2(k + 1)2

(
k +m

m

)
‖x‖k

≤ (m− 1)

√
1 +

m2

(k +m)2

(
k +m

m

)
‖x‖k

≤
√
2 (m− 1)

(
k +m

m

)
‖x‖k .

This estimate is consistent with [1, Formula (11.12)], because
√
2(m−1) (k+m)(k+1)

m(m−1) =
√
2( 1

m
k2+

( 1
m

+ 1)k + 1) ≤ 2
√
2(k2 + 1) (as a consequence of the inequality k ≤ k2 and of our hypothesis

2 ≤ m). Additionally, we remark that ∂xBA1(x, y) = (m− 1)u(y)c has

|∂xs
Ak+1(x, y)| ≤ ‖∂xBA1(x, y)‖ = m− 1 ≤

√
2 (m− 1)

(
m

m

)
‖x‖0

for all (x, y) ∈ Λ. Recalling our previous choices of T , ε > 0 and R < 1, we conclude that the
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inequalities
∣∣∂xs

Ak+1(x, y) ‖y‖−m−k
∣∣ ≤

∥∥∂xBAk+1(x, y) ‖y‖−m−k
∥∥

≤
√
2 (m− 1)

(
k +m

m

)
‖x‖k ‖y‖−m−k

≤
√
2 (m− 1)

(
k +m

m

)
ε−mRk

hold true for all k ∈ N and all (x, y) ∈ T . Using Remark 0.2, the root test immediately shows
that the number series

∑

k∈N

max
(x,y)∈T

∣∣∂xs
Ak+1(x, y) ‖y‖−m−k

∣∣ ,
∑

k∈N

max
(x,y)∈T

∥∥∂xBAk+1(x, y) ‖y‖−m−k
∥∥

both converge. Since the choice of the compact subset T of Λ was arbitrary, we conclude that:
the real-valued series

∑
k∈N

∂xs
Ak+1(x, y) ‖y‖−m−k converges normally in Λ to the function

Λ → R, (x, y) 7→ ∂xs
‖y − x‖−m+1; the M -valued series

∑
k∈N

∂xBAk+1(x, y) ‖y‖−m−k converges
normally in Λ to the function Λ →M, (x, y) 7→ ∂xB‖y − x‖−m+1.

Our technical preparation allows us to finally prove Theorem 3.18.

Theorem 3.18. There exists a family
{
qk
}
k∈Nm, where, for |k| = k, qk : M \ {0} → M is a

(k + 1)-homogeneous polynomial function, such that

Em(y − x) =
1

σm

∑

k∈N

∑

|k|=k

PB
k
(x)

qk(y)

‖y‖m+2k+1

for all (x, y) ∈ Λ := {(x, y) ∈ M ×M : ‖x‖ < ‖y‖}. Here, the series converges normally in Λ
because ∥∥∥

∑

|k|=k

PB
k (x)

qk(y)

‖y‖m+2k+1

∥∥∥ ≤
√
2

(
k +m

m

)
‖x‖k ‖y‖−m−k .

In particular, Em(y−x) is a real analytic function in the real variables x0, x1 . . . , xm, y0, y1 . . . , ym.

Proof of Theorem 3.18. We first assume m ≥ 2. For fixed y ∈ M , we may apply the operator
∂xB :=

∑m
s=0 v

c
s ∂xs

to the function M \ {y} → R, x 7→ ‖y − x‖−m+1, to obtain

∂xB‖y − x‖−m+1 =

m∑

s=0

vcs ∂xs
‖y − x‖−m+1

= (m− 1) ‖y − x‖−m−1
m∑

s=0

vcs (ys − xs)

= (m− 1) ‖y − x‖−m−1 (y − x)c

= σm (m− 1)Em(y − x) .

By Lemma 0.3, if we define Pk : Λ →M as

Pk(x, y) := (m− 1)−1 (∂xBAk+1(x, y)) ‖y‖−m−k ,

then

Em(y − x) = σ−1
m (m− 1)−1 ∂xB‖y − x‖−m+1

= σ−1
m

∑

k∈N

Pk(x, y)
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for all (x, y) ∈ Λ. The convergence of the series is normal in Λ because

‖Pk(x, y)‖ ≤
√
2

(
k +m

m

)
‖x‖k ‖y‖−m−k

for all (x, y) ∈ Λ. Moreover, Lemma 0.3 guarantees that Pk(x, y) ‖y‖m+2k+1 is a polynomial
function, k-homogenous in x0, x1, . . . , xm and (k + 1)-homogeneous in y0, y1, . . . , ym, whence Pk

is real analytic.
If instead m = 1, then M is a plane and a ∗-subalgebra of A that is ∗-isomorphic to C. We

remark that

E1(y − x) =
1

σ1

yc − xc

‖y − x‖2 = σ−1
1 (y − x)−1 = σ−1

1 y−1
(
1− xy−1

)−1
=

1

σ1

∑

k∈N

Pk(x, y)

where Pk(x, y) := y−1(xy−1)k = xky−k−1 and where the series
∑

k∈N
Pk converges normally in

Λ because ‖Pk(x, y)‖ = ‖x‖k ‖y‖−k−1. Moreover, Pk(x, y) ‖y‖2k+2 = xk(yc)k+1 is a polynomial
function, k-homogenous in x0, x1 and (k + 1)-homogeneous in y0, y1.

Now take any m ∈ N \ {0}. We have proven, in particular that Λ → M, (x, y) 7→ Em(y −
x) =

∑
k∈N

Pk(x, y) is a real analytic function in the real variables x0, x1 . . . , xm, y0, y1 . . . , ym.
Now fix k ∈ N and y ∈ M \ {0}. By the uniqueness of the Taylor expansion of real analytic
functions, σ−1

m Pk(x, y) is the k-homogenous component of the Taylor expansion of the function
Bm+1(0, ‖y‖) →M, x 7→ Em(y− x), which is left-monogenic with respect to B by Lemma 3.13.
Let us prove that the function Bm+1(0, ‖y‖) → M, x 7→ Pk(x, y) is left-monogenic with respect
to B. Following [1, Lemma 11.3.3], for all h ∈ Nm+1 with |h| = k − 1, we remark that

0 ≡ ∇h

B0 = ∇h

B∂
x

BEm(y − x) = ∂
x

B∇h

BEm(y − x)

whence, comparing constant terms,

0 = ∂
x

B∇h

BPk(x, y) = ∇h

B∂
x

BPk(x, y) .

Since x 7→ ∂
x

BPk(x, y) is a (k−1)-homogeneous polynomial function and the last chain of equalities
is true for arbitrary h with |h| = k − 1, we conclude that ∂

x

BPk(x, y) ≡ 0, as desired.
By Proposition 3.6, for any y ∈M \ {0} there exists a finite sequence {ak(y)}|k|=k ⊂ A such

that
Pk(x, y) =

∑

|k|=k

PB
k
(x) ak(y)

for all x ∈ Bm+1(0, ‖y‖). Now, set qk :M \ {0} → A, y 7→ ak(y) ‖y‖m+2k+1 for all k ∈ Nm with
|k| = k, so that

Pk(x, y) ‖y‖m+2k+1 =
∑

|k|=k

PB
k
(x) ak(y) ‖y‖m+2k+1 =

∑

|k|=k

PB
k
(x) qk(y) .

We recall that Pk(x, y) ‖y‖m+2k+1 is a polynomial function Λ → M , which is k-homogenous in
x0, x1, . . . , xm and (k +1)-homogeneous in y0, y1, . . . , ym. For any k′ ∈ Nm with |k′| = k we can

apply the differential operator∇(0,k′)
B to x 7→ Pk(x, y) ‖y‖m+2k+1 and remark that the expression

∇(0,k′)
B (Pk(x, y) ‖y‖m+2k+1) =

∑

|k|=k

∇(0,k′)
B PB

k
(x) qk(y) = k′! qk′(y)

still defines a polynomial function Λ →M , now 0-homogenous in x0, x1, . . . , xm but still (k+1)-
homogeneous in y0, y1, . . . , ym. For the last equality, we applied Remark 3.4. We conclude,
as desired, that qk′ is a polynomial function M \ {0} → M , which is (k + 1)-homogeneous in
y0, y1, . . . , ym.
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Theorem 3.19 (Integral formula for ∇h

Bφ). Assume A to be associative. Fix a domain G in the
hypercomplex subspaceM of A and a function φ : G→ A that is left-monogenic with respect to B.
Then φ is harmonic with respect to B and real analytic. For every h ∈ Nm+1: the function ∇h

Bφ is
still left-monogenic with respect to B and real analytic; given any open ball Bm+1 = Bm+1(p,R)

whose closure B
m+1

is contained in G,

∇h

Bφ(x) = (−1)|h|
∫

∂Bm+1

(
∇h

BEm

)
(y − x) dy∗ φ(y)

for all x ∈ Bm+1; and, at the center p of the ball Bm+1,

‖∇h

Bφ(p)‖ ≤ Cm

R|h| max
∂Bm+1

‖φ‖ , Cm := σm ω2 max
∂Bm+1(0,1)

‖∇h

BEm‖ .

Proof of Theorem 3.19. Let us list some properties of the reproducing kernel Λ → M, (x, y) 7→
Em(y − x):

• it is left- and right-monogenic with respect to x and with respect to y by Lemma 3.13;

• it is real analytic by Theorem 3.18;

• for any h ∈ Nm+1, its h-partial derivative with respect to the variable x, which is the
map Λ → M, (x, y) 7→ (−1)|h|(∇h

BEm)(y − x), is still real analytic, as well as left- and
right-monogenic with respect to x and with respect to y (because ∇h

B commutes with ∂B).

For later use, let us also prove by induction on h ∈ Nm+1 the property that

ψh(x) := ‖x‖m+2|h|+1∇h

BEm(x)

is an (|h|+1)-homogeneous polynomial function. This property is clearly true for ∇(0,0,...,0)
B Em =

Em, since ‖x‖m+1Em(x) = 1
σm
xc. If the property is true for ∇h

BEm, then for h′ = h + ǫs we
compute

∇h
′

B Em(x) = ∂s∇h

BEm(x) = ∂s
ψh(x)

‖x‖m+2|h|+1
=

‖x‖2∂sψh(x) − (m+ 2|h|+ 1)xsψh(x)

‖x‖m+2|h|+3
.

Since m+ 2|h|+ 3 = m+ 2|h′|+ 1, the property is also true for ∇h
′

B Em. The induction step is
therefore complete.

Now fix h ∈ Nm+1 and an open ball Bm+1 = Bm+1(p,R) whose closure B
m+1

is contained
in G. Recall that Corollary 3.15 provides the integral formula

φ(x) =

∫

∂Bm+1

Em(y − x) dy∗ φ(y) ,

valid for all x ∈ Bm+1. From the listed properties, we see that ∇h

Bφ exists in Bm+1, that

∇h

Bφ(x) =

∫

∂Bm+1

(−1)|h|(∇h

BEm)(y − x) dy∗ φ(y)

for all x ∈ Bm+1 and that ∇h

Bφ is left-monogenic in Bm+1. Since the choice of h and Bm+1 was
arbitrary, in particular φ ∈ C 2(G,A). An application of Remark 2.38 now proves that φ : G→ A
is harmonic with respect to B and real analytic.
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Let us now prove the inequality appearing in the statement. For w ∈ ∂Bm+1(0, 1) and for
y = p + Rw, it follows from the first part of the proof that (∇h

BEm)(y − p) = ∇h

BEm(Rw) =
R−m−|h|∇h

BEm(w). Using Remark 3.9, we compute ∇h

BEm at the center p of Bm+1 as

∇h

Bφ(p) = (−1)|h|
∫

∂Bm+1

(∇h

BEm)(y − p) dy∗ φ(y)

= (−1)|h|
∫

∂Bm+1(0,1)

R−m−|h|(∇h

BEm)(w)Rm w φ(p+ Rw) |dow|

= (−R)−|h|
∫

∂Bm+1(0,1)

(∇h

BEm)(w)w φ(p+Rw) |dow | .

Using Lemma 3.10, we find that

‖∇h

Bφ(p)‖ ≤ R−|h|
∫

∂Bm+1(0,1)

‖∇h

BEm(w)w φ(p+Rw)‖ |dow|

≤ R−|h| · max
w∈∂Bm+1(0,1)

‖∇h

BEm(w)w φ(p+Rw)‖ ·
∫

∂Bm+1(0,1)

|dow|

≤ R−|h| ω · max
w∈∂Bm+1(0,1)

‖∇h

BEm(w)‖ · max
w∈∂Bm+1

‖wφ(w)‖ · σm

= R−|h| σm ω2 · max
∂Bm+1(0,1)

‖∇h

BEm‖ · max
∂Bm+1

‖φ‖ ,

as desired. For the third and fourth inequalities, we applied Remark 2.27 along with the fact
that ∇h

BEm takes values in M .

Theorem 3.21 (Maximum Modulus Principle). Assume A to be associative. Fix a domain G
in the hypercomplex subspace M of A and a function φ : G → A, left-monogenic with respect to
B. If the function ‖φ‖ : G→ R has a global maximum point in G, then φ is constant in G.

Proof of Theorem 3.21. Let µ := supG ‖φ‖. Our hypothesis is that µ is finite and that µ =
maxG ‖φ‖. We will first prove that ‖φ‖ ≡ µ in G, then prove that φ itself is constant.

Using the continuity of ‖φ‖ and our hypothesis, we see that the level set L := {x ∈ G :
‖φ(x)‖ = µ} is a nonempty closed subset of G. Moreover, this level set L must be open: for
every x such that ‖φ(x)‖ = µ and every R > 0 such that Bm+1 := Bm+1(x,R) ⊆ G, we can prove
that Bm+1 is contained in L. Indeed, for any r with 0 < r < R, if there existed w ∈ ∂Bm+1(0, 1)
such that ‖φ(x + rw)‖ < µ (whence a spherical cap in ∂Bm+1(0, 1) where the same inequality
holds true), then the Mean Value Property 3.16 would yield ‖φ(x)‖ < µ. Since L is a nonempty
closed and open subset of the connected set G, we conclude that L = G. In other words, ‖φ‖ ≡ µ
in G.

Let us express φ as φ =
∑d

u=0 φuvu with respect to the basis B′ = {v0, v1, . . . , vd} of A. We
know from Theorem 3.19 that ∆Bφ ≡ 0 and conclude that ∆Bφu ≡ 0 for each u ∈ {0, . . . , d}.
Moreover, the equality ‖φ‖2 ≡ µ2 reads as

∑d
u=0 φ

2
u ≡ µ2. For each s ∈ {0, . . . ,m}, by applying

∂s to both hands of the equality, we find 2
∑d

u=0 φu∂sφu ≡ 0. Repeating the operation, we find

that 2
∑d

u=0

(
(∂sφu)

2 + φu∂
2
sφu

)
≡ 0. Thus,

0 ≡
d∑

u=0

(
m∑

s=0

(∂sφu)
2 + φu∆Bφu

)
=

d∑

u=0

m∑

s=0

(∂sφu)
2 .

It follows that ∂sφu ≡ 0 for all s ∈ {0, . . . ,m} and all u ∈ {0, . . . , d}, whence φ is constant.
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Proofs of the results in Subsection 3.4

Theorem 3.22 (Series expansion). Assume A to be associative. Fix a domain G in the hyper-
complex subspace M of A and a function φ : G→ A that is left-monogenic with respect to B. In
every open ball Bm+1(p,R) contained in G, the following series expansion is valid:

φ(x) =
∑

k∈N

∑

|k|=k

PB
k
(x− p) ak , ak =

1

k!
∇(0,k)

B φ(p) .

Here, the series converges normally in Bm+1(p,R) because

max
‖x−p‖≤r1

∥∥∥
∑

|k|=k

PB
k
(x− p) ak

∥∥∥ ≤ ω2
√
2

(
k +m

m

) (
r1
r2

)k

max
‖y−p‖=r2

‖φ(y)‖

whenever 0 < r1 < r2 < R.

Proof of Theorem 3.22. Let us fix an open ball Bm+1(p,R) contained in G. Since the kernel of
∂B is invariant under composition with translations, we may assume without loss of generality

p = 0. Pick any r with 0 < r < R and set Bm+1 := Bm+1(p, r), which has B
m+1 ⊂ G. Using

Corollary 3.15 and Theorem 3.18, we see that

φ(x) =

∫

∂Bm+1

Em(y − x) dy∗ φ(y)

=
1

σm

∫

∂Bm+1

(∑

k∈N

∑

|k|=k

PB
k (x)

qk(y)

‖y‖m+2k+1

)
dy∗ φ(y)

=
∑

k∈N

∑

|k|=k

PB
k
(x) ak

for all x ∈ Bm+1, where

ak :=
1

σm

∫

∂Bm+1

qk(y)

‖y‖m+2k+1
dy∗ φ(y) .

In the previous chain of equalities: the last equality is true, and the series
∑

k∈N

∑
|k|=k PB

k
ak

converges normally in Bm+1, because of the following argument. For all w ∈ ∂Bm+1(0, 1), we
recall that qk(rw) = r|k|+1qk(w). Using Remark 3.9, we compute

∑

|k|=k

PB
k
(x) ak =

∑

|k|=k

PB
k
(x)

1

σm

∫

∂Bm+1

qk(y)

‖y‖m+2k+1
dy∗ φ(y)

=
1

σm

∫

∂Bm+1

∑

|k|=k

PB
k (x)

qk(y)

‖y‖m+2k+1
dy∗ φ(y)

=
1

σm

∫

∂Bm+1(0,1)

∑

|k|=k

PB
k
(x)

qk(w)

rk
w φ(rw) |dow |

for all x ∈ Bm+1. Take any r1 with 0 < r1 < r, set C := B
m+1

(0, r1) and T := C × ∂Bm+1 ⊂
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Λ = {(x, y) ∈M ×M : ‖x‖ < ‖y‖}. Using Lemma 3.10, we remark:

max
x∈C

∥∥∥
∑

|k|=k

PB
k
(x) ak

∥∥∥ ≤ 1

σm

∫

∂Bm+1(0,1)

max
x∈C

∥∥∥
∑

|k|=k

PB
k
(x)

qk(w)

rk
wφ(rw)

∥∥∥ |dow|

≤ 1

σm
· max
(x,rw)∈T

∥∥∥
∑

|k|=k

PB
k (x)

qk(w)

rk
wφ(rw)

∥∥∥ ·
∫

∂Bm+1(0,1)

|dow|

= max
(x,rw)∈T

∥∥∥
∑

|k|=k

PB
k (x)

qk(w)

rk
w φ(rw)

∥∥∥

≤ ω · max
(x,rw)∈T

∥∥∥
∑

|k|=k

PB
k
(x)

qk(w)

rk

∥∥∥ · max
w∈∂Bm+1

‖wφ(w)‖

≤ ω2 · max
(x,y)∈T

∥∥∥
∑

|k|=k

PB
k (x)

qk(y)

r2k+1

∥∥∥ · max
∂Bm+1

‖φ‖

≤ ω2 ·
√
2

(
k +m

m

)
max

(x,y)∈T

(
‖x‖k ‖y‖−k

)
· max
∂Bm+1

‖φ‖

= ω2
√
2

(
k +m

m

) (r1
r

)k
max

∂Bm+1
‖φ‖ .

Here, we first used Remark 2.27, along with the fact that
∑

|k|=k PB
k
(x) qk(w)

rk
takes values in M ,

then Theorem 3.18. Remark 0.2 and the root test show that the number series
∑

k∈N

max
x∈C

∥∥∥
∑

|k|=k

PB
k
(x) ak

∥∥∥

converges. For any r1 with 0 < r1 < R, it is possible to choose r2 such that 0 < r1 < r2 < R.
Thus, the series

∑
k∈N

∑
|k|=k PB

k
(x) ak converges normally in Bm+1(0, R), as desired.

We are left with proving that ak = 1
k!∇

(0,k)
B φ(p) for all k ∈ Nm. Fix k′ ∈ Nm: Theorem 3.19

guarantees that ∇(0,k′)
B φ exists and is still left-monogenic with respect to B, as well as real an-

alytic. By the first part of the proof, there exists a sequence {a′
k
}k∈Nm ⊂ A such that ∇(0,k′)

B φ
expands throughout Bm+1(0, R) into the normally convergent series

∑
k∈N

∑
|k|=k PB

k
(x) a′

k
. In

particular, a′(0,...,0) = ∇(0,k′)
B φ(0). By the uniqueness of the Taylor expansions of real ana-

lytic functions, a′(0,...,0) can be obtained by applying ∇(0,k′)
B to the |k′|-homogenous component∑

|k|=|k′|PB
k
(x) ak of the expansion φ(x) =

∑
k∈N

∑
|k|=k PB

k
(x) ak. Therefore,

a′(0,...,0) ≡ ∇(0,k′)
B

∑

|k|=|k′|
PB
k
(x) ak

=
∑

|k|=|k′|
∇(0,k′)

B PB
k (x) ak

≡ k′! ak′ ,

where the last equality follows from Remark 3.4. Thus, ak′ =
a′
(0,...,0)

k′! = 1
k′!∇

(0,k′)
B φ(0), as

desired.

Theorem 3.23 (Identity Principle). Assume A to be associative. Fix a domain G in the hy-
percomplex subspace M of A and functions φ, ψ : G → A that are left-monogenic with respect
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to B. If G contains a set of Hausdorff dimension n ≥ m where φ and ψ coincide, then φ = ψ
throughout G.

Proof of Theorem 3.23. Let S denote the set of all points of G ⊆M where φ and ψ coincide, i.e,
the zero set of χ := φ− ψ. Seeking a contradiction, we assume that neither the equality S = G
nor the inequality dimR(S) < m hold true. Since dimR(M) = m+1 and since χ is a real analytic
function, it follows that dimR(S) = m and that there exists an open ball Bm+1 ⊆ M such that
S ∩Bm+1 is a real analytic hypersurface of Bm+1. We will prove that the zero set of χ includes
an open ball, thus reaching a contradiction with our hypotheses.

Taking into account Theorem 3.22, which provides a series expansion of χ centered at any

p ∈ G with coefficients { 1
k!∇

(0,k)
B χ(p)}k∈Nm , it suffices to prove that ∇h

Bχ vanishes identically in
S ∩Bm+1 for all h ∈ Nm+1. We do so by induction on |h|. The induction basis is the fact that χ
vanishes identically in S∩Bm+1. The induction step from h to h+1 consists in assuming ∇h

Bχ to

vanish in S ∩Bm+1 for all h ∈ Nm+1 with |h| = h and proving that ∇h
′

B χ vanishes in S ∩Bm+1

for all h′ ∈ Nm+1 with |h′| = h + 1. This is the same as proving that, for any h ∈ Nm+1 with
|h| = h and any p ∈ S ∩Bm+1, the vector

w :=




(∂0∇h

Bχ)(p)
(∂1∇h

Bχ)(p)
...

(∂m∇h

Bχ)(p)


 ∈ Am+1

is the zero vector. Since ∇h

Bχ vanishes identically on the hypersurface S ∩Bm+1, there exists an
m× (m+ 1) matrix A of rank m, with entries in R ⊂ A, such that Aw = 0 ∈ Am. Thus, there
exist n ∈ {0, . . . ,m} and c0, . . . , cm ∈ R (with cn = 1) such that

w =




c0
c1
...
cm


 (∂n∇h

Bχ)(p) .

Now, since ∇h

Bχ is still left-monogenic,

0 = (∂B∇h

Bχ)(p) =
m∑

s=0

vs(∂s∇h

Bχ)(p) =

(
m∑

s=0

vscs

)
(∂n∇h

Bχ)(p) .

Now,
∑m

s=0 vscs belongs to M and is not zero because cn = 1. We conclude that
∑m

s=0 vscs is
not a left zero divisor in A and that (∂n∇h

Bχ)(p) = 0. Thus, w is the zero vector in Am+1, as
desired.
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