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We investigate the conduction mechanisms of nitronyl-nitroxide molecular radicals, as useful for8

the creation of nanoscopic molecular spintronic devices, finding that it does not correspond to9

standard Mott behaviour, as previously postulated. We provide a complete investigation using10

transport measurements, low-energy, sub-THz spectroscopy and introducing differently-substituted11

phenyl appendages. We show that a non-trivial surface-charge limited regime is present in addition12

to the standard low-voltage ohmic conductance. Scaling analysis allows determining all the main13

transport parameters for the compounds, and highlights the presence of charge trapping effects.14

Comparison among the different compounds shows the relevance of intermolecular stacking between15

the aromatic ring of the phenyl appendix and the NIT motif in the creation of useful electron16

transport channels. The importance of intermolecular pathways is further highlighted by electronic17

structure calculations, which clarify the nature of the electronic channels and their effect on the18

Mott character of the compounds.19

PACS numbers: 75.50.Xx, 72.20.-i, 72.80.Le, 73., 78.20

I. INTRODUCTION21

Molecular magnetic materials offer a particularly rich22

experimental ground,1 where sophisticated effects can23

be observed with particular clarity and tuned by the24

means of molecular synthetic chemistry.2–7 They have25

allowed, for example the observation of magnetic quan-26

tum tunnelling,8–11 Berry phase interference,12 and per-27

mit controlling the spin degrees of freedom by light13–20
28

or via other external stimuli.21–25 Recent work has high-29

lighted in particular the relevance of molecular magnetic30

materials for spintronics.26 A new area, described as31

molecular spintronics,27–34 has arisen, where the molec-32

ular magnetic properties can be used to tune the trans-33

port properties of electronic devices. This approach has34

different advantages: the chemical tunability of the mag-35

netic molecules allows precise manipulation of the prop-36

erties of spintronic systems, the electronic channels can37

be tuned by using rational chemical design, and the cre-38

ated molecules can be integrated into nanoelectronic de-39

vices, such as those formed by graphene35–38 and carbon40

nanotubes,39–42 or onto functional surfaces.43–47
41

In this picture stable organic radicals constitute42

an appealing class of compounds because they pos-43

sess unpaired electrons, while being completely organic,44

and they are attracting rapidly-increasing attention for45

molecular spintronics,48–50 switchable devices51–54 and46

batteries.55–62 For all these purposes radicals are now be-47

ing integrated into functional nanostructures,63–66 where48

their spin and electric properties can be exploited.67
49

Moreover, organic radicals have attracted attention,50

since the early days of molecular magnetism, as pos-51

sible constituents for purely organic ferro-magnets,68
52

or for the creation of molecular magnetic coordination53

compounds,69–74 including single molecule magnets and54

single chain magnets.69 The study of the conduction55

mechanisms in bulk radicals is thus important as a com-56

parison for nanostructured systems and for future inves-57

tigations on radical-based molecular spintronics.58

Electrically, organic radicals are usually classified as59

Mott insulators,75 because of the strong on-site Coulomb60

repulsions that hinder charge transport, despite the61

presence of singly-occupied molecular orbitals. At the62

same time, in-depth investigations have shown the pres-63

ence of several intermolecular interaction channels, some-64

times strong enough to transmit very sizeable magnetic65

interactions.76 As the magnetic interaction is mediated66

by the electronic states of the molecules, these channels67

could, in principle, also be used to facilitate electronic68

transport in the material. Other transport channels, such69

as space charge limited (SCL) currents,77–80 could be-70

come relevant for the conduction of such systems, and71

the possible presence of charge traps81–84 also remain to72

be clarified. The identification of these elements and the73

possible rationalization of the structure-properties rela-74

tion would be of fundamental importance for the design75

and development of spintronic nanodevices that rely on76

radicals.77

Here we investigate the conduction properties of molec-78

ular radicals of the nitronyl nitroxide (NIT-R) family85,86
79

that contain an aromatic R appendage attached to the80

NIT group, by a combination of theoretical modeling,81

very low- energy (sub-THz) and high-voltage transport82

measurements, as never attempted before. We show that83

the systems do not follow the standard Mott behaviour84

considered so far, and, present characteristic channels85

that can be tuned chemically and can be exploited in86

perspective nanoscale devices.87
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II. EXPERIMENTAL METHODOLOGY1

We chose to investigate a family of NIT-R radicals2

containing different aromatic -R groups, with the NIT3

moiety possessing also oxidized and reduced forms that4

are stable at room temperature85 (Figure 1a,b). NIT-5

R radicals contain a single spin centre delocalized over6

two N-O groups and the carbon atom in between, which7

also links to the peripheral -R functionality. They were8

chosen because they are interesting for organic switches9

and produced electronic devices with both p and n10

behaviours.87,88 Combined with tetrathiafulvalene moi-11

eties, they also showed conductive behaviour sensitive to12

the external magnetic field.89 The materials that we in-13

vestigate here have a more insulating character than the14

tetrathiafulvalene-based compounds, and can thus be in-15

tegrated into memristive and neuromorphic logic devices.16

We can then tune the packing of the molecules by us-17

ing different -R groups. In this way we obtain radicals18

with different levels of bulkiness and aromaticity, and19

all radicals investigated are shown in Figure 1b. This20

is particularly appealing to create electronic channels in21

the material, such as the one reported in Figure 1c for22

NIT-PhOMe.23

All syntheses were performed as described in the sup-24

plementary material.90 Briefly, the NIT-R were prepared25

according to the published method by Ullman91,92 and,26

after purification via column chromatography and recrys-27

tallization, single crystals suitable for X-Ray diffraction28

were obtained. The structural data are reported in the29

supplementary material90 and show the presence of a va-30

riety of intermolecular channels, as useful for the pur-31

poses of the present investigation. No incorporation of32

solvents in the structure was ever observed.3334

The transport characteristics were measured using a35

two-point-probe setup and were always repeated for sev-36

eral crystals of each compound, so as to ensure the re-37

producibility and check the variability among different38

crystal qualities and batches (see Table III and S.I.90
39

for details). The typical observed characteristics are40

reported in Figure 2a for crystals of all NIT-R com-41

pound. All curves clearly show a linear and a non-linear42

response at low and high voltages respectively. Both43

regimes are roughly symmetrically placed around zero44

voltage, with the residual asymmetries being attributable45

to non-perfect contacts. The linear response observed at46

low voltages in all curves can be assigned to ohmic be-47

haviour, with measured resistances that fall in the tens of48

TΩ range, about six orders of magnitude higher than in49

tetrathiafulvalene-based NIT-R derivatives.89 At higher50

voltages, in the non-linear region, resistances are in the51

1-0.1 TΩ range, indicating the presence of different, less52

conventional, transport channel.53

The use of different sweep rates for the source-54

drain voltage leads to a hysteretic behaviour for the55

fastest sweep rates, as often observed in organic56

semiconductors,93 that produce devices with high capac-57

itances. Such effects can be minimized by decreasing the58
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FIG. 1. (Color online) (a) Schematic representation of the
general structure of the nitronyl-nitroxyde (NIT-R) radicals,
showing the different oxidation states, available at room tem-
perature, and the reduction/oxidation processes from the pris-
tine neutral form. (b) Schematic representation of the five
radicals investigated, with the corresponding acronyms below.
(c) Crystal structure of radical NIT-PhOMe, with the cylin-
ders highlighting the presence of overlap between the elec-
tronic clouds of aromatic appendages and the NIT moiety.
Carbon is represented in black, oxygen in red, nitrogen in
blue and hydrogen atoms are omitted for the sake of clarity.

sweep rate, as shown in Figure 2b, where we plot the de-59

pendence of the I vs Vsd curves on the voltage sweep rate60

of Vsd. In all the following measurements such capacitive61

effects were minimized by sweeping Vsd slower than 0.262

V/s.63

Very low energy sub-THz spectroscopy is a power-64

ful tool to investigate the electronic properties of low-65

conducting materials, and affords an excellent way to66

extract the dielectric constant and information on the67

minimum mobility, µmin (see section III). In this tech-68

nique, depicted in Figure 3a the surfaces of the pellets69

act as the mirrors of a Fabry-Perot resonator, so that70

interference effects produced by multiple reflections at71

the boundaries lead to an alternating transmission that72

depends on the wavelength, the sample thickness and73

the complex refractive index of the compound itself.94
74

In this low-energy range of the spectrum the real part75

of the optical dielectric constant, ε1, coincides with the76

DC relative permittivity of the material (i.e. εr in Equa-77

tion 2 below) and valuable information on the conduction78

processes can be obtained.95,96 Assuming, as commonly79

done, that the frequency, ω, dependence of the dielectric80

constants is negligible, we obtain the ε1 and ε2 values81

shown in Table I.8283
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TABLE I. Values of ε1 and ε2 as extracted from sub-THz
measurements for the NIT-R radicals. ε1 values are obtained
by averaging between 2 and 300K, while the ε2 ones refer to
250 K (see text).

NIT-R ε1 ε2

NIT-PhBr 2.9±0.2 6.7±0.2 · 10−2

NIT-PhOMe 2.8±0.1 2.9±0.2 · 10−2

NIT-PhOtBu 2.79±0.06 3.95±0.05 · 10−2

NIT-Py 2.61±0.07 8.18±0.05 · 10−2

The transmission spectra for the analyzed compounds1

(Figure 3b), as obtained at a temperature of 10K by di-2

viding the spectrum of the pellet by that of the sources3

(acquired at exactly the same conditions), contain a su-4

perposition of two oscillations. The spectra are devoid5

of absorptions, except for the NIT-Py radical that shows6

a vibronic excitation at 20 cm−1. Contrarily to expec-7

tations for a Mott insulator, the overall transmission de-8

creases with increasing wavenumber, owing to the non-9

vanishing value of ε2 (Table I). This is another hint for10

different transport channel within these compounds, and11

this aspect will be further discussed in Section IV. The12

different transmittivities observed are to be ascribed to13

different ε2 values and pellet thicknesses.14

The temperature, T , and ω dependences of the re-15

sponse of the radicals always show two regions (see 3c16

for the behaviour of NIT-PhOMe, taken as a typical ex-17

ample): a low-T region (from 5 to 50K), where no tem-18

perature evolution of the absorption is observed, and a19

T > 50K region, where the transmission signal decreases20

with increasing T . We observe that ε2 is always relatively21

small, with a clear increase on increasing T due to the22

higher out-of-phase response of thermally-generated free23

charge carriers. On the contrary, ε1 shows no T depen-24

dence within our experimental error and varies for the25

different NIT-R radicals between 2.6 and 3 (Table I). All26

NIT-R compounds show roughly the same ε1 value, often27

within our experimental error, and that this defines the28

range of values to be typically expected for such materi-29

als.3031

III. EXTRACTION OF THE TRANSPORT32

PARAMETERS33

For each system we can define a threshold voltage Vc,34

between the ohmic regime and non-linear one (Table II).35

Below Vc the density of thermally-generated free carriers36

inside the crystal is dominant with respect to the injected37

charge carriers. The behaviour is hence given by Ohm’s38

law, which, neglecting diffusive contributions to the cur-39

rent, provides the current density:40

JΩ =
IΩ
W

= enthµ0
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FIG. 2. (Color online) (a) Room temperature I-Vsd charac-
teristic curves resulting from averaging on multiple sets of
measurements collected on NIT-PhBr (green down triangles),
NIT-PhOMe (blue circles), NIT-PhOtBu (red squares), NIT-
PhOPh (black diamonds), and NIT-Py (violet up triangles).
(b) Dependence of the I vs Vsd curves on the sweep rate of
the bias voltage, as acquired for the NIT-PhOMe radical. De-
creasing the sweep rate capacitive effects can be minimized
as can be seen from the narrowing gap between forward and
backward sweeps and decreased zero-voltage residual current.

where the subscript Ω denotes the ohmic regime, e is41

the electron charge, nth is the thermal-equilibrium car-42

rier density, W and L are the width and the length of the43

electronic channel, respectively, and µ0 the charge carrier44

mobility at low electric fields. From the linear regime in45

the I vs V curves we can then evaluate the sheet resis-46

tance RS = VΩIΩ
−1WL−1 where we take W=20 µm as47

the tip diameter contacting the crystal and L= 400 µm48

is the distance between the tips for each crystal. For all49

substituents -R attached to the NIT-R radical, we obtain50

high RS values (in the TΩ range, Table II) and this al-51

ready provides important information on the transport52

mechanism present in the NIT-R family: the high sheet53

resistances indicate localized transport processes being54

dominant over delocalized ones. In order to corroborate55
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FIG. 3. (Color online) (a) Scheme of the THz spectrometer
used for the measurements (left) and scheme of the multi-
ple internal reflections within the sample, leading to Fabry-
Perot interferences (right). (b) Transmission spectra in the
3-23 cm−1 range, as measured for the NIT-R compounds on
pellets at T=10 K. (c) Temperature and frequency depen-
dence of the transmission spectra of NIT-PhOMe in the 3-
23 cm−1 and 10-300 K ranges. A vertical logarithmic scale is
used for clarity.

this observation, the carrier mobility, which can be de-1

rived from the measurements as shown below, is a useful2

parameter to start distinguishing between the different3

possible transport mechanisms. The boundary between4

delocalized and localized transport processes, i.e. be-5

tween band and hopping transport is commonly consid-6

ered at charge carrier mobilities in the range of 0.1-17

cm2V −1s−1.81,84 For all NIT-Rs, extremely low mobil-8

ities in the order of 10−3 to 10−6 cm2V −1s−1 are ob-9

tained, indicating that inter-molecular hopping transport10

is dominant (Figure 1a).111213

The non-linear behaviour at high voltages is more in-14
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FIG. 4. (Color online) (a) Schematic representation of the
different conduction regimes available for the NIT-R radi-
cals. The ohmic regime, present at low voltages, gives way,
at higher voltages, to surface charge limited transport with
possible trap effects. The effects of exponentially-distributed
(violet) and localized-energy (red) traps are also shown (b)
Schematic depiction of the different types of traps available
for NIT-R systems, with the localized traps (red lines) and
energetically-distributed traps (violet curve) placed between
the valence and conduction bands of the system.

triguing: insulating crystals,97 organic semiconductors15

(both in crystalline98 and film81,83 forms) and even semi-16

conducting nanowires99–101 may display complex trans-17

port phenomena such as space-charge limited (SCL)18

currents.102 SCL transport arises when the contacts to19

the electron reservoirs are ohmic and the material is not20

a good conductor, so that at high voltages an excess of21

free carriers is injected into the material in the vicinity22

of the contact. In this situation, the current through the23

material is no longer limited by its resistance, but by the24

accumulated space charge, which clogs the conductance25

channel. As a result, SCL currents allow the investi-26

gation of many intrinsic properties of the material that27

are not easily available in the standard ohmic regime,28

such as charge carrier mobility, thermal-equilibrium car-29

rier concentration and charge trap densities (Figure 4).30

For NIT-Rs, due to both the high resistance of the bulk31

material and the contact geometry, the systems will fol-32

low surface SCL currents, rather than bulk SCL.77 The33
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main characteristic of SCL currents is the presence of a1

non-injection-limited regime after the ohmic regime, i.e.2

above the crossover voltage Vc, where I is proportional3

to AV 2, with a proportionality constant A that depends4

on the contact geometry. In our case, where two electric5

probing tips contact the molecular crystal at the same6

crystal surface, the relationship for surface SCL currents7

is:77
8

ISCL =
2

π

µminε0εrW

L2
V 2 (2)

where εr is the dielectric constant of the material and9

µmin is the minimum carrier mobility, which includes the10

contact quality and the presence of traps in the electron11

channel.12

Variations in the contact and channel characteristics13

can influence the absolute current values in this regime,14

generating sensible crystal-to-crystal variability. Small15

curve asymmetries for positive and negative voltages are16

also consistent with these effects, and are usually ascribed17

to different hole and electron trapping potentials. This18

variability can be taken in account by performing a sta-19

tistical analysis on the slope of the I versus V curves,20

which is related to the conduction mechanisms and is21

independent on the absolute value of the resistivity. A22

common way to identify the presence of SCL currents23

is by plotting the linear conductance G=I/V vs V in a24

log-log plot, which will yield a straight horizontal line for25

the ohmic regime, and a sudden increase in conductivity26

once the SCL regime triggers. All NIT-Rs show this be-27

haviour (Figure 5a), whatever R, clearly highlighting the28

presence of SCL currents.29

We can now combine the optical and transport mea-30

surements to obtain information on the minimum31

mobility (µmin) as, at the ω used, the extracted ε1 co-32

incides with εr in Equation 2. It should be noticed that33

all NIT-R show roughly the same ε1 value, and that vari-34

ations much larger than those observed in the series do35

not introduce important variations in the extracted µmin.36

Thus the ε1 of NIT-PhOPh can be safely considered to37

be, for our purposes, 2.8±0.2. We can thus extract µmin38

for all compounds, using W=20 µm and L=400 µm as39

before (Table II) and can be seen that strongly depends40

on the radical substituent, with NIT-PhBr exhibiting the41

highest one, followed by NIT-PhOMe and NIT-PhOPh.42

Eventually the lowest mobilities belong to NIT-PhOtBu43

and NIT-Py, which show very similar conductivities, at44

the limit of our detection range. Information on the45

conduction mechanisms can be extracted from the volt-46

age threshold, Vc, between the ohmic and SCL regimes,47

where we have IΩ=ISCL and thus we can evaluate the48

thermal-equilibrium carrier density at the crystal surface49

by:50

nth =
2

π

ε0εr
e

Vc
L

(3)

To extract the threshold voltages we can plot the cur-51

rent in both the ohmic and the SCL regimes in a double52
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FIG. 5. (Color online) (a) Bi-logarithmic plot of the volt-
age dependence of the conductance for all NIT-R compounds,
showing the constant value for lower voltages, connected
to the ohmic regime, and the raising in conductance at
higher voltages, where SCL effects become dominant. (b)
Bi-logarithmic plots of the current vs source-drain voltage
characteristic curves for the different NIT-R compounds. The
dashed and continuous lines show the fitting for the Ohmic
and SCL regimes, respectively (see Table II and Figure 6 for
the results). The crossover voltages Vc, as obtained from the
intersection of the two regimes, are also highlighted with ver-
tical lines.

logarithmic plot (Figure 5b-f) and then fit the curves53

with the function I=GiV
η, where the i index stands for54

the ohmic (i=Ω) or charge-limited (i=SCL) regions and55

the exponent η varies between the two regimes. Vc is56

then obtained from the intercept between the fits of the57

high and low voltage regions. In order to account for58

the variability among the different sample geometries and59
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TABLE II. Minimum mobility µmin, surface thermal carrier density nth, sheet resistance RS , crossover voltage Vc, Ohmic
conductance and fitting exponent (GΩ and ηΩ), charge-limited parameters GSCL and ηSCL and low-field mobility µ0 for the
different NIT-R radicals, as extracted from the optical and transport measurements.

NIT-R µmin nth(2D) RS Vc
a GΩ

a ηΩ
a GSCL

a ηSCL
a µ0

[cm2V−1s−1] [1013 m−2] [TΩ] [V] [fS] [fSVη−1] [cm2V−1s−1]

NIT-PhBr 3.0±0.5 · 10−2 1.0±0.5 0.9±0.3 40±20 55±10 0.9±0.3 6.3±0.9 1.5±0.1 6±4 · 10−3

NIT-PhOMeb 4±3 · 10−3 4.2±0.8 2.2±0.3 170±30 23±3 1.2±0.1 0.9± 0.6 1.7±0.1 7±1 · 10−4

NIT-PhOtBu 7±4 · 10−4 17±2 75±4 510±40 0.89±0.03 0.9±0.3 0.2±0.1 1.5±0.3 5.0±0.5 · 10−6

NIT-PhOPh 6±3 · 10−3 3±1 3±1 130±40 18±8 1.1±0.2 1.2±0.7 2.0±0.3 7±4 · 10−4

NIT-Py 1.4±0.9 · 10−4 0.9±0.4 5±3 60±30 6±3 0.9±0.5 1±0.9 · 10−2 2.1±0.3 1.4±0.9 · 10−3

a Errors represent the widths of the statistical distributions
b Values refer to ε1=2.8±0.2, see text
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FIG. 6. (Color online) (a) Example of fitting of the different
regimes for a number of measurements performed on NIT-
PhOMe, allowing the statistical analysis of the conduction
regimes. Details about data sets in Table III. The result-
ing distribution of the exponents, as obtained for the low-
voltage (blue diamonds) and high-voltage (red dots) regimes
are shown in: b) for NIT-PhBr; c) for NIT-PhOMe; d) for
NIT-PhOtBu; e) for NIT-PhOPh; f) for NIT-Py. No-count
points are shown for clarity and solid lines correspond to gaus-
sian fits (values in Table II).

measurements, a statistical analysis was performed by ac-1

quiring several sets of measurements for each compound2

on different crystals (see supplement information90), and3

performing the fitting procedures on all of them (Figure4

6a shows a small subset of measurements). The result-5

ing statistical analysis provided a gaussian distribution6

for each exponent, as shown in Figure 6, from which the7

TABLE III. Specifications on the number of measurements
used for statistical analysis. Several I-V cycles were performed
on the indicated number of crystals. It should be noticed that
each curve contributed four points to our analysis, for forward
and backward sweeps at positive and negative voltages.

NIT-R Total I-V curves Number of Crystals

NIT-PhBr 15 2

NIT-PhOMe 23 3

NIT-PhOtBu 27 2

NIT-PhOPh 45 3

NIT-Py 5 1

values provided in Table II were extracted. All com-8

pounds with the higher mobilities show a value of the9

SCL exponent slightly below the predicted value of 2,10

while the two systems with the lowest conductance and11

the least efficient intermolecular channels provide exactly12

2, within experimental error. These compounds also dis-13

play a wider dispersion of behaviours, with a few cases14

showing exponents up to 3. This effect is actually to15

be linked to a more limited experimental accuracy, pro-16

duced by the presence of other mechanisms, such as traps17

(see Section V) and the limited voltage range between18

VC and the breakdown voltage of the crystals. All com-19

pounds show an effective thermal carrier density in the20

order of 1013 m−2 at the crystal surface, with only a small21

dependence on the -R group observable, in perfect com-22

patibility with the expected variability in the quality of23

the crystal-electrodes contacts.24

IV. MODELING OF THE TRANSPORT25

In a pure Mott insulator the main parameter that in-26

fluences the conductance is the charging energy needed27

to add an electron to a neutral molecule. For the NIT-28

R systems the main parameter are the distance between29

the upper and lower Hubbard bands and the energy dis-30

tances of the singly-occupied molecular orbital (SOMO31
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FIG. 7. (Color Online) Left: Calculated DOS for NIT-PhOMe
showing the different densities close to EF and charge den-
sity maps obtained by projecting in real space the states in
different energy intervals, as highlighted by the shaded areas.
Right: Charge densitity maps obtained for NIT-PhOMe by
projecting in real space the states around EF (bottom panel)
and around 2 eV (upper panels).

or α-HOMO) and the lowest unoccupied molecular or-1

bital (LUMO) from the highest occupied molecular or-2

bital (HOMO).103 To gain insight into these parameters,3

we performed numerical calculations with full geome-4

try optimizations of the NIT-Rs carried out using the5

density functional theory method (DFT) at the B3LYP6

level.104 All atoms were assigned a 6-311++G** basis7

set and calculations were performed with Spartan14 pro-8

gram packages.105 The results (Table IV) show that the9

energy differences between the three orbitals are identi-10

cal for all compounds except for NIT-Py, which is only11

a little higher. This is in good agreement with our es-12

timation of the number of carriers nth (Table II) but is13

not enough to explain the large conductivity differences,14

indicating that the main limiting factor is not the molec-15

ular charging energy itself, but the intermolecular barrier16

that has to be overcome for the transport process to oc-17

cur. As such barriers are much more sensitive to the18

molecular arrangement in the bulk and the steric of the19

-R substituents can thus become an important factor.20

Insight on this intermolecular conduction path can21

be obtained theoretically by DFT calculations on the22

crystal structure of the NIT-PhOMe system, which has23

a smaller unit cell compared to the others, contain-24

ing only four molecular units, and can thus be treated25

with reasonable computing power. For these electronic26

structure calculations we employed the Vienna ab ini-27

tio simulation package (VASP),106–109 using the projec-28

tor augmented-wave (PAW) pseudopotentials110 and the29

Perdew-Burke-Ernzerhof generalized gradient approxi-30

mation (PBE-GGA).111
31

The energy cutoff for the plane wave basis set was put32

at 400 eV and the first Brillouin zone was sampled with33

a 7x7x7 Monkhorst-Pack k-points mesh.112 The resulting34

TABLE IV. Calculated energy distances of the SOMO and
LUMO orbitals from the HOMO, crystallographic distances
and tilting angles between the aromatic components of adja-
cent molecules, for the different NIT-R compounds.

NIT-R SOMO [eV] LUMO [eV] r [Å] angle [°]
NIT-PhBr 0.7 3.6 4.760 4.08

NIT-PhOMe 0.4 3.3 4.332 33.23

NIT-PhOtBu 0.6 3.5 5.911 56.15

NIT-PhOPh 0.5 3.4 n.a. n.a.

NIT-Py 0.3 3.3 5.895 43.13

orbitals, as depicted in real space (figure 7, right), show a35

fragmented structure, with no clear conduction path. On36

the contrary the orbitals above the Fermi energy show a37

delocalization of the states. Analysis as a function of the38

strength of the on-site interaction U in a DFT+U ap-39

proach revealed that no bandgap is opened at the Fermi40

level even for U up to 6 eV. Such levels of interaction41

did not qualitatively change the density of states of the42

radicals at all, indicating that the charge transport does43

not follow the standard mechanisms of a Mott insulator.44

On the contrary, analysis of the charge density maps, as45

obtained by projecting in real space all states belonging46

to specific energy intervals shows the localized character-47

istic of the states around EF and the delocalized conduc-48

tion channels of the states between 1.5 and 2.5 eV. These49

numerical results thus support the idea that NIT-Rs do50

not completely behave as Mott insulators: instead they51

sport a minor density of states around the Fermi energy,52

which can be easily filled, so that conduction electrons53

must then be injected at much higher energies.54

We can experimentally verify this hypothesis by vary-55

ing the intermolecular channel via the different -R groups56

in the systems. π-stacking interactions between each aro-57

matic phenyl group of the -R appendages and the NIT58

group of the neighbouring molecule, as depicted in Fig-59

ure 1c for NIT-PhOMe, is found in all compounds, but60

with very considerable differences. Radicals with bulky61

-R substituents that hinder intermolecular interactions,62

lead to intermolecular distances along the channel and63

tilting angles (taken between the planes of the phenyl64

ring and of the five-membered heterocycle of the NIT65

group) that deviate considerably from the standard π-66

stacking values (Table IV). We can observe that systems67

with the larger distances between the stacking aromatic68

groups display indeed lower conductances. The effect is69

particularly clearcut in NIT-PhOtBu and NIT-Py, where70

the large tilt between the two planes produces a disrup-71

tion of the stacking pattern and extremely low conduc-72

tances. These structural trends confirm that the conduc-73

tance is not simply limited by a Mott mechanism, but is74

assisted by a developed intermolecular electron channel.75

By applying high voltages we can thus inject electrons76

into the material which can diffuse through it exploiting77

these overlapping channels. It should be noticed that the78
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 NIT-PhBr
 NIT-PhOMe
 NIT-PhOtBu
 NIT-Py

0 100 200 300

FIG. 8. (Color online) Temperature dependence of the log-
arithm of the optical ε2 value, for NIT-PhBr (green trian-
gles), NIT-PhOMe (blue dots), NIT-PhOtBu (red squares)
and NIT-Py (violet triangles), as determined from the fitting
of the sub-THz spectra. Solid lines correspond to fits with
the expected behavior for small polarons and low-temperature
residual conductivity, as described in the text.

orbital overlaps we consider here are between neighbour-1

ing molecules, and are not intramolecular ones (Figure 7,2

right).3

These conclusions are also corroborated by the T de-4

pendence of ε2, whose logarithm is reported in Fig-5

ure 8. The optical ε2, at low photon frequencies ω,6

is directly related to the mobility of the carriers µ by7

the relation ε2=Aµ (with the proportionality constant94
8

A=ω/(4eπnth)). The data do not scale as expected for9

Mott-insulators90, and can only be reproduced, for all10

NIT-R, by considering hopping of small polarons113 in11

the Holstein model. The low-T minimum, clearly present12

for all NIT-R, can be understood in the framework of13

transport theories of electron hopping among molecules14

assisted by vibrational effects modulating the electronic15

channel.84,113,114 According to these models the electron16

mobility should first decrease, on lowering T , because of17

the progressive decrease of available vibrational modes18

that assist the hopping, as indeed observed (Figure 8)19

down to T ≈ 30K. The analytical form for the mobility:20

µpol =
π1/2ea2J2e

− Wp
2kBT

h̄(2Wp)1/2(kBT )3/2
(4)

relies on the lattice constant a of the crystal in which21

the small polaron occurs, the polaron interaction poten-22

tial J and the thermal activation energy for hopping Wp,23

given by half the small-polaron binding energy. All the24

extracted polaron energies are in the order of 0.4 eV,25

about the magnitude of the HOMO-SOMO distance, and26

comparable to the energies expected from the DFT cal-27

culations to reach the delocalized electron channel, con-28

firming, again, the relevance of this non Mott-like inter-29

molecular channel.30

10
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NIT-PhOMe

log(V/V)
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FIG. 9. (Color online) (a) Example of the presence of dis-
tributed traps within the SOMO-LUMO gap, as observed on
a bilogaritmic plot. The black lines represent the exponents
that indicate the conductivity regime of each part of the curve.
Over Vt = 500 V the effect of distributed traps is clearly vis-
ible as explained in the text. (b) Examples of localized traps
for NIT-Py (top) and NIT-PhOMe (bottom).

Below 30 K an increase of ε2 is typically observed. This31

cannot be accounted by simple hopping, and such obser-32

vations are typically ascribed to the effects of polaron33

tunneling and residual band-like conductivity, again in34

agreement with the aforementioned DFT calculations.35

To account for these effects we can add two terms to36

Equation 4, accounting for the tunneling and the band-37

like conductance:38

µLT = µtun+µBL =
ea2

h̄γkBT

[γ
π
ξ
] 1

2

e(−2γξ) +dT−n (5)

where ξ=csch
(

Wp

2γkBT

)
, γ is a measure the strength of the39

electron phonon coupling and n is an empirical exponen-40

tial describing the band-like processes. The expression41

reproduces well all curves for all NIT-R radicals down to42

2 K, and the γ term is always found to be between 2 and43

3, which still indicates a relatively weak electron-phonon44

coupling, even though higher than many organic semi-45

conductors. In all cases we could not reproduce the data46

with the tunneling term µtun alone, without including47

the power-law dependence of µBL. This confirms again48

the very important role of the intermolecular interaction49

channels.50

V. TRAP EFFECTS51

Trap states and additional conduction paths can be-52

come relevant at higher voltages.115,116 Figure 9 shows53

examples of the very appreciable deviations from the54

purely quadratic I vs V dependence that can be ob-55
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served. Both experiments81 and theory117,118 indicate1

that surface traps can strongly influence the SCL regime2

of molecular crystals, with traps often created at the3

crystal-contact interface and at defective molecular sites.4

In the present case we can identify two main trapping5

mechanism (Figure 9). The first type of traps pro-6

duces an exponential distribution of trap states below the7

LUMO, described by119 ρt(E)=(δt/Et)exp(E/Et) where8

δt is the trap density, Et the characteristic trap depth9

and E the energy relative to the conduction or valence10

band. These traps are gradually filled, leading to a cur-11

rent that increases faster than quadratic following the12

expression:119
13

I ∝ V m+1/d2m+1 (6)

where m is given by m=Et/kBT > 1 and d is the thick-14

ness of the sample. As the resulting current only depends15

on the trap depth, but is independent of the device ge-16

ometry, a power law dependence of the I vs V charac-17

teristics with such a behaviour can be regarded as indi-18

cation for trap-limited SCL processes. Exponentially-19

distributed traps can explain the deviations from the20

quadratic I vs V behaviour wherever η > 2 is observed,21

as, for example, in NIT-Py in Figure 9. Anyway, the22

NIT-R systems show far better agreement with the ideal23

SCL regime than most other molecular conductors, pos-24

sibly due to the low energy of the traps and the sur-25

face SCL mechanism: for example in AlQ3, values of26

6< m <10 have been found, with trap energies Et=0.1527

eV.120,121 As the present theoretical background for dis-28

tributed traps considers neither hopping transport nor29

surface conductance,122 the behaviour is best modeled by30

introducing a field-dependent mobility, without consider-31

ing a theoretically-derived distribution of traps and char-32

acteristic temperatures, as already employed for AlQ333

and PPV devices.123,124 We can then assume the mobil-34

ity to depend on the electric field E via the Poole-Frenkel35

mechanism:117
36

µ(E) = µ0exp

(
e3/2

kBT

√
E

πε0εr

)
(7)

where µ0 is the low-field mobility.81 With the previously-37

extracted thermal charge carrier density we can so cal-38

culate µ0 with Equation 1 and substitute µmin by the39

Poole-Frenkel mobility µ(E) in Equation 7. The result-40

ing I vs V dependence can be used to describe the super-41

quadratic behaviour at higher voltages that some of the42

compounds show (see Figure 9a). Higher distributed trap43

densities in the proximity of the electrodes are likely re-44

sponsible for the underestimated currents close to Vc and45

any remaining sweep rate-independent discrepancies be-46

tween the forward and backward sweeps (Figure 2).47

The second kind of traps that can be observed are lo-48

calized electron traps, energetically located deep in the49

band-gap of the material.81 In NIT-R systems these traps50

can take the form of locally-altered molecules, oxidized51

or reduced single molecules or chemically-defective re-52

gions, which can arise, for example, by the presence of53

the amino-nitroxide side product radical in the crystalline54

NIT-R. Two examples of such traps are shown in Fig-55

ure 9b, with clear signatures of vertical jumps at the56

so-called trap-filling voltage Vtfl, above which transport57

is in the so-called trap-filled limit and continues to follow58

the quadratic voltage dependence. In the case of surface59

SCL currents, traps are filled by the injected charge at:60

VTFL =
π

4ε0εr
eLδd (8)

from which the trap density per unit surface area, δd61

can be evaluated (the subscript d denotes deep-traps, lo-62

cated at several times kBT from the valence band). This63

is also visible from the current jumps due to trap fill-64

ing, which would be absent for a dense distribution of65

traps close to the conduction band. The presence of such66

deep traps, which are typically filled close to 0.4 eV, is67

typical of systems with very wide band-gaps, and would68

match with a gap width close to the 3 eV as previously69

discussed. The observed densities of localized traps are70

ca. δd=3.5±0.3 · 1010 cm2, which agrees with known den-71

sities in organic conductors125–129 and, in particular, to72

those of rubrene crystals.130
73

VI. CONCLUSIONS74

In conclusion we have shown that, contrarily to what75

conjectured up to now, the widespread compounds of76

the NIT-R class do not behave as typical Mott insu-77

lators when -R is aromatic, owing to interactions be-78

tween the π electronic cloud of the phenyl appendix and79

the delocalized NIT motif. These results are fundamen-80

tal for the creation of spintronic nanodevices based on81

NIT-R radicals and allow using chemical design to tune82

the conduction properties of these materials. The space-83

charge limited currents and strong trap effects here ev-84

idenced for the first time will be fundamental for the85

design of any nanoscale devices based on such materi-86

als, and in particular for latch memory, field-effect and87

spintronic devices.131–138 The observed mobilities fall in88

the correct range for the creation of memristive devices,89

where charge-limiting effects can be desirable to create90

nanometer-scale logic units. Such effects, which have un-91

til now been ignored, will thus be of fundamental impor-92

tance for proposed molecular switching devices13 at the93

nanoscale.94

In this paper we have also set a methodological95

standard for the investigation of the conduction regimes96

of low-conductive magnetic compounds,96 by providing a97

unique combination of optical measurements at sub-THz98

frequencies, transport data and numerical calculations.99

The results will constitute the experimental and the-100

oretical backbone for the study of electron transport101

in NIT-R-based complexes,96 which are attracting102

particular interest for their slow-relaxing behaviour69
103
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and the possibility of controlling them with light.13
1
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