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Abstract

We prove the existence of a compact, finite dimensional, global attrac-
tor for a coupled PDE system comprising a nonlinearly damped semilin-
ear wave equation and a nonlinear system of thermoelastic plate equa-
tions, without any mechanical (viscous or structural) dissipation in the
plate component. The plate dynamics is modelled following Berger’s
approach; we investigate both cases when rotational inertia is included
into the model and when it is not. A major part in the proof is played
by an estimate—known as stabilizability estimate—which shows that
the difference of any two trajectories can be exponentially stabilized
to zero, modulo a compact perturbation. In particular, this inequality
yields bounds for the attractor’s fractal dimension which are indepen-
dent of two key parameters, namely γ and κ, the former related to
the presence of rotational inertia in the plate model and the latter to
the coupling terms. Finally, we show the upper semi-continuity of the
attractor with respect to these parameters.
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1 Introduction

A structural acoustic interaction can be modelled by a coupled system of
partial differential equations (PDE) comprising (i) an equation describing
acoustic waves in a given two or three dimensional chamber and (ii) an elastic
(beam, plate, or shell) equation describing the vibrations of a (flexible) part
of the chamber’s wall; see, e.g., [27] or [19]. The interaction takes place on the
boundary between the acoustic medium and the structure. The problem is
thus described by a mathematical model which couples two (or more) partial
differential equations, possibly of different character, the former defined on
an n-dimensional manifold and the latter on an (n − 1)-dimensional one,
respectively.

Spurred on by engineering applications in aerospace industry, linear and
nonlinear structural acoustic models have recently received novel attention,
bringing about new developments (mainly, but not only) in the field of math-
ematical control theory. Various theoretical issues pertaining to these com-
posite PDE systems have been explored so far, such as well-posedness, inte-
rior and boundary regularity, controllability, stabilization, and optimization;
see, e.g., the monograph [21].

Because of their physical motivation, structural acoustic models which
include thermal effects in the vibrating wall have been the subject of recent
research as well. In particular, the study of the uniform stability properties
of structural acoustic models with thermoelastic wall in the case of a single
equilibrium may be found in the papers [22, 23, 24, 26]; see also [29] for the
case when the chamber is the half-space R

3
+.

In this paper, we consider a nonlinear structural acoustic model which in-
cludes thermal effects and does not contain any mechanical dissipation in the
plate component. Accordingly, the PDE system displays an additional cou-
pling of the elastic equation with a heat equation. The precise mathematical
description of the problem is given below; see (1.1). It is our aim to inves-
tigate the long-term behaviour (t → ∞) of problem (1.1). More precisely,
the following questions are addressed: (i) well-posedness, i.e. existence and
uniqueness of the solution as well as continuous dependence on the initial
data; (ii) existence of a compact global attractor and its structure; (iii) finite
dimensionality and other properties of the attractor.

We recall that depending on whether rotational moments are included
into the model, the thermal component brings about a ‘predominantly hy-
perbolic’ or parabolic character in the overall thermoelastic system. The
present analysis takes in both cases (which correspond to either γ > 0 or
γ = 0 in the elastic equation of system (1.1) below, respectively). In addi-
tion, it will be shown that the size and the dimension of the global attractor
are uniformly bounded with respect to the parameter γ, as well as to the
‘coupling’ parameter κ (where κ = 0 corresponds to the case of the uncou-
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pled wave equation and thermoelastic system).
Let us make some preliminary historical and bibliographical remarks.

Bounds for the size of the attractor which are uniform with respect to the pa-
rameter γ (rotational inertia) were first obtained in [9] for a linearly damped
von Karman plates equation. Later, uniform bounds for the size—and also
the dimension—of the attractor were establised in [17] for a thermoelastic
von Karman model, in the absence of mechanical dissipation. Inspired by
the work of [17], we aim to establish similar uniformity properties for the
attractor of the PDE system under investigation, still without including any
type of dissipation in the plate component. As we shall see later, in doing
so we adapt some techniques developed in [17]. It should be observed that
the complex scenario described above, that is (i) no mechanical dissipation
is present, and (ii) the cases γ = 0 and γ > 0 (analytic vs non analytic case)
are treated at once, was first considered by the authors of [2] in the study of
the uniform stability problem for a (linear) system of thermoelasticity. (See
also [3] and [1].)

Before introducing the PDE model and giving a more detailed descrip-
tion of the paper’s contributions, some further comments are in order. The
theory of infinite-dimensional dynamical systems is rich and beautiful and
has extensive applications. It is of course difficult to do justice to the richness
of the subject, and we shall just mention the very good references—for both
the general theory and the many applications—[4] and [32]; see also [10], [18].
It should however be observed that the results achieved in the present pa-
per benefit also from methods and tools pertaining to control theory, which
only very recently gave rise to significant progress in the asymptotic analy-
sis of hyperbolic (hyperbolic-like) dynamics with nonlinear dissipation; see
[14]. In this paper, we bring forward some new techniques developed in [14]
for second order evolutionary equations and in [17] for thermoelastic plate
equations. The technical steps will include, in particular: (i) proving a ba-
sic inequality which allow to reconstruct the energy of the system from the
thermal and wave dissipation (see Proposition 4.1), and (ii) deriving a sub-
sequent key estimate (Proposition 6.1), referred to in the recent literature
as stabilizability inequality, since it is reminiscent of the ones that occurr in
uniform stabilization problems. This kind of estimates has been originally
derived in different contexts for the study of dissipative wave dynamics; see
[12, 13, 14, 16]. (See also [15] for von Karman plates, [8] for a composite
wave-plate system and [17] for the thermoelastic von Karman model).

The PDE system under investigation is described as follows. Let Ω ⊂ R
n

be an open bounded domain, n = 2, 3, with boundary ∂Ω =: Γ = Γ0 ∪ Γ1

comprising two open (in the induced topology), connected, disjoint parts Γ0

and Γ1 of positive measure. We assume that either Ω is sufficiently smooth
(e.g., Γ ∈ C2) or else Ω is convex. Γ0 is flat and is referred to as the elastic
wall, whose dynamics is described by a thermoelastic Berger plate (n = 3)
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or beam (n = 2) equation; for details on Berger model in the isothermal case
we refer to [10, Chap. 4] and to the literature quoted therein. The acoustic
medium in the chamber Ω is described by a semilinear wave equation in the
variable z, while v denotes the vertical displacement of the plate (or beam).
Then, we consider the following coupled PDE system




ztt + g(zt)−∆z + f(z) = 0 in Ω× (0, T )

∂z

∂ν
= 0 on Γ1 × (0, T )

∂z

∂ν
= ακvt on Γ0 × (0, T )

vtt − γ∆vtt +∆2v +
[
Q−

∫

Γ0

|∇v(x, t)|2dx
]
∆v

+ βκzt|Γ0
+∆θ = p0 in Γ0 × (0, T )

v = ∆v = 0 on ∂Γ0 × (0, T )

θt −∆θ −∆vt = 0 in Γ0 × (0, T )

θ = 0 on ∂Γ0 × (0, T ) ,
(1.1)

supplemented with initial data




z(0, ·) = z0 , zt(0, ·) = z1 in Ω

v(0, ·) = v0 , vt(0, ·) = v1 in Γ0

θ(0, ·) = θ0 in Γ0 .

(1.2)

In the above system, g(s) is a non-decreasing function describing the dissi-
pation which may affect the wave component of the system, while the term
f(z) represents a nonlinear force; ν is the outer normal vector, α and β are
positive constants; the parameter 0 ≤ κ ≤ 1 has been introduced in order to
cover also the case of non-interacting wave and plate equations (κ = 0). The
boundary term βκzt|Γ0

describes the acoustic pressure. The real parameter
Q describes in-plane forces applied to the plate, while p0 ∈ L2(Ω) represents
transversal forces. The parameter γ ∈ [0, 1] describes the rotational inertia
of the plate filaments.

We begin our discussion of the long-time behaviour of the initial/boundary
value problem (1.1)–(1.2) with the preliminary study of its well-posedness.
We shall see that well-posedness follows by general results pertaining to dif-
ferential equations driven by (locally) Lipschitz perturbations of maximal
monotone operators.

Our first main result, Theorem 3.2, states the existence of a global at-
tractor for problem (1.1) under rather general conditions on the nonlinear
functions g and f ; see Assumption 3.1. Since the dynamical system is gra-
dient, the main issue to be explored is the asymptotic compactness of the
corresponding semi-flow. In turn, to show this property we use an idea due
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to Khanmamedov [20] in the form suggested in [15] (see also [14, Sect. 2.1]
and Proposition 5.1 below).

The subsequent main result, Theorem 3.4, concerns the dimension and
smoothness of the global attractor. It requires additional hypotheses on the
growth of the damping function g and the nonlinear force f ; see Assump-
tion 3.3. In view of the new ideas and techniques developed in [14], the
principal part of Theorem 3.4’s proof is the aforementioned stabilizability
estimate; see Proposition 6.1. Indeed, this kind of inequalities—which are
obtained by using energy methods and are inspired by the ones used to show
uniform stability of linear and nonlinear PDE problems—have become a fun-
damental tool in the study of finite dimensionality and smoothness of global
attractors (see, e.g., [13], [17] and [8]). It should be emphasized that not
only these inequalities do not follow from any general abstract result, but
their derivation strongly depends on the specific model under investigation.
In particular, achieving them in the present case requires a non trivial mod-
ification of the techniques used in the isothermal case ([8]) as well as in the
case of a thermoelastic von Karman plate model ([17]). This is accomplished
in Lemma 6.2.

It is worth observing that so far global dynamics (i.e. with non-trivial
attractors) of nonlinear structural acoustic models with multiple equilibria
as (1.1) have been studied only in the isothermal case; see [8]. We also
note that in the case κ = 0—when the wave equation and the thermoelastic
system decouple—our main results yield Corollary 3.7 in [8] for the wave
component and new results for the thermoelastic Berger model.

Finally, it is important to emphasize that the stabilizability estimate
shown in Proposition 6.1 is uniform with respect to the parameters γ, κ ∈
[0, 1]. This enables us to prove that the size and the dimension of the attrac-
tor admit bounds which are independent of γ and κ. This in turn naturally
yields a third result (namely, Theorem 3.7) showing upper semi-continuity
of the attractor with respect to the parameters γ and κ. In particular, this
semi-continuity property holds in the singular limit γ → 0, when the ther-
moelastic component of (1.1) changes character. See Remark 3.8 for more
details. For a general discussion about the continuity properties of attractors
with respect to parameters, see [28] and its references.

We conclude this Introduction by summarizing the contents of the pa-
per’s various sections. In Section 2 we introduce the essential elements of the
abstract set-up for problem (1.1), and we mainly discuss its well-posedness.
The proof of the corresponding result, that is Theorem 2.3, is outlined in the
Appendix. Section 3 contains the statement of all our main results, namely
(i) Theorem 3.2 which asserts the existence of a compact global attractor for
system (1.1), then (ii) Theorem 3.4, which describes the attractor’s dimen-
sion and smoothness, along with their Corollaries 3.5 and 3.6, and finally
(iii) Theorem 3.7 concerning the upper semi-continuity of the attractor with
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respect to the parameters γ and κ. In Section 4 we show a preliminary in-
equality which constitutes a first step for the proofs of both Theorems 3.2
and 3.4. Section 5 is mainly concerned with the asymptotic compactness
of the dynamical system generated by (1.1), as this is the core of the proof
of Theorem 3.2. In Section 6 we derive the soughtafter stabilizability esti-
mate, in view of the novel and much challenging inequalities established in
Lemma 6.2. The proofs of Theorem 3.4 and Theorem 3.7 are finally given
in Section 7.

2 Preliminaries

The notation below is largely standard within the literature. For the reader’s
convenience, we just recall that the symbols ||·||O and (·, ·)O denote the norm
and the inner product in L2(O). The subscripts in (·, ·)O and || · ||O will be
often omitted when apparent from the context. We denote || · ||σ,O the norm
in the L2-based Sobolev space Hσ(O). Here we will have either O = Ω or
O = Γ0. We also denote by Hσ

0 (O) the closure of C∞
0 (Ω) in Hσ(O).

2.1 Basic assumption

We shall impose the following basic assumptions on the nonlinear functions
g and f which influence the wave component of the system.

Assumption 2.1. • g ∈ C(R) is a non-decreasing function, g(0) = 0,
and there exists a constant C > 0 such that

|g(s)| ≤ C (1 + |s|p) , s ∈ R, (2.1)

where 1 ≤ p ≤ 5 when n = 3, while 1 ≤ p <∞ for n = 2.

• f ∈ Liploc(R), and there exists a positive constant M such that

|f(s1)− f(s2)| ≤M (1 + |s1|
q + |s2|

q) |s1 − s2| for s1, s2 ∈ R , (2.2)

where q ≤ 2 when n = 3, and q < ∞ for n = 2. Moreover, the
following dissipativity condition holds true:

µ :=
1

2
lim inf
|s|→∞

f(s)

s
> 0 . (2.3)

• p0 ∈ L2(Γ0).

Notice that the growth of both the nonlinearity (‘source’) f and the
damping g affecting the wave component are allowed to be critical (see, e.g.,
[13, 14] for a discussion on this issue).
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2.2 Abstract formulation

To study the dynamics of the PDE problem (1.1)–(1.2), it is useful to recast
it as an abstract evolution in an appropriate Hilbert space. The operators
and spaces needed for this abstract set-up are the following. Let A : D(A) ⊂
L2(Ω) → L2(Ω) be the positive self-adjoint operator defined by

Ah = −∆h+ µh , D(A) =
{
h ∈ H2(Ω) :

∂h

∂ν

∣∣∣
Γ
= 0

}
;

where µ > 0 is given by (2.3). Next, let N0 be the Neumann map from
L2(Γ0) to L2(Ω), defined by

ψ = N0φ⇐⇒
{
(−∆+ µ)ψ = 0 in Ω ;

∂ψ

∂ν

∣∣∣
Γ0

= φ ,
∂ψ

∂ν

∣∣∣
Γ1

= 0
}
.

It will be used that

A3/4−ǫN0 continuous : L2(Γ0) → L2(Ω) , (2.4)

which readily follows from the well known (see, e.g., [25]) regularity property

N0 continuous : L2(Γ0) → H3/2(Ω) ⊂ D(A3/4−ǫ), ǫ > 0 .

It is also worth recalling the trace result

N∗
0Ah = h|Γ0

for h ∈ D(A) , (2.5)

which can be extended by continuity to all h ∈ H1(Ω).
Regarding the plate model, let us introduce A : D(A) ⊂ L2(Γ0) →

L2(Γ0) as the positive, self-adjoint operator defined by

Aw = −∆w , D(A) = H2(Γ0) ∩H
1
0 (Γ0) .

It is well known that the fractional powers of A are well defined; we have,
in particular,

‖A1/2v‖Γ0
= ||∇v||Γ0

for any v ∈ D(A1/2) = H1
0 (Γ0) .

Finally, let us define the inertia operatorMγ = I+γA, with obvious domain.
Then, according to the values of γ, one has

Vγ := D(M1/2
γ ) ≡

{
D(A1/2) = H1

0 (Γ0) γ > 0 ,

L2(Γ0) γ = 0 ;
(2.6)

later we shall also need the dual space V ′
γ (where duality is with respect to

the pivot space L2(Γ0), and we have Vγ ⊆ L2(Γ0) ⊆ V ′
γ).
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With the above dynamic operators, the initial/boundary value problem
(1.1)–(1.2) can be rewritten as the following abstract second order system:

ztt +A (z − ακN0vt) +D(zt) + F1(z) = 0 , (2.7a)

Mγvtt +A2v + βκN∗
0Azt −Aθ + F2(v) = 0 , (2.7b)

θt +Aθ +Avt = 0 , (2.7c)

z(0) = z0 zt(0) = z1 ; v(0) = v0 , vt(0) = v1 , θ(0) = θ0 , (2.7d)

where we have introduced the Nemytski operators

D(h) := g(h) , F1(z) = f(z)− µz , (2.8)

in (2.7a), whereas

F2(v) = −
(
Q− ||A1/2v||2Γ0

)
Av − p0

in (2.7b). Regarding the nonlinear force terms we have that

F1(z) = Π′(z) with Π(z) =

∫

Ω

∫ z(x)

0
(f(ξ)− µξ) dξ dx , (2.9)

where ′ stands for the Fréchet derivative (in an appropriate space). It readily
follows from (2.3) that

Π(z) ≥ δf‖z‖
2
Ω −Mf , z ∈ H1(Ω), (2.10)

for some positive constants δf and Mf . Similarly, we have that

F2(v) = Φ′(v) with Φ(v) =
1

4
||A1/2v||4Γ0

−
Q

2
||A1/2v||2Γ0

− (p0, v) . (2.11)

The state spaces Y1 for the wave component [z, zt] and Y2 for the plate
component [v, vt] of system (2.7) are given by

Y1 := D(A1/2)× L2(Ω) ≡ H1(Ω)× L2(Ω) ,

Y2 := D(A)× Vγ ≡
[
H2(Γ0) ∩H

1
0 (Γ0)

]
×D(M

1/2
γ ) ,

with respective norms

||(z1, z2)||
2
Y1

= ‖A1/2z1‖
2
Ω + ‖z2‖

2
Ω , ||(v1, v2)||

2
Y2

= ‖Av1‖
2
Γ0

+ ‖M1/2
γ v2‖

2
Γ0
,

and Vγ as in (2.6). The natural state space for the thermal component θ is
Y3 = L2(Γ0). The phase space for problem (2.7) is then

Y = Y1 × Y2 × Y3 = D(A1/2)× L2(Ω)×D(A)× Vγ × L2(Γ0) , (2.12)
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endowed with the norm

||y||2Y = ||(z1, z2, v1, v2, θ)||
2
Y := β||(z1, z2)||

2
Y1

+ α
(
||(v1, v2)||

2
Y2

+ ‖θ‖2Γ0

)

(2.13)
(and obvious corresponding inner product).

An important consequence of Assumption 2.1 is that the nonlinear op-
erator F1 is locally Lipschitz from H1(Ω) into L2(Ω). Namely,

||F1(z1)− F1(z2)||Ω ≤ C(ρ)||z1 − z2||1,Ω , ||zi||1,Ω ≤ ρ <∞ , (2.14)

where C(ρ) denotes a function that is bounded for bounded arguments. It is
important to emphasize that F1 is bounded as an operator from H1(Ω) into
L2(Ω), yet it is not compact. This fact accounts for the adjective ‘critical’
pertaining to the parameter q and the nonlinear term F1. It is worth noting
that the mapping F2 is critical in the case γ = 0 only.

The natural (nonlinear) energy functions associated with the solutions
to the uncoupled wave and plate models are given, respectively, by

Ez(z(t), zt(t)) := E0
z (z(t), zt(t)) + Π(z(t)) , (2.15a)

Ev(v(t), vt(t)) := E0
v (v(t), vt(t)) + Φ(v(t)) , (2.15b)

where we have set

E0
z (t) ≡ E0

z (z(t), zt(t)) =
1

2

{
‖A1/2z(t)‖2Ω + ‖zt(t)‖

2
Ω

}
, (2.16a)

E0
v (t) ≡ E0

v (v(t), vt(t)) =
1

2

{
‖Av(t)‖2Γ0

+ ‖M1/2
γ vt(t)‖

2
Γ0

}
.(2.16b)

Since both energy functionals in (2.15) may be negative, it is convenient to
introduce the following positive energy functions

Ez(z, zt) := E0
z (z, zt) + Π(z) +Mf = Ez(z, zt) +Mf ,

Ev(v, vt) := E0
v (v, vt) +

1

4
||A1/2v||4 = Ev(v, vt) +

Q

2
||A1/2v||2 + (p0, v) ,

where Mf is the constant in (2.10). The thermal energy is described by
Eθ(t) := Eθ(θ(t)) =

1
2‖θ(t)‖

2
Γ0
.

Thus, let us introduce the total energy E(t) = E(z(t), zt(t), v(t), vt(t), θ(t))
of the system, namely

E(t) = E(z(t), zt(t), v(t), vt(t), θ(t)) := βEz(z, zt) + α
(
Ev(v, vt) +

1

2
‖θ‖2Γ0

)
,

(2.17)
whose positive part is given by

E(t) = E(z, zt, v, vt, θ) := βEz(z, zt) + α
(
Ev(v, vt) +

1

2
‖θ‖2Γ0

)
. (2.18)
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It is easy to see from the structure of the energy functionals and in view
of (2.10) and (2.11) that for any α, β > 0 there exist positive constants c, C,
and M0 such that

cE(z, zt, v, vt, θ)−M0 ≤ E(z, zt, v, vt, θ) ≤ CE(z, zt, v, vt, θ) +M0 , (2.19)

where E and E are the energies defined in (2.17) and (2.18). One can also see
that the constant M0 depends linearly on α and β, i.e. M0 = αM1

0 + βM2
0 .

2.3 Well-posedness

To study well-posedness of problem (1.1)–(1.2), we may view the correspond-
ing abstract system (2.7) as a special case of a general second-order (in time)
equation studied in [21]. This monograph includes local and global existence
(and uniqueness) results pertaining to the corresponding (strong and gen-
eralized) solutions. The reader is referred to [21, Section 2.6], focused on a
structural acoustic model, yet not including thermal effects; for the present
case see Remark 2.6.2 and the specific references quoted therein. However,
the ‘prototype’ abstract equation explored in [21] is motivated by PDE mod-
els which display nonlinear terms on the boundary, which renders the analysis
more challenging and the application of the results more involved than is ac-
tually needed in the present case. As we shall see, the key feature here is
that the first order system corresponding to (2.7) is a Lipschitz perturba-
tion of a m-monotone system with suitable a-priori bounds. Hence, in order
to establish local existence and uniqueness of the corresponding solutions
we choose to invoke the recent result [11, Theorem 7.2]. For the reader’s
convenience, the proof of well-posedness is outlined in the Appendix.

In order to make our statements precise, we need to introduce the con-
cepts of strong and generalized solutions.

Definition 2.2. A triplet of functions (z(t), v(t), θ(t)) which satisfy the ini-
tial conditions (2.7d) and such that

(z(t), v(t)) ∈ C([0, T ],D(A1/2)×D(A)) ∩ C1([0, T ], L2(Ω)× Vγ)

and θ ∈ C([0, T ], L2(Γ0)) is said to be

(S) a strong solution to problem (2.7) on the interval [0, T ], iff

• for any 0 < a < b < T one has

(zt(t), vt(t)) ∈ L1([a, b],D(A1/2)×D(A1/2)), θt ∈ L1([a, b], L2(Γ0))

and
(ztt(t), vtt(t)) ∈ L1([a, b], L2(Ω)× Vγ) ;
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• A[z(t) − ακN0vt(t)] +D(zt(t)) ∈ L2(Ω), A
2v(t) ∈ V ′

γ and θ(t) ∈
D(A) for almost all t ∈ [0, T ];

• equations (2.7a) (2.7b) and (2.7c) are satisfied in L2(Ω) × V ′
γ ×

L2(Γ0) for almost all t ∈ [0, T ];

(G) a generalized solution to problem (2.7) on the interval [0, T ], iff there
exists a sequence {(zn(t), vn(t)), θn(t)}n of strong solutions to (2.7),
with initial data (z0n, z

1
n, v

0
n, v

1
n, θ

0
n) (in place of (z0, z1, v0, v1, θ0)), such

that

lim
n→∞

max
t∈[0,T ]

{
‖∂tz(t)− ∂tzn(t)‖Ω + ‖A1/2 (z(t)− zn(t)) ‖Ω

}
= 0,

lim
n→∞

max
t∈[0,T ]

{
‖M1/2

γ (∂tv(t)− ∂tvn(t)) ‖Γ0
+ ‖A (v(t)− vn(t)) ‖Γ0

}
= 0.

and
lim
n→∞

max
t∈[0,T ]

‖θ(t)− θn(t)‖Γ0
= 0.

In the statement of well-posedness of problem (1.1), we shall also need
the function space defined by

Wγ :=
{
u ∈ D(A) : A2u ∈ V ′

γ

}
, (2.20)

where V ′
γ denotes the dual space of Vγ in (2.6). It is readily verified that

Wγ =

{
D(A3/2) ≡

{
u ∈ H3(Γ0) : u = ∆u = 0 on ∂Γ0

}
if γ > 0 ;

D(A2) ≡
{
u ∈ H4(Γ0) : u = ∆u = 0 on ∂Γ0

}
if γ = 0 .

(2.21)

Theorem 2.3. Under Assumption 2.1 the PDE system (1.1) is well-posed
on

Y = H1(Ω)× L2(Ω)× [H2(Γ0) ∩H
1
0 (Γ0)]× Vγ × L2(Γ0),

i.e. for any (z0, z1, v0, v1, θ0) =: y0 ∈ Y there exists a unique generalized
solution y(t) = (z(t), zt(t), v(t), vt(t), θ(t)) which depends continuously on
initial data. This solution satisfies the energy inequality

E(t) + β

∫ t

s
(D(zt), zt)Ω dτ + α

∫ t

s
‖A1/2θ‖2Γ0

dτ ≤ E(s) , 0 ≤ s ≤ t ,

(2.22)
with the total energy E(t) given by (2.17). Moreover, if initial data are such
that

z0 , z1 ∈ D(A1/2) , v0 ∈Wγ , v
1 ∈ D(A) , θ0 ∈ D(A)

and
A[z0 − ακN0v

1] +D(z1) ∈ L2(Ω) ,
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then there exists a unique strong solution y(t) satisfying the energy identity:

E(t) + β

∫ t

s
(D(zt), zt)Ω dτ + α

∫ t

s
‖A1/2θ‖2Γ0

dτ = E(s) , 0 ≤ s ≤ t .

(2.23)
Both strong and generalized solutions satisfy the inequality

E(t) ≤ E(s) for t ≥ s , (2.24)

where E(t) ≡ E(z(t), zt(t), v(t), vt(t), θ(t)). This implies, in particular,

E(z(t), zt(t), v(t), vt(t), θ(t)) ≤ C
(
1 + E(z0, z1, v0, v1, θ0)

)
, for t ≥ 0

(2.25)
(see (2.19)).

We shall sketch in the Appendix a self-contained proof, tailored for the
specific problem under investigation.

Remark 2.4. The existence of generalized solutions established in Theo-
rem 2.3 is obtained by using the theory of nonlinear semigroups. These
solutions are defined as strong limits of regular (strong) solutions, as in the
part (G) of Definition 2.2. This does not necessarily mean that generalized
solutions satisfy a variational equality. However, in view of the regularity of
g and f we may compute appropriate limits and obtain the variational form
stated below. Indeed, using similar arguments as in [15] one can prove that
any generalized solution y(t) = (z(t), zt(t), v(t), vt(t), θ(t)) to problem (2.7)
is also weak, i.e. it satisfies the following system of (variational) equations:

d

dt
(zt, φ)Ω + (∇z,∇φ)Ω + (g(zt), φ)Ω

−ακ(vt, φ)Γ0
+ (f(z), φ)Ω = 0 , (2.26a)

d

dt
(Mγvt + βκz, ψ)Γ0

+ (∆v,∆ψ)Γ0
− (θ,∆ψ)Γ0

+
[
Q− ‖∇v‖2Γ0

]
(∆v, ψ)Γ0

= (p0, ψ)Γ0
, (2.26b)

d

dt
(θ, χ)Γ0

+ (∇θ,∇χ)Γ0
+ (∇vt,∇χ)Γ0

= 0 (2.26c)

for any φ ∈ H1(Ω), ψ ∈ H2(Γ0) ∩ H
1
0 (Γ0) and χ ∈ H1

0 (Γ0) in the sense of
distributions.

Theorem 2.3 enables us to define a dynamical system (Y, St) with the
phase space Y given by (2.12) and with the evolution operator St : Y → Y
given by the relation

Sty0 = (z(t), zt(t), v(t), vt(t), θ(t)) , y0 = (z0, z1, v0, v1, θ0) ,
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where (z(t), v(t), θ(t)) is a generalized solution to (2.7). Moreover, the mono-
tonicity of the damping operator D, combined with the Lipschitz condition
in (2.14) and the energy’s bound (2.25) imply, by a pretty routine argument,
that the semi-flow St is locally Lipschitz on Y . More precisely, there exists
a > 0 and b(ρ) > 0 such that

||Sty1 − Sty2||Y ≤ a eb(ρ)t||y1 − y2||Y , ∀ ‖yi‖Y ≤ ρ, t ≥ 0 . (2.27)

2.4 Energy functionals and stationary solutions

We conclude this section by discussing several properties of the energy func-
tionals and stationary solutions.
It follows from (2.19) that the energy E(z0, z1, v0, v1, θ0) is bounded from be-
low on Y and E(z0, z1, v0, v1, θ0) → +∞ when ‖(z0, z1, v0, v1, θ0)‖Y → +∞.
This, in turn, implies that there exists R∗ > 0 such that the set

WR = {y = (z0, z1, v0, v1, θ0) ∈ Y : E(z0, z1, v0, v1, θ0) ≤ R} (2.28)

is a non-empty bounded set in Y for all R ≥ R∗. Moreover any bounded set
B ⊂ Y is contained in WR for some R and, as it follows from (2.24), the set
WR is forward invariant with respect to the semi-flow St, i.e. StWR ⊂ WR

for all t > 0. Thus, we can consider the restriction (WR, St) of the dynamical
system (Y, St) on WR, R ≥ R∗.

We introduce next the set of stationary points of St denoted by N ,

N = {V ∈ Y : StV = V for all t ≥ 0} .

Every stationary point V has the form V = (z, 0, v, 0, 0), where z ∈ H1(Ω)
and v ∈ H2(Γ0) ∩ H1

0 (Γ0) are, respectively, weak (variational) solution to
the problems

−∆z + f(z) = 0 in Ω ,
∂z

∂ν
= 0 on Γ ,

and 



∆2v +
[
Q−

∫

Γ0

|∇v(x, t)|2dx
]
∆v = p0 on Γ0

v = ∆v = 0 on ∂Γ0 .

It is clear that the set N of stationary points does not depend on γ and κ.
Therefore using the properties of the potentials Π and Φ given by (2.9) and
(2.11) one can easily prove the following assertion.

Lemma 2.5. Under Assumption 2.1 the set N of stationary points for the
semi-flow St generated by equations (2.7) is a closed bounded set in Y , and
hence there exists R∗∗ ≥ R∗ (independent of γ and κ) such that N ⊂ WR

for every R ≥ R∗∗.
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Later we will also need the notion of unstable manifoldMu(N ) emanating
from the set N , which is defined as the set of all W ∈ Y such that there
exists a full trajectory γ = {W (t) : t ∈ R} with the properties

W (0) =W and lim
t→−∞

distY (W (t),N ) = 0 .

We finally recall that a continuous curve γ = {W (t) : t ∈ R} ⊂ Y is said to
be a full trajectory if StW (τ) =W (t+ τ) for any t ≥ 0 and τ ∈ R.

3 The statement of main results

The goal of the present paper is to show the existence of a global attrac-
tor for the dynamical system generated by problem (1.1), and to study its
properties.

Let us recall (cf. [4, 10, 18, 32]) that a global attractor for a dynamical
system (X,St) on a complete metric space X is a closed bounded set A in
X which is invariant (i.e. StA = A for any t > 0) and uniformly attracting,
i.e.

lim
t→+∞

sup
y∈B

distX{Sty,A} = 0 for any bounded set B ⊂ X .

The fractal dimension dimf M of a compact set M is defined by

dimf M = lim sup
ε→0

lnN(M,ε)

ln(1/ε)
,

where N(M,ε) is the minimal number of closed sets of diameter 2ε which
cover the set M .

To prove the existence of a global attractor for problem (2.7) we need an
additional hypothesis concerning the damping function g.

Assumption 3.1. Besides to Assumption 2.1, suppose that for any ε > 0
there exists cε > 0 such that

s2 ≤ ε+ cεsg(s) for s ∈ R . (3.1)

Let us recall from [8, Remark 3.2] that (3.1) holds true, e.g., when (i) g(s)
is non-decreasing on R and strictly increasing in some (small) neighbourhood
of 0, and (ii) we have that

lim inf
|s|→∞

g(s)

s
> 0 .

In particular, Assumption 3.1 allows the damping function g to be constant
on some closed finite intervals which are away from zero.

Our first main result provides the existence of a global attractor for
problem (2.7), as well as a description of its structure.
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Theorem 3.2. Under Assumption 3.1 the dynamical system (Y, St) gener-
ated by problem (2.7) has a compact global attractor A which coincides with
the unstable manifold Mu(N ) emanating from the set N of stationary points
for St, namely A ≡Mu(N ). Moreover,

lim
t→+∞

distY (StW,N ) = 0 for any W ∈ Y , (3.2)

and for any trajectory U = (z(t), zt(t), v(t), vt(t), θ(t)) from the attractor A

we have that

‖z‖21,Ω + ‖zt‖
2
Ω + ‖∆v‖2Γ0

+ ‖vt‖
2
Γ0

+ γ‖∇vt‖
2
Γ0

+ ‖θ‖2Γ0
≤ R̃2 , (3.3)

where R̃ does not depend on γ, κ ∈ [0, 1].

Our second main result contains specific assertions regarding the dimen-
sion and regularity of the attractor A. These require the following additional
assumptions.

Assumption 3.3. Besides to Assumption 3.1, let the following conditions
hold:

• there exist positive constants m and M such that

m ≤
g(s1)− g(s2)

s1 − s2
≤M (1 + s1g(s1) + s2g(s2))

σ , s1, s2 ∈ R, s1 6= s2 ,

(3.4)
where 0 ≤ σ < 1 is arbitrary in the case n = 2 and σ = 2/3 in the case
n = 3;

• f ∈ C2(R) and |f ′′(s)| ≤ C(1 + |s|q−1) for s ∈ R, where q = 2 for
n = 3 and 1 ≤ q <∞ for n = 2.

As already observed in [8, Remark 3.5], we note that if g ∈ C1(R), then
(3.4) is equivalent to the requirement

m′ ≤ g′(s) ≤M ′ (1 + sg(s))σ for all s ∈ R , (3.5)

for some constants m′, M ′ > 0. Moreover, one can see that the inequality
on the right hand side of (3.5) holds true if we assume that

m′ < g′(s) ≤M ′
(
1 + |s|p−1

)
and sg(s) ≥ m′′|s|(p−1)/σ −M ′′ for all s ∈ R

(3.6)
for some m′′ > 0. Moreover, the second requirement in (3.6) follows from
the first one if 1 ≤ p ≤ 1 + 2σ.

Theorem 3.4. Let Assumption 3.3 hold. Then the compact global attractor
A given by Theorem 3.2 possesses the following properties:
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1. The attractor A has a finite fractal dimension, and there exists a con-
stant d independent of γ and κ, such that dimfA ≤ d.

2. The attractor A is a bounded set in the space

Y∗ =W 2
6/p(Ω)×D(A1/2)×Wγ ×D(A)×D(A)

in the case n = 3 and 3 < p ≤ 5, and in the space

Y∗∗ = H2(Ω)×D(A1/2)×Wγ ×D(A)×D(A)

in the other cases, where Wγ is given by (2.21). Moreover, for any
trajectory

U = (z(t), zt(t), v(t), vt(t), θ(t)), t ∈ R,

from the attractor A we have that

‖z(t)‖2W 2
p∗

(Ω) + ‖zt(t)‖
2
1 + ‖ztt(t)‖

2 + ‖v(t)‖23 + ‖∆vt(t)‖
2 (3.7)

+‖vtt(t)‖
2 + γ‖∇vtt(t)‖

2 + ‖θt(t)‖
2 + ‖θ(t)‖22 ≤ R2

∗ ,

where p∗ = min{2, 6/p} and R∗ does not depend on γ, κ ∈ [0, 1] (in the
case γ = 0 we have the additional estimate ‖v‖4 ≤ R∗).

In the case κ = 0 Theorem 3.2 and Theorem 3.4 provide specific as-
sertions for either uncoupled equation. We record explicitly for the reader’s
convenience the one pertaining to the wave component, namely Corollary 3.5
below, obtained earlier in [8]. The reader is referred to [8] for a compari-
son between the statements in Corollary 3.5 and the previous literature on
the long-time behaviour of semilinear wave equations with interior nonlinear
dissipation.

Corollary 3.5 ([8]). Let f and g satisfy the conditions in Assumption 3.1.
Then the dynamical system (Y1, S

1
t ) generated by problem





ztt + g(zt)−∆z + f(z) = 0 in Ω× (0, T )

∂z

∂ν
= 0 on Γ× (0, T )

(3.8)

possesses a compact global attractor A1 ≡ Mu(N1), where N1 is the set of
equilibria for (3.8). If f and g satisfy Assumption 3.3, then (i) the attractor
A1 has a finite fractal dimension; and (ii) A1 is a bounded set in the space
W 2

6/p(Ω) × D(A1/2) in the case n = 3 and 3 < p ≤ 5, and in the space

D(A)×D(A1/2) in other cases.

As for the thermoelastic Berger plate model, Theorems 3.2 and 3.4 yield
the following result, which is—to the authors’ best knowledge—completely
new (a similar result for thermoelastic von Karman equations was established
recently in [17]).
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Corollary 3.6. Suppose that p0 ∈ L2(Γ0). Then for every γ ≥ 0 the dy-
namical system (Y2 × L2(Γ0), S

2
t ) generated by problem





vtt − γ∆vtt +∆2v +
[
Q−

∫

Γ0

|∇v(x, t)|2dx
]
∆v +∆θ = p0 on Γ0 × (0, T )

θt −∆θ − ∆vt = 0 on Γ0 × (0, T )

v = ∆v = 0, θ = 0 on ∂Γ0 × (0, T )
(3.9)

has a compact global attractor A2 ≡Mu(N2), where N2 is the set of equilibria
for (3.9). In addition, the attractor A2 is a bounded set in Wγ×D(A)×D(A)
and has a finite fractal dimension.

The following Theorem provides us with more detailed information re-
garding the dependence of the attractor on the parameters γ and κ.

Theorem 3.7. Let Assumption 3.3 be in force and let p < 5. Denote by
Sγ,κ
t the evolution operator of problem (2.7) in the space

Yγ := Y = D(A1/2)× L2(Ω)×D(A)× Vγ × L2(Γ0) .

Let Aγ,κ be a global attractor for the system (Yγ , S
γ,κ
t ). Then the family of

the attractors A
γ,κ is upper semi-continuous on Λ := [0, 1] × [0, 1]: namely,

for any λ0 = (γ0, κ0) ∈ Λ we have that

lim
(γ,κ)→λ0

sup
{
distYγ0

(
U,Aλ0

)
: U ∈ A

γ,κ
}
= 0 . (3.10)

In particular,

• if κ0 = 0 one has

sup
{
distYγ0

(U,A1 × A
γ0
2 ) : U ∈ A

γ,κ
}
= 0 as γ → γ0, κ→ 0 ,

(3.11)
where A1 is the same as in Corollary 3.5 and A

γ
2 is the attractor gen-

erated by problem (3.9);

• if γ0 = κ0 = 0 and κ ≡ 0, then

sup
{
distH

(
V,A0

2

)
: V ∈ A

γ
2

}
= 0 as γ → 0 , (3.12)

where H = D(A)× L2(Γ0)× L2(Γ0).

We shall give a proof of this Theorem at the end of Section 7.

Remark 3.8. 1. Assertion (3.11) means that in the ‘decoupling limit’ κ→ 0
the global attractor A becomes close to the cartesian product of global at-
tractors pertaining to the problems (3.8) and (3.9), respectively. Condition
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(3.12) states the semi-continuity of the attractor corresponding to the un-
coupled system (3.9), as the parameter γ (rotational inertia) tends to zero.
This result is—to the authors’s best knowledge—completely new for the
thermoelastic Berger plate model.

2. It should be noted that in the critical case p = 5 the semi-continuity
property (3.10) may be established as well, though in the (weaker) topology
of the space

Y −ε
γ := Y = D(A1/2−ε)× L2(Ω)×D(A)× Vγ × L2(Γ0) , (3.13)

with arbitrary ε > 0; see Remark 7.1. Whether we can take ε = 0 in the
case p = 5 is still an open question.

4 Main inequality

This section is entirely devoted to show a preliminary inequality, which con-
stitutes a fundamental common step for the proofs of both Theorems 3.2
and 3.4. This inequality, namely (4.2) in Proposition 4.1 below, holds true
under the basic Assumption 2.1. Yet, as we shall see in the next sections, by
progressively strengthening the assumptions on the nonlinearities it will yield
the key estimates specifically used for the proof of Theorems 3.2 and 3.4.

Proposition 4.1. Let Assumption 2.1 hold. Assume that y1, y2 ∈ WR for
some R > R∗, where WR is defined by (2.28) and denote

(h(t), ht(t), u(t), ut(t), ψ(t)) := Sty1 , (ζ(t), ζt(t), w(t), wt(t), ξ(t)) := Sty2.

Let

z(t) := h(t)− ζ(t), v(t) := u(t)− w(t), θ(t) := ψ(t)− ξ(t) . (4.1)

There exist T0 > 0 and positive constants c0, c1 and c2(R) independent of T
and γ, κ ∈ [0, 1] such that for every T ≥ T0 the following inequality holds:

TE0(T ) +

∫ T

0
E0(t)dt ≤ c0

[ ∫ T

0

(
‖zt‖

2 + α‖A1/2θ‖2
)
dt+ βGT

0 (z)
]

+c1
[
HT

0 (z) + ΨT (z, v)
]
+ c2(R)

∫ T

0

(
‖z‖2 + ‖v‖2

)
dt , (4.2)

where E0(t) = βE0
z (t) + αE0

v (t) + (α/2)‖θ(t)‖2 with E0
z (t) and E0

v (t) given
by (2.16). We also introduced the notations

Gt
s(z) =

∫ t

s

(
D(ζt + zt)−D(ζt), zt

)
Ω
dτ , (4.3)

Ht
s(z) =

∫ t

s

∣∣(D(ζt + zt)−D(ζt), z
)
Ω

∣∣dτ , (4.4)
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and

ΨT (z, v) = β
∣∣∣
∫ T

0
(F1(z), zt)dt

∣∣∣+ β
∣∣∣
∫ T

0

∫ T

t
(F1(z), zt) dτ dt

∣∣∣

+α
∣∣∣
∫ T

0
(F2(v), vt)dt

∣∣∣+ α
∣∣∣
∫ T

0

∫ T

t
(F2(v), vt) dτ dt

∣∣∣ ,(4.5)

with

F1(z) = F1(ζ + z)− F1(ζ) and F2(z) = F2(ζ + z)− F2(ζ) , (4.6)

where F1 and F2 are the same as in (2.7).

Proof. Step 1 (Energy identity). Without loss of generality, we can
assume that (h(t), u(t), ψ(t)) and (ζ(t), w(t), ξ(t)) are strong solutions. By
the invariance of WR and in view of relation (2.19) there exists a constant
CR > 0 such that

E0
h(h(t), ht(t)) + E0

ζ (ζ(t), ζt(t)) + E0
u(u(t), ut(t)) + E0

w(w(t), wt(t)) ≤ CR

(4.7)
for all t ≥ 0, where E0

z (t) and E
0
v (t) denote the corresponding (free) energies

as in (2.16). We also have that

‖ψ(t)‖2 + ‖ξ(t)‖2 ≤ CR , t ≥ 0 . (4.8)

We establish first of an energy type equality regarding

E0(t) = βE0
z (t) + αE0

v (t) +
α

2
‖θ(t)‖2. (4.9)

Lemma 4.2. For any T > 0 and all t, 0 ≤ t ≤ T , E0(t) satisfies

E0(T )+βGT
t (z) + α

∫ T

t
‖A1/2θ‖2dτ (4.10)

= E0(t)− β

∫ T

t
(F1(z), zt) dτ − α

∫ T

t
(F2(v), vt) dτ ,

where GT
t (z) is given by (4.3), while F1(z) and F2(z) are defined by (4.6).

Proof. It is elementary to derive the following system of coupled equations
for the differences given in (4.1):

ztt +A(z − ακN0vt) +D(ζt + zt)−D(ζt) + F1(z) = 0, (4.11a)

Mγvtt +A2v −Aθ + βκN∗
0Azt + F2(v) = 0 , (4.11b)

θt +Aθ +Avt = 0 , (4.11c)
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with Fi defined in (4.6). Next, by standard energy methods we obtain

E0
z (T ) +GT

t (z) = E0
z (t) + ακ

∫ T

t
(AN0vt, zt) dτ −

∫ T

t
(F1(z), zt) dτ ;

E0
v (T ) = E0

v (t)− βκ

∫ T

t
(N∗

0Azt, vt) dτ −

∫ T

t
(F2(v), vt) dτ +

∫ T

t
(Aθ, vt) dτ ;

1

2
‖θ(T )‖2 +

∫ T

t
‖A1/2θ‖2 dτ =

1

2
‖θ(t)‖2 −

∫ T

t
(Avt, θ) dτ .

Then, (4.10) readily follows multiplying the first equation by β, the second
and third one by α and summing up.

Step 2. (Reconstruction of the energy integral) We return to the
coupled system (4.11) satisfied by (z, v, θ). We multiply equation (4.11a) by
z, and integrate between 0 and T , thereby obtaining

∫ T

0
‖A1/2z‖2dt ≤ c0

(
E0

z (T ) + E0
z (0)

)
+

∫ T

0
‖zt‖

2dt

+HT
0 (z) + ακ

∫ T

0
|(vt, N

∗
0Az)| dt +

∫ T

0
|(F1(z), z)| dt , (4.12)

where HT
0 (z) is defined in (4.4), and c0 does not depend on α, β, γ. It is

clear from (2.14) and (4.7) that

|(F1(z), z)| ≤
CR

β
‖A1/2z‖ ‖z‖ .

On the other hand, using (2.4) with ǫ = 1/4 − δ, 0 < δ < 1/4, and interpo-
lation we have that

|(vt, N
∗
0Az)| ≤ ‖vt‖Γ0

||N∗
0A

1/2+δ || ‖A1/2−δz‖Ω ≤ C‖vt‖Γ0
‖A1/2−δz‖Ω

≤ ε‖vt‖
2
Γ0

+ ε1‖A
1/2z‖2Ω +Cε,ε1‖z‖

2
Ω ,

for any ε, ε1 > 0. Then, by appropriately choosing and rescaling ε and ε1
we obtain from (4.12) that
∫ T

0
||A1/2z||2dt ≤ C0

(
E0

z (T ) + E0
z (0)

)
(4.13)

+ ε

∫ T

0
‖vt‖

2
Γ0
dt+ 2

∫ T

0
||zt||

2dt+ C1H
T
0 (z) + C2(R, ε)

∫ T

0
||z||2dt ,

for any ε > 0.
For the plate component we use the multiplier εv+A−1θ. (The abstract

multiplier A−1θ was introduced in [2]). One gets, initially,

ε(Mγvtt, v) + ε‖Av‖2 − ǫ(Aθ, v) + (Mγvtt,A
−1θ) + (Av, θ)

−‖θ‖2 + βκ(zt, εv +A−1θ)Γ0
+ (F2(v), ǫv +A−1θ) = 0 ,
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which can be rewritten as

ε
d

dt
(Mγvt, v) − ε‖M1/2

γ vt‖
2 + ε‖Av‖2 + (1− ε)(Aθ, v)

+
d

dt
(Mγvt,A

−1θ) + (Mγvt, θ) + ‖M1/2
γ vt‖

2 − ‖θ‖2

+βκ(zt, εv +A−1θ)Γ0
+ (F2(v), εv +A−1θ) = 0 , (4.14)

by using elementary calculus and the equality A−1θt = −θ − vt (which is
just (4.11c)). Now, a straightforward calculation shows that

F2(v) := F2(u)− F2(w) = −(Q− ‖A1/2u‖2)Av + (A1/2(u+ w),A1/2v)Aw ;

then, in view of the bounds in (4.7), we easily get

|(F2(v), εv +A−1θ)| ≤ CR(ε0)
(
‖Av‖ ‖v‖ + ‖A1/2v‖ ‖θ‖

)
,

for any ε ∈ (0, ε0]. Thus, integrating in time between 0 and T the equality
(4.14) and by choosing appropriately ε > 0, we see that

∫ T

0

(
||Av||2 + ‖M1/2

γ vt‖
2 + ‖θ‖2

)
dt

≤ c0
(
E0

v,θ(T ) +E0
v,θ(0)

)
+ c1

∫ T

0
‖A1/2θ‖2dt

+4βκ
∣∣∣
∫ T

0
(zt, εv +A−1θ)Γ0

dt
∣∣∣+C(R)

∫ T

0
‖v‖2dt , (4.15)

where we have set

E0
v,θ(t) = E0

v (t) +
1

2
‖θ(t)‖2 .

Integrating by parts in time and using the standard form of the trace theorem
it is easy to see that

∣∣∣
∫ T

0
(zt, εv+A−1θ)Γ0

dt
∣∣∣ ≤ C1

(
E0(T ) + E0(0)

)
+
∣∣∣
∫ T

0
(z, εvt+A−1θt)Γ0

dt
∣∣∣,

where E0(t) is given by (4.9). Therefore, using once more the equality
A−1θt = −θ − vt we obtain

∣∣∣
∫ T

0
(zt, εv +A−1θ)Γ0

dt
∣∣∣ ≤ C1

(
E0(T ) + E0(0)

)
+

∣∣∣
∫ T

0
(z, (ε − 1)vt − θ)Γ0

dt
∣∣∣

≤ C1

(
E0(T ) + E0(0)

)
+ ε1

∫ T

0
‖A1/2z‖2 dt+ ε2

∫ T

0
‖M1/2

γ vt‖
2 dt

+C2

∫ T

0
‖θ‖2Γ0

dt+ C3(ε1, ε2)

∫ T

0
‖z‖2Ω dt (4.16)
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for every ε1, ε2 > 0. Using now (4.16) in (4.15) shows
∫ T

0
E0

v,θ(t)dt ≤ c0
(
E0(T ) + E0(0)

)
+ c1

∫ T

0
‖A1/2θ‖2dt

+ ε

∫ T

0
‖A1/2z‖2dt+ C(R, ε)

∫ T

0

(
‖z‖2 + ‖v‖2

)
dt . (4.17)

Combined with the estimate (4.13), (4.17) establishes
∫ T

0
E0(t)dt ≤ c0

[
E0(T ) +E0(0)

]
+ c1

∫ T

0

(
‖zt‖

2 + ‖A1/2θ‖2
)
dt

+ c2H
T
0 (z) + c3(R)

∫ T

0

(
‖z‖2 + ‖v‖2

)
dt . (4.18)

On the other hand, it follows from Lemma 4.2 that

E0(0) = E0(T ) + βGT
0 (z) + α

∫ T

0
‖A1/2θ‖2dt (4.19)

+β

∫ T

0
(F1(z), zt) dτ + α

∫ T

0
(F2(v), vt) dτ ,

and that

TE0(T ) ≤

∫ T

0
E0(t)dt−β

∫ T

0

∫ T

t
(F1(z), zt) dτ dt−α

∫ T

0

∫ T

t
(F2(v), vt) dτ dt .

(4.20)
Therefore, combining (4.20) with (4.18) and (4.19), we see that (4.2) holds
true, provided that T is sufficiently large. This concludes the proof of Propo-
sition 4.1.

5 Asymptotic smoothness and proof of Theorem 3.2

This section is mainly focused on the asymptotic compactness of the semi-
flow St generated by the PDE system (1.1). In fact, this property is central
to the proof of existence of global attractors; see [4, 10, 18, 32]. There are
many variants of the notion of asymptotic compactness in the literature.
In the present case it is convenient to use the formulation introduced by
J. Hale; see, e.g., [18] and the references therein. We recall from [18] that
a dynamical system (X,St) is said to be asymptotically smooth iff for any
bounded set B in X such that StB ⊂ B for t > 0 there exists a compact set
K in the closure B of B, such that

lim
t→+∞

sup
y∈B

distX{Sty,K} = 0 .

In order to establish this key property, we aim to apply a compactness cri-
terion due to [20, Thm. 2]. This result is recorded below in the abstract
formulation given and used in [15] (see also [14, Chap.2]).
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Proposition 5.1 ([15]). Let (X,St) be a dynamical system on a complete
metric space X endowed with a metric d. Assume that for any bounded
positively invariant set B in X and for any ǫ > 0 there exists T = T (ǫ,B)
such that

d(ST y1, ST y2) ≤ ǫ+Ψǫ,B,T (y1, y2) , yi ∈ B ,

where Ψǫ,B,T (y1, y2) is a nonnegative function defined on B ×B such that

lim inf
m→∞

lim inf
n→∞

Ψǫ,B,T (yn, ym) = 0 (5.1)

for every sequence {yn}n in B. Then the dynamical system (X,St) is asymp-
totically smooth.

The main result in this section is the following assertion.

Theorem 5.2. Let Assumption 3.1 hold. Then the dynamical system (Y, St)
generated by the PDE problem (1.1) is asymptotically smooth.

Proof. Since any bounded positively invariant set belongs to WR for some
R > R∗, where WR is defined by (2.28), it is sufficient to consider the case
B = WR for every R > R∗ only. Let y1, y2 ∈ WR. The notation used
below is the same as in Proposition 4.1. Namely, we denote the solutions
corresponding to initial data y1 and y2, respectively, by

(h(t), ht(t), u(t), ut(t), ψ(t)) := Sty1 , (ζ(t), ζt(t), w(t), wt(t), ξ(t)) := Sty2 ,

and define z(t) := h(t)−ζ(t), v(t) := u(t)−w(t), and θ(t) := ψ(t)−ξ(t). We
seek to establish an estimate of d(ST y1, ST y2) as required by Proposition 5.1;
this will eventually enable us to achieve the conclusion of Theorem 5.2. To
accomplish this goal, a major role is played by the following result.

Proposition 5.3. Let the assumptions of Theorem 5.2 be in force. Then,
given ǫ > 0 and T > 1 there exists constants Cǫ(R) and C(R,T ) such that

E0(T ) ≤ ǫ+
1

T

[
Cǫ(R) + ΨT (z, v)

]
+ C(R,T ) lot(z, v) , (5.2)

where E0(t) := βE0
z (t) + αE0

v (t) +
α
2 ‖θ(t)‖

2 with E0
z (t) and E0

v (t) given in
(2.16), the functional ΨT (z, v) is given by (4.5) while lot(z, v) is defined by

lot(z, v) := sup
[0,T ]

‖z(t)‖ + sup
[0,T ]

‖v(t)‖ .

Proof. To establish (5.2), we return to the main inequality (4.2) and pro-
ceed with the estimate of its right hand side. Preliminarly, let us record a
useful inequality, which holds under the only Assumption 2.1; see, e.g., [8,
Lemma 5.3], or [14, Section 5.3]. There exists a constant C0 > 0 such that

|(D(ζ + z)−D(ζ), h)| ≤ C0

[
(D(ζ), ζ) + (D(ζ + z), ζ + z)

]
‖A1/2h‖+C0‖h‖

(5.3)
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for any ζ, z, h ∈ D(A1/2), where D is the damping operator given by (2.8).
In view of (5.3), Ht

s(z) defined by (4.4) satisfies

HT
0 (z) ≤ C0

∫ T

0
[(D(ζt), ζt) + (D(ht), ht)] ‖A

1/2z‖dt+ C1

∫ T

0
‖z‖ dt .

Moreover, from the energy inequality (2.22) we know

β

∫ t

0
(D(ht), ht)dt+ α

∫ t

0
‖A1/2ψ‖2dt ≤ CR , (5.4a)

β

∫ t

0
(D(ζt), ζt)dt+ α

∫ t

0
‖A1/2ξ‖2dt ≤ CR , (5.4b)

where crucially CR does not depend on t. Then, the estimates (5.4) combined
with the fact that ‖A1/2z(t)‖ ≤ CR for all t ∈ [0, T ] show that

HT
0 (z) ≤ CR + C T lot(z, v) . (5.5)

Next, using now the inequality in Assumption 3.1 and once again the uniform
estimates (5.4), one can see that

∫ T

0

(
‖zt‖

2 + ‖A1/2θ‖2
)
dt ≤ εT + Cε(R) for every ε > 0 . (5.6)

On the other hand, taking t = 0 in (4.10) and using the fact that E0(0) ≤ CR,
we get

βGT
0 (z)+α

∫ T

0
‖A1/2θ‖2dt ≤ CR+β

∣∣∣
∫ T

0
(F1(z), zt) dτ

∣∣∣+α
∣∣∣
∫ T

0
(F2(v), vt) dτ

∣∣∣ .
(5.7)

Therefore, (5.2) follows from (4.2) of Proposition 4.1 combining the estimates
(5.5), (5.6) and (5.7).

We are now in a position to complete the proof of Theorem 5.2. It follows
from Proposition 5.3 that given ǫ > 0 there exists T = T (ǫ) > 1 such that
for initial data y1, y2 ∈ B we have

||ST y1 − ST y2||Y = ||(z(T ), zt(T ), v(T ), vt(T ), θ(T ))||Y

≤ C|E0(T )|1/2 ≤ ǫ+Ψǫ,B,T (y1, y2) ,

where
Ψǫ,B,T (y1, y2) = CB,ǫ,T

{
ΨT (z, v) + lot(z, v)

}1/2
(5.8)

with ΨT (z, v) is given by (4.5). Thus, since we aim to invoke Proposition 5.1,
what we need to show is the validity of the sequential limits (5.1) for Ψǫ,B,T

defined by (5.8). This requires pretty much the same arguments used in [8]
(see also [16] for the case of a pure wave equation and [15] for the case of
von Karman plates).
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Proof of Theorem 3.2. Since WR is bounded and positively invariant,
Theorem 5.2 implies the existence of a compact global attractor AR for the
dynamical system (WR, St), for each R ≥ R∗. Choose now R0 ≥ R∗ + 1
such that the set N of equilibria lies in WR0−1. By (3.1) we have that
sg(s) > 0 for s 6= 0. Therefore the energy inequality (2.22) implies that the
energy E given by (2.17) is a strict Lyapunov function for (WR, St). This,
in turn, implies (see, e.g., [4, Theorem 3.2.1] or [10, Theorem 1.6.1]) that
AR = Mu(N ) and by Lemma 2.5 AR does not depend on R for R ≥ R0;
moreover, relation (3.2) holds.

We finally observe that since the energy E is non increasing along the
trajectories and as the attractor has the structure A =Mu(N ) and N ⊂ A,
we have that

sup
{
E(U) : U ∈ A

}
= sup

{
E(U) : U ∈ N

}
.

This implies, in particular, that the global attractor is such that

A ⊆
{
U ∈ Y : ‖U‖Y ≤ R

}
,

where R does not depend on γ and κ. Therefore, (3.3) holds, and the proof
of Theorem 3.2 is completed.

6 Stabilizability estimate

In this section we derive a stabilizability estimate which will play a key role
in the proofs of both finite-dimensionality and regularity of attractors. In
fact, it will enable us to apply some abstract results presented in [13] and
[14] which are central to the proof of Theorem 3.4.

Proposition 6.1 (Stabilizability estimate). Let Assumption 3.3 hold. Then
there exist positive constants C1, C2 and ω depending on R but independent
of γ, κ ∈ [0, 1] such that, for any y1, y2 ∈ WR, the following estimate holds
true:

‖Sty1 − Sty2‖
2
Y ≤ C1e

−ωt‖y1 − y2‖
2
Y +C2 lott(h− ζ, u−w) , t > 0 , (6.1)

where
lott(z, v) = max

[0,t]

(
‖z(τ)‖21−δ,Ω + ‖v(τ)‖22−δ,Γ0

)
. (6.2)

Above, we have used the notation

(h(t), ht(t), u(t), ut(t), ψ(t)) := Sty1 , (ζ(t), ζt(t), w(t), wt(t), ξ(t)) := Sty2 .

Proof. Given y1, y2 ∈ WR, let Sty1 = (h, ht, u, ut, ψ) and Sty2 = (ζ, ζt, w,wt, ξ)
be the corresponding solutions, as introduced in Proposition 4.1. Moreover,
let z = h − ζ, v = u − w, θ = ψ − ξ, as originally defined in (4.1). We
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recall that for these solutions the bounds (4.7), (4.8) and (5.4) hold true.
Since we seek to establish an estimate of ‖Sty1 − Sty2‖

2
Y , our starting point

will be once again the fundamental inequality (4.2) pertaining to the energy
E0(t) given by (4.9). Then, we need to produce accurate bounds for the
various terms which occur in the right hand side of (4.2). It will be used
throughout that, due to (4.7) and (4.8), there exists a constant CR such that
‖Styi‖Y ≤ CR, i = 1, 2.

The following Lemma provides two key estimates pertaining to the non-
linear terms F1, F2.

Lemma 6.2. Under Assumption 3.3, the following estimates hold true for
some δ > 0:

∣∣∣
∫ T

t
(F1(z), zt) dτ

∣∣∣ ≤ ε

∫ T

0
‖A1/2z‖2Ω dτ

+Cε(R)

∫ T

0

(
‖ht‖

2
Ω + ‖ζt‖

2
Ω

)
‖A1/2z‖2Ω dτ + CR,T max

[0,T ]
‖z‖21−δ,Ω ,(6.3a)

∣∣∣
∫ T

t
(F2(v), vt) dτ

∣∣∣ ≤ ε

∫ T

0

(
‖Av‖2 + ‖vt‖

2
)
dτ

+CR

∫ T

0

(
‖Av‖2 + ‖vt‖

2
)
‖ξ‖ dτ + Cε(R,T )max

[0,T ]
‖v‖21,Γ0

, (6.3b)

for all t ∈ [0, T ], where ε > 0 can be taken arbitrarily small. Here, F1 and
F2 are given by (4.6).

Proof. The former estimate has been established in [8] in the isothermal case;
since the arguments needed in the present case are pretty much the same,
the proof of (6.3a) is omitted. To show (6.3b), it is convenient to recall the
expression of the nonlinear term F2 acting on the plate component, that is

F2(v) = −
(
Q− ||A1/2v||2

)
Av − p0 , (6.4)

and that F2(v) = Φ′(v), with Φ(v) defined by (2.11). So then, we write
explicitly

(F2(v), vt) = (F2(w + v), vt)− (F2(w), vt)

=
d

dt

[
Φ(u)− (F2(w), v)

]
+ (F ′

2(w)wt, v) − (F2(u), wt)

with u = w + v, which yields, adding and subtracting (F2(w), wt), the fol-
lowing initial decomposition:

(F2(v), vt) =
d

dt
Q0(v) + P0(v) ,
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with

Q0(v) = Φ(u)− Φ(w)− (F2(w), v) , (6.5a)

P0(v) = (F ′
2(w)wt, v) − (F2(u)− F2(w), wt) . (6.5b)

By inserting the explicit expression (6.4) of F2 we rewrite Q0(v) as follows:

Q0(v) =

∫ 1

0

[
(F2(w + λv), v) − (F2(w), v)

]
dλ

= −

∫ 1

0
λ
(
Q− ‖A1/2(w + λv)‖2

)
(Av, v) dλ

+

∫ 1

0

(
‖A1/2(w + λv)‖2 − ‖A1/2w‖2

)
(Aw, v) dλ ,

which immediately gives

|Q0(v)| ≤ CR‖A
1/2v‖2 , (6.6)

in view of (4.7). Let us turn to the analysis of the term P0 as defined by
(6.5b). We preliminarly compute the first and second Fréchet derivatives of
the nonlinear function F2 in (6.4):

F ′
2(w)v = −

(
Q− ||A1/2w||2

)
Av + 2(Aw, v)Aw ,

〈F ′′
2 (w); v, ṽ〉 =

d

dη
F ′
2(w+ηṽ)v

∣∣∣
η=0

= 2(Aṽ, w)Av+2(Aṽ, v)Aw+2(Aw, v)Aṽ ;

in particular, we have that

〈F ′′
2 (w); v, v〉 = 4(Aw, v)Av + 2‖A1/2v‖2Aw .

Observing initially that F ′
2(w) is a symmetric operator, we rewrite (6.5b)

as follows,

P0(v) =

∫ 1

0

([
(F ′

2(w)− (F ′
2(w + λv)

]
v,wt

)
dλ

= −

∫ 1

0
λdλ

∫ 1

0
(〈F ′′

2 (w + ληv); v, v〉, wt) dη

= −

∫ 1

0
λ

∫ 1

0
4(A[w + ηλv], v)(Av,wt) dη dλ

−

∫ 1

0
λ

∫ 1

0
2‖A1/2v‖2 (A[w + ηλv], wt) dη dλ .

We now substitute wt = −A−1ξt−ξ in the above formula, thus obtaining

P0(v) = P01(v) + P02(v) ,
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where

P01(v) = 4

∫ 1

0
λ

∫ 1

0
(A[w + ηλv], v)(Av, ξ) dη dλ

+2

∫ 1

0
λ

∫ 1

0
‖A1/2v‖2 (A[w + ηλv], ξ) dη dλ ,

P02(v) = 4

∫ 1

0
λ

∫ 1

0
(A[w + ηλv], v)(v, ξt) dη dλ

︸ ︷︷ ︸
P021(v)

+2

∫ 1

0
λ

∫ 1

0
‖A1/2v‖2 (w + ηλv, ξt) dη dλ

︸ ︷︷ ︸
P022(v)

.

Then it is straightforward to see that

|P01(v)| ≤ CR

[
|(Av, ξ)| ‖v‖ + ‖A1/2v‖2‖ξ‖

]
≤ CR‖v‖ ‖Av‖ ‖ξ‖

≤ ǫ‖Av‖2 + CR,ǫ‖v‖
2 for every ǫ > 0.

(6.7)

Instead, the terms P02i(v) require further splitting. It is elementary to see
that

P021(v) = 4

∫ 1

0
λdλ

∫ 1

0
dη

d

dt

[
(A[w + ληv], v)(v, ξ)

]

−4

∫ 1

0
λdλ

∫ 1

0
dη(wt + ληvt,Av)(v, ξ)

−4

∫ 1

0
λdλ

∫ 1

0
dη(A[w + ληv], vt)(v, ξ)

−4

∫ 1

0
λdλ

∫ 1

0
dη(A[w + ληv], v)(vt , ξ) =:

d

dt
Q1(v) +

3∑

j=1

P j
021(v) .

Readily

|Q1(v)| ≤ CR ‖v‖2‖ξ‖ ≤ CR‖v‖
2 ; (6.8)

|P 1
021(v)| ≤ CR ‖Av‖‖v‖ , |P 2

021(v)| , |P
3
021(v)| ≤ CR ‖v‖‖vt‖ .

Therefore the term P1(v) :=
∑3

j=1 P
j
021(v) admits the estimate

|P1(v)| ≤ ǫ
(
‖Av‖2 + ‖vt‖

2
)
+ CR,ǫ ‖v‖

2 . (6.9)
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On the other hand, we also have

P022(v) = 2

∫ 1

0
λdλ

∫ 1

0
dη

d

dt

[
‖A1/2v‖2 (w + ηλv, ξ)

]

−2

∫ 1

0
λdλ

∫ 1

0
dη‖A1/2v‖2 (wt + ηλvt, ξ)

−4

∫ 1

0
λdλ

∫ 1

0
dη(vt,Av)(w + ηλv, ξ) =:

d

dt
Q2(v) +

2∑

j=1

P j
022(v),

where now

|Q2(v)| ≤ CR ‖A1/2v‖2 (6.10)

|P 1
022(v)| ≤ CR ‖A1/2v‖2 , |P 2

022(v)| ≤ CR

(
‖Av‖2 + ‖vt‖

2
)
‖ξ‖ ,

so that for P2(v) := P 1
022(v) + P 2

022(v) we obtain

|P2(v)| ≤ CR ‖A1/2v‖2 + CR

(
‖Av‖2 + ‖vt‖

2
)
‖ξ‖ . (6.11)

We have therefore proved that the following decomposition holds true,

(F2(v), vt) =
d

dt
Q(v) + P (v) , (6.12)

where

Q(v) = Q0(v) +Q1(v) +Q2(v),

P (v) = P01(v) + P1(v) + P2(v)

with the bounds (6.6), (6.8), (6.10) pertaining to the terms Qi and (6.7),
(6.9), (6.11) for the terms Pi, respectively. Thus, integrating in time between
t and T both sides of (6.12) and taking into account the complex of estimates
established above, we finally obtain (6.3b).

Notice now that by the lower bound in (3.4) it follows that ms2 ≤ sg(s)
and thus

‖ht(t)‖
2
Ω + ‖ζt(t)‖

2
Ω ≤ Dh,ζ(t) := m−1

[
(D(ht(t)), ht(t))Ω + (D(ζt(t)), ζt(t))Ω

]

(6.13)
for all t ≥ 0. Hence, by using the estimates established in Lemma 6.2, and
the elementary inequality ||ξ|| ≤ ǫ + (4ǫ)−1||ξ||2, valid for arbitrary small
ε > 0, we obtain the following bound for ΨT (z, v) defined by (4.5):

ΨT (z, v) ≤ ε

∫ T

0
E0(t)dt+ Cε(T,R) ΞT (z, v) , (6.14)
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with E0(t) defined in (4.9) and ΞT (z, v) given by

ΞT (z, v) := lotT (z, v) +

∫ T

0
Dh,ζ(τ)‖A

1/2z(τ)‖2Ωdτ

+

∫ T

0
‖ξ(τ)‖2

(
‖Av(τ)‖2Γ0

+ ‖M1/2vt(τ)‖
2
Γ0

)
dτ . (6.15)

Above, we used the notation lotT (z, v) as in (6.2), while Dh,ζ(t) has been
introduced within (6.13).

To proceed, we will use the next assertion.

Lemma 6.3. Under Assumption 3.3, the following estimate holds for HT
0 (z)

defined in (4.4), with arbitrarily small ε > 0:

HT
0 (z) ≤ ε

∫ T

0
E0(t) dt+ Cε

[
ΞT (z, v) +GT

0 (z)
]
, (6.16)

where GT
0 (z) is defined in (4.3), and ΞT (z, v) is given by (6.15).

Proof. In view of Assumption 3.3 it can be shown that for every ǫ > 0 there
exists Cǫ > 0 such that

|(D(ζ + z)−D(ζ), h)| ≤ Cǫ (D(ζ + z)−D(ζ), z)

+ǫ
(
1 + (D(ζ), ζ) + (D(ζ + z), ζ + z)

)
||A1/2h||2 , (6.17)

for any ζ, z, h ∈ D(A1/2), where D is the damping operator defined by (2.8);
see [13, Section 4] or [14, Chapter 5]). Owing to estimate (6.17), it is imme-
diately seen that

HT
0 (z) ≤ CǫG

T
0 (z) + ǫ

∫ T

0
E0(t) dt + ǫm

∫ T

0
Dh,ζ(τ)‖A

1/2z(τ)‖2Ωdτ ,

which in turn implies (6.16), as desired.

Notice that by the lower bound in (3.4) one has, as well, that

∫ T

0
‖zt‖

2 dt ≤
1

m
GT

0 (z) . (6.18)

Thus, we return to the basic inequality (4.2) in Proposition 4.1 and apply
the estimates (6.18), (6.14) and (6.16). Choosing ε sufficiently small, we
obtain

TE0(T ) +

∫ T

0
E0(t) dt ≤ C1

[
βGT

0 (z) + α

∫ T

0
‖A1/2θ‖2

]
+C2(T,R) ΞT (z, v)

(6.19)
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for T ≥ T0 > 0. On the other hand, using the energy equality (4.10) and
Lemma 6.2 we also have that

βGT
0 (z)+α

∫ T

0
‖A1/2θ‖2 ≤ E0(0)−E0(T )+ǫ

∫ T

0
E0(t)dt+Cǫ(T,R) ΞT (z, v)

for any ǫ > 0. Combining this bound with (6.19), we see that there exists
T > 1 such that

E0(T ) ≤ qE0(0) + CR,T ΞT (z, v) with 0 < q ≡ qT,R < 1 . (6.20)

We can now apply the same procedure described in [13] (see also [14, Chap. 3],
[8]). From (6.20) we have that

E0((m+ 1)T ) ≤ qE0(mT ) + cbm , m = 0, 1, 2, . . . ,

where c = cR,T > 0 is a constant and

bm := sup
t∈[mT,(m+1)T ]

(
‖z(t)‖21−δ + ‖v(t)‖22−δ

)

+

∫ (m+1)T

mT

[
Dh,ζ(τ) + ‖A1/2ξ(τ)‖2

]
E0(τ) dτ

with Dh,ζ(t) defined in (6.13). This yields

E0(mT ) ≤ qmE0(0) + c

m∑

l=1

qm−lbl−1.

Since q < 1, there exists ω > 0 such that

E0(mT ) ≤ C1e
−ωmTE0(0)

+C2

{
lotmT (z, v) +

∫ mT

0
e−ω(mT−τ)

[
Dh,ζ(τ) + ‖A1/2ξ‖2

]
E0(τ)

}
,

which implies that

E0(t) ≤ C1e
−ωtE0(0)+C2

{
lott(z, v)+

∫ t

0
e−ω(t−τ)

[
Dh,ζ(τ) + ‖A1/2ξ‖2

]
E0(τ)dτ

}

for all t ≥ 0. Therefore, applying Gronwall’s lemma we find that

E0(t) ≤
[
C1E

0(0)e−ωt+C2 lott(z, v)
]
exp

{
C2

∫ t

0

[
Dh,ζ(τ) + ‖A1/2ξ‖2

]
dτ

}
.

Since, by (5.4) we have that
∫ t

0

[
Dh,ζ(τ) + ‖A1/2ξ‖2

]
dτ ≤ CR, for all t ≥ 0,

we obtain the estimate (6.1). This concludes the proof of Theorem 6.1.

Remark 6.4. It is important to emphasize that the stabilizability estimate
(6.1) is independent of the parameters γ and κ. This fact will be crucially
important in the proof of Theorem 3.7.
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7 Proof of Theorem 3.4 and Theorem 3.7

1. Finiteness of fractal dimension. To prove finiteness of the fractal dimen-
sion dimf A, we appeal to a generalization of Ladyzhenskaya’s theorem on
dimension of invariant sets, given by [13, Theorem 2.10]. This result applies,
in view of the local Lipschitz continuity of the semi-flow St (see (2.27)) and
of the stabilizability estimate shown in Proposition 6.1.

Following the method described in [13] (subsequently used in [14, 16, 17]),
let us introduce the extended space YT = Y ×W1(0, T ) (with an appropriate
T > 0), where W1(0, T ) is the space of pairs (z(t), v(t)) in L2(0, T ;H

1(Ω)×
H2(Γ0)∩H

1
0 (Γ0)) such that (zt(t), vt(t)) belongs to L2(0, T ;L2(Ω)×L2(Γ0)).

Next, we consider in YT the set

AT = {W = (U ; z(t, U), v(t, U), t ∈ [0, T ]) : U ∈ A} ,

where (z(t, U), v(t, U), θ(t, U)) is a solution to (2.7), U = (z0, z1, v0, v1, θ0),
and define a shift operator V : AT 7→ AT by the formula

V : (U ; z(t, U), v(t, U), t ∈ [0, T ]) 7→ (STU ; z(t+T,U), v(t+T,U), t ∈ [0, T ]) .

Then, by using pretty much the same arguments as in [13, Sect.3.4] (or in
[14, Ch. 4], [16], [17]), we see that the assumptions of Theorem 2.10 in [13]
are satisfied.

That dimfA is independent of γ and κ follows from the fact that the
estimate (6.1) is uniform with respect to γ and κ. The analysis is similar to
the one carried out in the case of thermoelastic von Karman evolutions; see
[17].

2. Smoothness of the global attractor. The additional regularity of the at-
tractor follows from Theorem 6.1, by using similar arguments as in [14,
Sect. 4.2] (see also [8], where the isothermal case is studied, or [15, 16, 17],
dealing with different models).

Let {y(t) ≡ (z(t), zt(t), v(t), vt(t), θ(t)) : t ∈ R} ⊂ Y be a full trajectory
from the attractor A. Let |σ| < 1. Applying Theorem 6.1 with y1 = y(s+σ),
y2 = y(s) (and, accordingly, the interval [s, t] in place of [0, t]), we have that

‖y(t+ σ)− y(t)‖2Y ≤ C1e
−ω(t−s)‖y(s+ σ)− y(s)‖2Y

+C2 max
τ∈[s,t]

(
‖z(τ + σ)− z(τ)‖21−δ + ‖v(τ + σ)− v(τ)‖22−δ

)
(7.1)

for any t, s ∈ R such that s ≤ t and for any σ with |σ| < 1. Letting s→ −∞,
(7.1) gives

‖y(t+σ)−y(t)‖2Y ≤ C2 max
τ∈[−∞,t]

(
‖z(τ + σ)− z(τ)‖21−δ + ‖v(τ + σ)− v(τ)‖22−δ

)
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for any t ∈ R and |σ| < 1. By interpolation we have that

‖z(τ + σ)− z(τ)‖21−δ + ‖v(τ + σ)− v(τ)‖22−δ ≤ ε‖y(t+ σ)− y(t)‖2Y

+Cε

(
‖z(τ + σ)− z(τ)‖2 + ‖v(τ + σ)− v(τ)‖2

)

for every ε > 0. Therefore, we obtain

max
τ∈[−∞,t]

‖y(τ+σ)−y(τ)‖2Y ≤ C max
τ∈[−∞,t]

(
‖z(τ + σ)− z(τ)‖2 + ‖v(τ + σ)− v(τ)‖2

)

(7.2)
for any t ∈ R and |σ| < 1. On the other hand, on the attractor we have that

1

σ
‖z(τ + σ)− z(τ)‖ ≤

1

σ

∫ σ

0
‖zt(τ + t)‖dτ ≤ C, t ∈ R ,

and
1

σ
‖v(τ + σ)− v(τ)‖ ≤

1

σ

∫ σ

0
‖vt(τ + t)‖dτ ≤ C, t ∈ R ,

which combined with (7.2) give

max
τ∈R

∥∥∥∥
y(τ + σ)− y(τ)

σ

∥∥∥∥
2

Y

≤ C for |σ| < 1 .

This implies that

‖ztt(t)‖
2+‖A1/2zt(t)‖

2+‖vtt(t)‖
2+γ‖A1/2vtt(t)‖

2+‖Avt(t)‖
2+‖θt(t)‖

2 ≤ C
(7.3)

for all t ∈ R and for any trajectory {y(t) ≡ (z(t), zt(t), v(t), vt(t), θ(t)) : t ∈
R} from the attractor A.

The estimate (7.3) enables us to establish the spatial smoothness of the
attractor. Let us begin with the analysis of the plate variable v. In view of
(2.26b), (2.26c) and (7.3) it is easily seen that on the attractor one has

‖∆θ(t)‖ ≤ C
(
‖Avt‖+ ‖θt‖

)
≤ C ,

and hence, since ‖A−1/2M
1/2
γ ‖ ≤ C,

‖A−1/2∆2v‖ ≤ ‖M−1/2
γ ∆2v‖ ≤ C

(
‖∆θ‖+‖F2(v)‖+‖M1/2

γ vtt‖+‖zt‖1
)
≤ C ,

for γ > 0, whereas ‖∆2v‖ ≤ C in the case γ = 0. Thus, we can conclude
that t 7→ v(t) is a bounded function in the space Wγ defined in (2.20).

As for the wave component z, in the case n = 2 or {n = 3, 1 ≤ p ≤ 3}
from (2.1) it follows that

‖g(zt)‖ ≤ C
(
1 + ‖zt‖

p
L2p(Ω)

)
≤ C

(
1 + ‖zt‖

p
1,Ω

)
.
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Therefore from (2.26a) and (7.3) we obtain that z(t) solves the problem

(−∆+ µ)z = f1(t) in Ω,
∂z

∂ν
= f2(t) on Γ, (7.4)

where f1 ∈ L∞(R, L2(Ω)) and f2 ∈ L∞(R,Hs(Γ)) for any s < 3/2. By the
elliptic regularity theory (see, e.g., [33, Chap. 5]) we conclude that z(t) is a
bounded function with values in H2(Ω).

In the case {n = 3 , 3 < p ≤ 5} we have that g(zt) is bounded in L6/p(Ω)
and therefore z solves (7.4) with f1(t) ∈ L∞(R;L6/p(Ω)). Again, the elliptic
regularity theory ensures that z(t) is bounded in W 2

6/p(Ω). Thus, the second
statement of Theorem 3.4 is proved.

Proof of Theorem 3.7. The argument is standard (see, e.g., [4, 10] and
[28]) and relies on the uniform estimate (3.7) of Theorem 3.4. We proceed
by contradiction. Assume that (3.10) does not hold. Then there exists
a sequence λn = (γn, κn) such that λn → λ0 ≡ (γ0, κ0) and a sequence
Un ∈ A

γn,κn such that

distYγ0
(Un,A

γ0,κ0) ≥ δ > 0 , n = 1, 2, . . . (7.5)

Let {Un(t) : t ∈ R} be a full trajectory from the attractor Aγn,κn such that
Un(0) = Un. Since W 2

min{2,6/p}(Ω) is compactly embedded in H1(Ω) for

p < 5, using (3.3), (3.7) and Aubin’s compactness theorem (see, e.g., [31,
Corollary 4]), we can conclude that there exists a sequence {nk} and a func-
tion U(t) ∈ Cb(R, Yγ0) such that

max
t∈[−T,T ]

‖Unk
(t)− U(t)‖Yγ0

→ 0 as k → ∞ .

Since ‖U(t)‖Yγ0
≤ R for all t ∈ R and someR > 0, the trajectory {U(t) : t ∈ R}

belongs to the attractor A
γ0 . Consequently, Unk

→ U(0) ∈ A
γ0,κ0 , which

contradicts (7.5).

Remark 7.1. Since W 2
6/5(Ω) is not compactly embedded in H1(Ω), the

above proof fails in the case p = 5. Yet, we may use the compactness of the
embedding W 2

6/5(Ω) ⊂ H1−ε(Ω) for arbitrary ε > 0 so as to establish the

semi-continuity property in the space Y −ε
γ0 defined in (3.13).

A Sketch of the proof of Theorem 2.3 (well-posedness)

Let us consider the abstract second-order system (2.7) corresponding to the
PDE model (1.1). To give a first-order abstract formulation of (2.7) in the
variable y = [z, zt, v, vt, θ]

T , we introduce the operator L : D(L) ⊂ Y → Y
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defined by

L




z1

z2

v1

v2

θ



=




−z2

Az1 +D(z2) + z2 − ακAN0v2

−v2

M−1
γ

[
A2v1 + βκN∗

0Az2 + v2 −Aθ
]

Aθ +Av2



, (A.1)

with domain

D(L) =
{
[z1, z2, v1, v2, θ] ∈ D(A1/2)×D(A1/2)×Wγ ×D(A)×D(A) :

A[z1 − ακN0v2] +D(z2) ∈ L2(Ω)
}
,

(A.2)
which is dense in Y . Then, we see that system (2.7) can be rewritten as

y′ + Ly = C(y), y(0) = y0 , (A.3)

with L defined by (A.1) and C given by

C [z1, z2, v1, v2, θ] = [0,−F1(z1) + z2, 0,−F2(v1) + v2, 0]
T .

It is not difficult to show that L is a maximal monotone operator, and
hence the proof will be omitted; a detailed proof in the isothermal case is
found in [8, Appendix A], see also [7] and [21]. Moreover, as a consequence
of (2.14), the nonlinear term C is locally Lipschitz on the phase space Y .
Thus, the nonlinear equation (A.3) is a locally Lipschitz perturbation of a
system driven by an m-monotone operator and one may invoke [11, Theo-
rem 7.2], which yields the local existence (and uniqueness) for both strong
and generalized solutions. (The reader is referred to [6, 5, 30] for classical
results on nonlinear semigroups and differential equations in Banach spaces).

The next step consists in establishing the energy inequality (2.22) and
the identity (2.23) on the solutions’ existence interval. Indeed, the equality
(2.23) pertaining to strong solutions is easily shown using a standard argu-
ment. That generalized solutions satisfy the inequality (2.22) follows by a
limit procedure, in view of (2.23) and Definition 2.2(G). Moreover, (2.22)
implies (2.24) and (2.25). Finally, the latter estimate makes it possible to
establish a global existence result and therefore to conclude the proof.
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