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Abstract: Tracking detectors at future high luminosity hadron colliders are expected to be able to
stand unprecedented levels of radiation as well as to efficiently reconstruct a huge number of tracks
and primary vertices. To face the challenges posed by the radiation damage, new extremely radiation
hard materials and sensor designs will be needed, while the track and vertex reconstruction problem
can be significantly mitigated by the introduction of detectors with excellent timing capabilities.
Indeed, the time coordinate provides extremely powerful information to disentangle overlapping
tracks and hits in the harsh hadronic collision environment. Diamond 3D pixel sensors optimised
for timing applications provide an appealing solution to the above problems as the 3D geometry
enhances the already outstanding radiation hardness and allows to exploit the excellent timing
properties of diamond. We report here the first full timing characterisation of 3D diamond sensors
fabricated by electrode laser graphitisation in Florence. Results from a 270 MeV pion beam test of a
first prototype and from tests with a β source on a recently fabricated 55× 55µm2 pitch sensor are
discussed. First results on sensor simulation are also presented.

Keywords: detector R&D; timing detectors; diamond; modelling and simulation; laser

1. Introduction

One of the major problems to overcome in the design of tracking detectors at future
high luminosity hadron colliders is represented by the unprecedented flux of ionising
radiation through the sensors. The expected level of radiation (O(1016–1017)Neq/cm2 [1])
induces severe damage on the sensors over their lifetime and significantly complicates
the track and vertex reconstruction problem which may become almost intractable. The
invention of 3D solid state detectors [2], with column-like charge-collecting electrodes
built in the sensor bulk, provided a very promising solution to these challenges. Firstly,
compared to the classical planar geometry, the 3D configuration reduces by about an
order of magnitude the charge carrier path towards the electrodes thus reducing the
effect of lattice defects induced by radiation. Secondly, the charge collection time is also
dramatically reduced down to about 100 ps allowing the realisation of tracking devices
with time resolution at the level of 10 ps [3]. The introduction of a precise time information
in track hits significantly simplifies the track reconstruction problem, drastically reducing
the number of hits that can be associated to a candidate particle trajectory [4].

Diamond has been studied for decades as an ideal semiconductor to obtain extremely
radiation hard particle detectors. In more recent years, micro-fabrication of electrodes
by laser graphitisation of the crystal bulk [5] enabled the construction of 3D diamond
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detectors [6–8] that showed excellent detection properties [9] as well as very promising
results on radiation hardness [10]. Only very recently, however, 3D diamond detectors
were considered and systematically studied for timing applications, within the TimeSPOT
initiative, an R&D project on 3D solid state detectors for timing applications funded by
Italian National Institute for Nuclear Physics (INFN) [11]. Charge carriers have much
higher mobility and saturation speed in diamond than in silicon, making this material very
appealing for timing applications [12]. The 3D geometry, as pointed out before, allows
to reach excellent time resolutions making 3D diamond detectors ideal candidates for
tracking systems at future accelerators. In this paper, we report on the first full timing
characterisation of 3D diamond sensors fabricated by electrode laser graphitisation at the
INO-CNR laboratory in Florence. A short summary of the fabrication procedure is given in
Section 2; results from a pion beam test and tests with a 90Sr β source of a first prototype
are discussed in Sections 3.1 and 3.2; results from a β source test of a recently fabricated
55× 55µm2 pitch test sensor are reported in Section 3.3; finally, preliminary simulation
studies on our sensors are discussed in Section 4.

2. Sensor Fabrication

The 3D diamond sensors studied in this work were built by fabricating conductive
electrodes (or columns) in the bulk of 500µm single crystal Chemical Vapour Deposition
(scCVD) [13,14] diamonds produced by Element Six. The electrodes were obtained by
laser graphitisation of the diamond with an 800 nm Ti:Sapphire laser with 50 fs pulses
focused inside the crystal bulk. Diamond is transparent to 800 nm light, but a sufficiently
high light density can result in multiple-photon interactions causing energy absorption
through large-bandgap transitions which induce a phase transition from crystalline to
mixed carbon phase including graphite. Sufficiently short pulses prevent annealing of
graphite into amorphous carbon which is not conductive. To ensure an optimal laser beam
focusing, spherical aberrations due to the high diamond refractive index were corrected
with a Spatial Light Modulator (SLM) [8,15]. For timing applications, special care has to be
paid to the electrode fabrication, since graphitisation is a complex and difficult to control
process. According to references [16,17], the generated graphite is concentrated in thin
domains embedded in the crystal lattice. Due to this underlying structure, the resistivity of
the graphitised electrodes can be rather large which can result in resistances of the order
of 105–106 Ω for 500µm-long electrodes. The high resistivity of electrodes immediately
deteriorates the timing properties of the sensors because output signals are attenuated and
slowed down. Given a certain electrode resistivity, the resistance could be in principle
reduced by increasing the electrode cross-sectional area. However, graphite is significantly
less dense than diamond and the graphitisation process generates enormous mechanical
stresses within the diamond lattice which may locally crack the crystal. This limits the
maximum electrode diameter especially when a fine pitch is required. Other fabrication
parameters, like e.g., the pulse energy, duration and frequency, could be tuned to increase
the amount of graphite in the electrodes, thus reducing their resistivity.

The column fabrication was made as automatised as possible in order to produce
uniform electrodes. Laser parameters and sample movements were controlled through a
python-based software distributed over a network of processors. Laser parameters were
continuously monitored and fed back to the optical system in order to correct for possible
drifts from the working point. A run control and a monitoring system have been developed
to help the operator to follow the whole fabrication process.

2.1. Fabrication of First Prototype Sensor

A first prototype sensor with 30 × 30, 55 × 55µm2 pitch graphite electrodes was
built in 2019 on 4.5× 4.5 mm2, 500µm-thick detector grade scCVD by Element Six [11].
The electrodes were fabricated with a prototype optical setup without SLM for spherical
aberration correction. We therefore obtained graphitic columns with high resistance of
about 100 kΩ–1 MΩ. We grouped several electrodes in larger pads connecting them with
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surface graphite traces in various combinations (single strips of variable length, more
strips in parallel) that were wire-bonded to seven readout channels. A picture of the first
prototype sensor is shown in left panel of Figure 1.

Figure 1. Left: first prototype sensor; the large top-right structure is the 30× 30 pixel sensor; the
square wire bonding pads are also visible on the upper-left quadrant of the sensor. Several test
structures are visible at the bottom and around the border of the crystal. Right: top view of the
new prototype sensor. Black dots are the bias electrodes coming from the crystal back, seen in
transparency; black lines are the surface graphitisation contacts to connect the readout electrodes in
strips as described in the text.

2.2. Fabrication of New Sensors

A major milestone of TimeSPOT is to test silicon and diamond devices with a novel
28 nm ASIC. The ASIC has 32× 32 channels with an area of 55× 55µm2 to match the pitch
of the TimeSPOT sensors. Each channel features a charge-sensitive amplifier, a discrimi-
nator with programmable threshold, and a fully digital time-to-digital converter. More
details can be found in Ref. [18]. The chip will be bump-bonded to silicon and diamond
3D pixel detectors by IZM (Fraunhofer-Institut für Zuverlässigkeit und Mikrointegration
IZM, Berlin, Germany) and subsequently tested at a particle beam. In preparation for
these tests we have fabricated ten new 32× 32, 55× 55µm2 pitch pixel sensors for bump-
bonding to the TimeSPOT ASIC. For the production of this sensor batch, we significantly
upgraded our optical system and optimised the fabrication procedure to obtain electrodes
with significantly lower resistance. An LCoS-SLM (Hamamatsu X10468-02) for aberration
correction as well as a new final focusing objective were introduced in the optical chain.
Furthermore, we carried out a systematic optimisation of the fabrication process in order to
reduce as much as possible the electrode resistivity without inducing cracks in the diamond
lattice, producing and testing more than a thousand test graphitic columns with different
processing parameters and different diameters.

Before proceeding with the final production, we built three test sensors with a fabri-
cation procedure optimised for low resistance as resulting from the previous studies. We
obtained electrodes with a resistance of ∼30 kΩ which is roughly an order of magnitude
smaller than columns of the first prototype. A picture of one of these sensors is shown in
the right panel of Figure 1; results from tests of this prototype are discussed in Section 3.3.
The pixels are grouped to form two readout channels: a single strip of six pixels (third
row from the top in Figure 1, right) and a multiple strip with five connected strips of six
pixels each. The single strip is a good proxy of a single pixel while multiple strips simulate
clustering of more pixels. This configuration allowed also to study charge sharing effects
among pixels.
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3. Sensor Test Results

Prototype sensors described in the above sections have been extensively studied with
electrons form a 90Sr β source and high energy pions. Preliminary results from these
studies are reported in the following sections.

3.1. Test of First Prototype with 90Sr β Source

The first prototype sensor was first tested with electrons form a 90Sr β source in our
laboratory. Minimum ionising electrons with energies between ∼1 MeV and ∼2.3 MeV
were selected by detecting the Cherenkov light emitted in the 8 mm diameter, 5 mm thick
quartz entrance window of a Photonis PP2365Z micro-channel plate photomultuplier
(MCP) placed downstream the diamond sensor, which provided also a very precise
(σt < 20 ps) time reference. The signals were collected by a readout board by Kansas
University [19] and digitised with a high bandwidth (6 GHz) Teledyne Lecroy digital os-
cilloscope WavePro760Zi-A, and the waveforms saved and analysed offline. The readout
board has eight identical channels. Each channel consists of a two stage transimpedance
amplifier implemented with Infineon BFP740ESD SiGe wideband transistors in common-
emitter configuration. The trigger of the oscilloscope was a qualified trigger armed on the
diamond signal and requiring an MCP signal within 10 ns from the diamond signal itself.
The threshold on the diamond signal was set to 14 mV with a measured root-mean-square
noise of 5.6 mV. The time marker was assigned by a constant-fraction discriminator (CFD)
algorithm applied offline to the digitised waveforms. A picture of the experimental setup
is shown in Figure 2.

90Sr

Perforated 
readout board sensor

MCP

Figure 2. Experimental setup for tests with 90Sr source. On the left a picture of the setup; on the
right a sketch of the source, sensor and MCP arrangement (not to scale).

Due to the very high resistance of the columns, the signals we obtained from the test
were significantly attenuated and no Landau peak could be identified due to the modest
signal-to-noise (S/N) ratio. The distribution of the time difference between the signal and
the reference time given by the MCP (“delay”) is reported in the left panel of Figure 3
and shows a prominent tail on the right of the peak. This tail was found to be populated
mainly by coincidences with noise or with low amplitude signals, just above threshold,
where the CFD algorithm tends to assign delayed time markers because of the signal
distortion by the noise The contribution from real MIP signals was isolated on a statistical
basis using the sP lot method [20]. From a fit to the delay distribution with a Crystal Ball
function (a gaussian core with exponential tails) [21] plus an empirical function to describe
the tails due to accidental coincidences [11], a global time resolution σtot ∼ 260 ps was
obtained. The signal amplitude spectrum for MIP signals is also reported in Figure 3; the
time resolution as a function of signal amplitude is overlaid showing that the resolution
for the larger signals tends asymptotically to σasy ∼ 170 ps.
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Figure 3. Left: distribution of the time difference between signal and trigger (delay) for electrons
from the 90Sr source. The blue continuous curve represents the fit to the distribution with a Crystal
Ball function plus an empirical function for the random coincidence background (red dashed curve).
The fitted number of true (nSignal) and accidental (nBackground) coincidences is given on top of
the plot. Right: amplitude spectrum for the signals populating the delay distribution (light blue
histogram); the time resolution in bins of signal amplitude is overlaid (black full circles).

3.2. Test of First Prototype with High Energy Pions

The same prototype was also tested in 2019 at the 270 MeV/c πM1 pion beam of
Paul Scherrer Institute (PSI) in Villigen, Switzerland. Minimum ionising pions were
selected with two Cherenkov counters obtained with quartz radiators read out by large
area (5.3× 5.3 cm2) Photonis Planacon XP85112 MCPs. Signals were acquired with the
same readout chain described above using the same oscilloscope trigger configuration
and threshold, with the two MCPs in logical AND. The delay distribution and amplitude
spectrum of signals are very similar to those obtained with the β source. Therefore, also for
these data the separation of true from accidental coincidences was obtained with the sP lot
method, yielding a global time resolution σtot ∼ 240 ps. The delay distribution is shown
in Figure 4. The larger accidental coincidence background with respect to measurements
made with β electrons is due to the much larger area of the MCPs used for trigger at
PSI. The time resolution as a function of signal amplitude for pion data is also shown,
overlaid to the amplitude spectrum. The amplitude dependent time resolution for the
electron sample is also shown on the same plot for comparison: the two distributions are
in good agreement.

[ps]

Figure 4. Left: distribution of the time difference between signal and trigger (delay) for 270 MeV/c
pions. The blue continuous curve represents the fit to the distribution with a Crystal Ball function
plus an empirical function for the random coincidence background (red dashed curve). The fitted
number of true (nSignal) and accidental (nBackground) coincidences is given on top of the plot.
Right: amplitude spectrum for the signals populating the delay distribution (light blue histogram);
the time resolution in bins of signal amplitude for pions (black full circles) and electrons (blue full
diamonds) is overlaid; a fit of the pion resolution with a simplified resolution model (see text) is also
shown (grey dashed curve).
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The time resolution as a function of the amplitude A follows with reasonable agree-
ment the simple model

σt =
√

σ2
asy + (σnoise · t̄rise)2/A2, (1)

where σnoise is the electronics noise, t̄rise is the average signal rise time, and σasy is the
resolution that could be obtained in the absence of any noise. This simplified model of time
resolution takes into account only the main contribution given by the noise to signal slope
ratio (see for example ref. [4]), which dominates given the observed small signal-to-noise
ratio. A fit to the data with the above model is shown by the grey dashed curve in Figure 4
(right), which gives an asymptotic resolution σasy ∼ 150 ps.

3.3. Preliminary Results on New Sensors with 90Sr Source

The new prototype sensor was extensively tested using the 90Sr β source with a
readout system identical to that described in Section 3.1. Due to the divergence of the
electrons from the source, the large multiple scattering affecting electrons and the 1:10
pixel aspect ratio, significant amount of charge was released by electrons outside a single
pixel. The substantial charge sharing effect could be studied and corrected for by summing
coincidence signals of the single and multiple pixel strips described above. The amplitude
spectrum of signals from the single strip is shown in Figure 5 (left panel, blue full markers).
No clear peak is visible in the spectrum; however, by summing the charge released in the
neighbouring cells, as measured in coincidence by the multiple strip channel, an evident
Landau peak emerges that can be well discriminated from the noise (left panel, red full
markers). This is also visible in the spectrum of multiple strip channel, although with a
slightly worse S/N ratio (Figure 5, right). The larger S/N ratio obtained with respect to the
first prototype is a first clear effect of the lower electrode resistance.
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Figure 5. Left: signal amplitude spectrum of single-strip channel (black full squares); summing the
amplitude of signals of neighbouring pixels, the red open circle histogram is obtained. Right: signal
amplitude spectrum of multiple-strip channel.

Results from a data set obtained with a threshold of 40 mV are shown in Figure
6. The delay distribution is now background free but shows still a slightly asymmetric
tail on the right of the delay distribution. This tail is probably due to the effect of the
surface graphitic tracks running just outside the sensor fiducial area (used to connect
the pixels to the bonding pads; see Figure 1, right), which produce fringe electric field
where the charge collection is presumably slower than in the pixels. This effect can not be
easily disentangled with the β source and will be studied in detail in an upcoming beam
test, where precise fiducial regions inside the sensor will be selected using a collimating
55 × 55 µm2 TimeSPOT single pixel silicon sensor. A fit with a Crystal Ball function yields
a global time resolution σtot = 120 ps a factor of two better than that obtained with the first
prototype. The time resolution as a function of the signal amplitude follows fairly well the
simple model of Equation (1) and gives a time resolution for large signals σasy ∼ 75 ps.
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Figure 6. New prototype results: distribution of time difference between diamond and MCP signals,
for 90Sr electron signals larger than 40 mV (left); the time resolution is obtained from a fit (superim-
posed blue full line) with a crystal ball function. Time resolution in bins of signal amplitude (right);
the blue dashed line is the fitted simplified resolution model.

4. Sensor Simulation Results

In order to facilitate the interpretation of experimental results and study possible
optimisations, we started a simulation campaign to study the main features of 3D diamond
sensors from timing point of view. Material models of diamond are not normally included
by default in most of the professional solid state device simulation tools such as for
example Synopsys© Sentaurus TCAD and must therefore be explicitly implemented [22].
Detailed TCAD simulations of diamond 3D detectors have been performed by several authors
(e.g., [23]); however TCAD simulation is rather computing intensive, thus not particularly
suitable for simulation of large statistics samples. In this study we therefore chose to
simulate the electric fields and charge transport with the ROOT-based [24] simulator
KDetSim [25].

4.1. Simulation Flow

The simulation flow starts with a detailed Geant4 [26,27] simulation of the 90Sr avail-
able at our laboratory, of a 270 MeV pion beam, and of the experimental test setup. The di-
amond sensor is schematised as a 3× 3 pixel matrix uniformly illuminated by incident
particles, but only the particle charge deposits in the central pixel are considered for further
processing. The charge carriers are drifted in the electric field through the KDetSim package;
the simulated electric field and potential are shown in Figure 7. Given their large per-
unit-length resitance and their aspect ratio, the resistive electrodes are modelled as lossy
transmission lines (an alternative model with a “ladder-like” discrete set of series resistors
and parallel capacitors gave largely compatible results). The signal currents obtained from
KDetSim are thus convoluted with the electrode and electronics impulse response functions,
following the recipe described in [28].

For this study, no noise simulation has been attempted and we used real data noise
waveforms superimposed to simulated signals. The simulated waveforms are finally
processed with the same algorithms used for data. The distribution of the total charge
released by pions and electrons, as obtained from Geant4 simulation is shown in the left
panel of Figure 8. A prominent Landau peak is well visible in the pion spectrum while the
electron spectrum is broader, due to the underlying β energy spectrum. The distribution of
the charge released by pions and electrons in the central pixel, is shown instead on the right
panel of Figure 8. It can be seen that, as expected, in the case of electrons a considerable
amount of charge leaks outside the pixel volume. As a result, signals from β electrons are
generally smaller and only a broad peaking structure is expected. Pions instead generate
larger signals with a clear peak with a characteristic tail of small signals on the left of the
most probable value, due mostly to δ-rays or tracks leaving the pixel volume.
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Figure 7. Electric field (in V/µm, left panel) and potential (in V, right panel) for a 3× 3 pixel matrix
calculated with KDetSim. The red-dashed square indicates the active area of the central pixel.
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Figure 8. Charge released in a 3× 3 pixel matrix and in a single 55× 55µm pixel (left) by 90Sr electrons
and 270 MeV pions, expressed in number of electron-hole pairs, obtained from the Geant4 simulation.

4.2. Simulation Results

The simulation flow has been validated with data obtained from the single-strip
channel of the 55× 55µm2 test sensor irradiated with the 90Sr β source. The data were
acquired with a trigger threshold of 30 mV and their signal spectrum is shown in Figure 5
(left panel, black square markers). As expected, this sample has a significantly lower S/N
ratio with respect to data collected with the multiple-strip channel, due to the large multiple
scattering of electrons. However, as discussed in Section 2.2, the single strip is a better
proxy of a single pixel, and is therefore more directly comparable with the simulation. In
the simulation, the electrode resistance was assumed to be 30 kΩ.

The comparison between data and simulation was performed on distributions of
delay between the MCP trigger and signal time markers, of signal amplitude, and of rise
time. All the distributions were normalised to unit area. As shown in Figure 9, reasonably
good agreement between data and simulation is observed in all considered distributions,
confirming an overall good description of the signal generation and acquisition chain.

A comparison of the time resolution obtained with the same data and simulated
signals is reported in Figures 10 and 11, showing an overall good agreement between
data and simulation. As can be seen from Figure 9 top panel and Figure 10 left panel,
the asymmetric tail on the right of the delay distribution is more prominent than in the
case of data from the multiple-strip channel, confirming that it is mainly populated by
accidental coincidences with noise. This effect is reproduced by the simulation as can
be seen from Figure 9 and comparing left and right panels of Figure 10, although with
a residual disagreement with data. The tail on the right is indeed slightly larger in data
than in the simulation. We think that this residual disagreement is due to the effect of
the graphitic structures discussed in Section 3.3, which are not taken into account in the
simulation. Nevertheless, further investigations will be needed to clarify this discrepancy.
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Figure 9. Data distributions of delay (top), amplitude (middle) and rise time (bottom), for 90Sr
electrons compared with simulation.
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Figure 10. Time resolution for 90Sr electrons from data (left) and simulated signals (right).
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Figure 11. Time resolution as a function of signal amplitude for data (black squares) and simulated
(red circles) 90Sr electrons.

The simulation results will be further validated shortly in a beam test with high energy
hadrons. Further tests will be carried out when the sensors will be bump-bonded on the
TimeSPOT ASIC.

After validation, the simulation was used to study the time resolution as a function
of the electrode resistance which is, at the current stage of the development, the main
driving parameter for timing performance. The same pixel matrix described in Section 4.1
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was simulated with electrodes of different resistance ranging from 1 kΩ to 40 kΩ, using
both β electrons and minimum ionising pions. The results are shown in Figure 12. The
simulation confirms the expectation that the time resolution improves substantially when
the resistance of the electrodes diminishes, thanks to an increasing S/N ratio.
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Figure 12. Time resolution as a function of signal amplitude for simulated 90Sr electrons (left) and
270 MeV pions (right), for different values of the electrode resistance.

5. Conclusions

An intense R&D program on 3D diamond detectors for timing applications has been
going on in Florence in the framework of the TimeSPOT initiative. A first beam test held
at PSI successfully demonstrated the potential of these devices for 4D tracking. Prelimi-
nary laboratory results with recently fabricated 55× 55µm2 pitch 3D sensors show very
encouraging results hinting at possible time resolutions in the range of 70–80 ps or better.
At the current stage, the main limiting parameter is the resistance of the electrodes that
slows down the signals and reduces their amplitude when they are fed into fast electronics.
We are therefore investing significant effort in optimising the sensor fabrication procedure
in order to minimise the electrode resistance.

Furthermore, in order for this technology to become viable for large scale tracking sys-
tems, additional developments will need to be carried out in order to make the fabrication
procedure scalable to larger areas and larger number of sensors.

These tests were a first validation of the fabrication procedure used to construct ten
32× 32, 55× 55µm2 pitch pixel sensors which will be bump-bonded on 28 nm TimeSPOT
ASIC at IZM and will be tested at a high energy particle beam test.
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