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#### Abstract

A boundary control problem is considered for the strongly damped wave equation, and it is solved by dynamic programming arguments.
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## 1. Introduction.

1.1. Statement of the problem and literature. Let $\Omega \subset \mathbb{R}^{n}$ be an open bounded set with smooth boundary $\partial \Omega$, and let $T>0$ be fixed.

We are concerned with a boundary control problem for the strongly damped wave equation

$$
\begin{align*}
& \left.y_{t t}(t, x)=\Delta y(t, x)+c \Delta y_{t}(t, x) \quad(t, x) \in\right] 0, T[\times \Omega ; \\
& y(0, x)=y_{0}(x), \quad y_{t}(0, x)=z_{0}(x) \quad x \in \Omega ;  \tag{1.1}\\
& y(t, x)=u(t, x) \quad(t, x) \in] 0, T[\times \partial \Omega,
\end{align*}
$$

where $c$ is a positive constant; $y_{0}, z_{0} \in L^{2}(\Omega)$; and we take $u$ in $W^{1,2}\left(0, T ; L^{2}(\partial \Omega)\right)$.
Physical motivation for studying (1.1) arises from problems that may occur in the study of flexible structures in a bounded domain, controlled on the boundary through a Dirichlet boundary condition.

In recent years, boundary control problems have become of interest in optimal control theory. Flandoli [2], [3] and Lasiecka and Triggiani [4] study a general abstract class of dynamic that covers parabolic-like problems, namely, not only heat/diffusion equations, but also wave or plate equations with structural damping. In their works, they assume, as usual, that controls $u$ belong to $L^{2}\left(0, T ; L^{2}(\partial \Omega)\right)$.

In [5] Lasiecka and Triggiani give several examples of partial differential equations, with boundary or point control, which can be reduced to that abstract model. Nevertheless, to the knowledge of the author, (1.1) has not been explicitly treated in relation to optimal contol problems.

In this paper, following the original idea of Balakrishnan for parabolic equations (see [1]), we derive a solution formula for (1.1) in the product space $H=L^{2}(\Omega) \times L^{2}(\Omega)$. This formula yields the couple $\left(y, y_{t}\right)$ in terms of the time derivative of the control $u_{t}$.

Since we want to solve the control problem using dynamic programming techniques, we must work in the product space $H$, and we would expect that ( $y, y_{t}$ ) belongs to $L^{2}(0, T ; H)$. Therefore, due to the low regularity of the solutions to (1.1) under the assumption $u \in L^{2}\left(0, T ; L^{2}(\partial \Omega)\right)$, we take $u \in W^{1,2}\left(0, T ; L^{2}(\partial \Omega)\right)$.

[^0]Consistent with this choice, we consider the problem of minimizing the cost functional

$$
\begin{aligned}
J(u)= & \int_{0}^{T} d t \int_{\Omega}\left\{\left|\left(C_{1} y(t, \cdot)\right)(x)\right|^{2}+\left|\left(C_{2} y_{t}(t, \cdot)\right)(x)\right|^{2}\right\} d x \\
& +\int_{0}^{T} d t \int_{\partial \Omega}\left\{|u(t, x)|^{2}+\left|u_{t}(t, x)\right|^{2}\right\} d \sigma \\
& +\int_{\Omega}\left\{\left|\left(\Gamma_{1} y(T, \cdot)\right)(x)\right|^{2}+\left|\left(\Gamma_{2} y_{t}(T, \cdot)\right)(x)\right|^{2}\right\} d x
\end{aligned}
$$

overall $u$ in $W^{1,2}\left(0, T ; L^{2}(\partial \Omega)\right)$, where $C_{i}, \Gamma_{i} \in \mathscr{L}\left(L^{2}(\Omega)\right), i=1,2, \Gamma_{i}$ are selfadjoint, and $y$ is subject to the partial differential equation (1.1).

The purpose of $\S 2$ of this paper is to show that it is possible to reformulate problem (1.1), (1.2) into a standard quadratic control problem. This goal is achieved by introducing suitable states and controls, namely, setting $W=\left(y \cdot y_{t}, u\right), v=u^{\prime}$.

Section 3 is devoted to showing that the theory developed in [3] can be applied to the new control problem, provided that $\Gamma_{2}$ belong to $\mathscr{L}\left(L^{2}(\Omega), H_{0}^{2 \beta}(\Omega)\right)$ for some $\beta \in\left(\frac{1}{4}, \frac{1}{2}\right)$.
1.2. Notation. Let $X$ and $Y$ be two Hilbert spaces. We denote norms and inner products with $|\cdot|$ and $\langle\cdot, \cdot\rangle$, respectively.

We represent with $\mathscr{L}(X, Y)(\mathscr{L}(X)$ if $X=Y), \Sigma(X), \Sigma^{+}(X)$ the space of all bounded linear operators from $X$ to $Y$, the space of all bounded selfadjoint operators in $X$, and the subset of $\Sigma(X)$ of nonnegative definite operators, respectively.

If $T$ is a linear operator (generally unbounded) from $X$ to $Y$, we denote its domain with $D(T)$ and its adjoint by $T^{*}$.

Moreover, we denote by $\rho(T)$ the resolvent set of $T$, by $\sigma(T)$ the spectrum of $T$, and by $R(\lambda, T)=(\lambda-T)^{-1}$ the resolvent operator, respectively. We set $\omega_{T}=$ $\sup \{\operatorname{Re} \lambda \mid \lambda \in \sigma(T)\}$.

If $T$ generates a $C_{0}$-semigroup $G(t)$ on $X$, we set $G(t)=e^{t T}$.
2. The abstract setting. Let $\Omega \subset \mathbb{R}^{n}$ be an open bounded set with smooth boundary $\partial \Omega$, and let $T>0$ be fixed. We study in $(0, T) \times \Omega$ the optimal control problem (1.1), (1.2).

We consider the Dirichlet realization of the Laplace operator in $L^{2}(\Omega)$, defined by $A y=\Delta y$ for any $y \in D(A)=H^{2}(\Omega) \cap H_{0}^{1}(\Omega)$, and we denote by $D$ the Dirichlet mapping from $L^{2}(\partial \Omega)$ to $L^{2}(\Omega)$, defined by $D v=w$, where

$$
\begin{aligned}
\Delta w & =0 \quad \text { in } \Omega, \\
w(x) & =v(x) \quad x \in \partial \Omega .
\end{aligned}
$$

As is proved in [6], $D \in \mathscr{L}\left(L^{2}(\partial \Omega), H^{1 / 2}(\Omega)\right)$.
Moreover, we introduce the Hilbert spaces $H=L^{2}(\Omega) \times L^{2}(\Omega), U=L^{2}(\partial \Omega)$ and define the linear operator $\mathscr{A}$ in the product space $H$ as

$$
\begin{align*}
& \mathscr{A}\binom{y}{z} \doteq\left(\begin{array}{cc}
0 & I \\
A & c A
\end{array}\right)\binom{y}{z}=\binom{z}{A(y+c z)}, \\
& D(\mathscr{A})=\left\{\left.\binom{y}{z} \in H \right\rvert\, y+c z \in D(A)\right\} . \tag{2.1}
\end{align*}
$$

It is well known that $\mathscr{A}$ is the infinitesimal generator of analytic semigroup $e^{t s A}$ on $H$ of negative type.

For simplicity, we first assume that $u(0, \cdot)=0$ and consider the problem of minimizing (1.2) over the class of controls

$$
W_{0}^{1,2}\left(0, T ; L^{2}(\partial \Omega)\right)=\left\{u \in W^{1,2}\left(0, T ; L^{2}(\partial \Omega)\right) \mid u(0, \cdot)=0\right\} .
$$

Following a standard technique introduced by Balakrishnan (see [1]), we can reduce problem (1.1) to a homogeneous boundary problem. Then it is easy to check that the solution $Y=\left(y, y_{t}\right)$ to (1.1) satisfies

$$
\begin{equation*}
Y(t)=e^{t \mathscr{A}}\binom{y_{0}}{z_{0}}-\mathscr{A} \int_{0}^{t} e^{(t-s) \mathscr{A}} F u^{\prime}(s) d s+E u(t), \tag{2.2}
\end{equation*}
$$

where $Y(t)=Y(t, \cdot), u(t)=u(t, \cdot)$, and $E, F$ are the linear operators in $\mathscr{L}(U, H)$, defined by

$$
E u=\binom{D u}{0}, \quad F u=\binom{0}{D u},
$$

respectively.
Remark 2.1. If we apply

$$
\mathscr{A}^{-1}=\left(\begin{array}{cc}
-c I & A^{-1} \\
I & 0
\end{array}\right)
$$

to (2.2) and integrate by parts in $t$, we obtain that

$$
\binom{-c y(t)+A^{-1} y^{\prime}(t)}{y(t)}=\mathscr{A}^{-1} e^{t \mathscr{A}}\binom{y_{0}}{z_{0}}-\mathscr{A} \int_{0}^{t} e^{(t-s) \mathscr{A}} F u(s) d s-c E u(t),
$$

which easily yields regularity of solutions to (1.1) in terms of the regularity of the control $u$. We stress that, if $u \in L^{2}\left(0, T ; L^{2}(\partial \Omega)\right.$ ), then we only have $A^{-1} y^{\prime}(t) \in$ $L^{2}(0, T ; H)$.

Therefore, because we want to use dynamic programming arguments, we cannot weaken the assumption $u \in W^{1,2}\left(0, T ; L^{2}(\partial \Omega)\right)$.

The cost functional can be written as

$$
\begin{equation*}
J(u)=\int_{0}^{T}\left\{|C Y(s)|^{2}+|u(s)|^{2}+\left|u^{\prime}(s)\right|^{2}\right\} d s+\left\langle P_{0} Y(T), Y(T)\right\rangle, \tag{2.3}
\end{equation*}
$$

where

$$
C=\left(\begin{array}{cc}
C_{1} & 0 \\
0 & C_{2}
\end{array}\right), \quad P_{0}=\left(\begin{array}{cc}
\Gamma_{1}^{2} & 0 \\
0 & \Gamma_{2}^{2}
\end{array}\right),
$$

and it is clear that $C \in \mathscr{L}(H), P_{0} \in \Sigma^{+}(H)$.
Now note the control $u$ as an auxiliary component of the state and define $u^{\prime}$ as a new control. More precisely, set

$$
\begin{equation*}
u^{\prime}=v, \quad W=\binom{Y}{u} \tag{2.4}
\end{equation*}
$$

and introduce a new states space $\bar{H}=H \times U$, while we set $\bar{U}=U$.
From (2.2), (2.4) it is rather easy to derive a semigroup formula to be satisfied by $W$ in $\bar{H}$. To do that, we need the following lemma.

Lemma 2.2. Let $G:[0,+\infty) \rightarrow \mathscr{L}(\bar{H})$ be defined by

$$
t \rightarrow\left(\begin{array}{cc}
e^{t S t} & \left(I-e^{t S l}\right) E  \tag{2.5}\\
0 & I
\end{array}\right)
$$

with $\mathscr{A}$ given by (2.1).

Then $G$ is an analytic semigroup on $\bar{H}$ of type $=0$, and its generator $\mathscr{B}$ is defined by

$$
\begin{align*}
D(\mathscr{B}) & =\left\{\left.\binom{Y}{u} \in \bar{H} \right\rvert\, Y-E u \in D(\mathscr{A})\right\},  \tag{2.6}\\
\mathscr{B}\binom{Y}{u} & =\binom{\mathscr{A}(Y-E u)}{0} .
\end{align*}
$$

Moreover, $\rho(\mathscr{B})=\{\lambda \in \mathbb{C} \mid \lambda \in \rho(\mathscr{A}), \lambda \neq 0\}$, and, for all $\lambda \in \rho(\mathscr{B})$, we have that

$$
R(\lambda, \mathscr{B})=\left(\begin{array}{cc}
R(\lambda, \mathscr{A}) & -(1 / \lambda) \mathscr{A} R(\lambda, \mathscr{A}) E  \tag{2.7}\\
0 & (1 / \lambda) I
\end{array}\right) .
$$

Proof. We can easily check that $G$ is a strongly continuous semigroup on $\bar{H}$. We now characterize the generator $\mathscr{B}$ of $G(t)$.

Let $\binom{Y}{u} \in \bar{H}, t>0$. We write

$$
\begin{aligned}
\frac{1}{t}(G(t)-I)\binom{Y}{u} & =\frac{1}{t}\left(\begin{array}{cc}
e^{t s t}-I & \left(I-e^{t s Q}\right) E \\
0 & 0
\end{array}\right)\binom{Y}{u} \\
& =\frac{1}{t}\binom{\left(e^{t s t}-I\right)(Y-E u)}{0}
\end{aligned}
$$

Therefore the limit $\lim _{t \rightarrow 0}(1 / t)(G(t)-I)\binom{Y}{u}$ exists if and only if there exists $\lim _{t \rightarrow 0}(1 / t)\left(e^{t \mathscr{A}}-I\right)(Y-E u)$, that is, by definition, if $Y-E u \in D(\mathscr{A})$.

In conclusion,

$$
D(\mathscr{B})=\left\{\left.\binom{Y}{u} \in \bar{H} \right\rvert\, Y-E u \in D(\mathscr{A})\right\}
$$

and, for all $\binom{Y}{u} \in D(\mathscr{B})$,

$$
\mathscr{B}\binom{Y}{u}=\binom{\mathscr{A}(Y-E u)}{0},
$$

and (2.6) holds true.
Also, formula (2.7) can be easily verified.
To show that $G(t)=e^{t \rightarrow \beta}$ is an analytic semigroup on $\bar{H}$, we observe that, if $\omega>0$, we have that

$$
\rho(\mathscr{B}) \supset\{\lambda \in \mathbb{C} \mid \operatorname{Re} \lambda>\omega\},
$$

and, since $e^{t s h}$ is an analytic semigroup of negative type, from (2.7) we easily deduce the bound

$$
|R(\lambda, \mathscr{B})| \leqq \frac{M}{|\lambda-\omega|} \quad \operatorname{Re} \lambda>\omega .
$$

Remark 2.3. By using (2.6) and definition (2.1) of $\mathscr{A}$, we can write more explicitly

$$
\begin{aligned}
& D(\mathscr{B})=\left\{\left.\left(\begin{array}{l}
y \\
z \\
u
\end{array}\right) \in \bar{H} \right\rvert\, y+c z-D u \in D(A)\right\}, \\
& \mathscr{B}\left(\begin{array}{l}
y \\
z \\
u
\end{array}\right)=\left(\begin{array}{c}
z \\
A(y+c z-D u) \\
0
\end{array}\right) .
\end{aligned}
$$

By using the operators defined in Lemma 2.2, we can finally obtain the following theorem.

Theorem 2.4. Let $Y$ be as in (2.2), $W$ and $v$ defined by (2.4). Then $W(t)$ satisfies

$$
\begin{equation*}
W(t)=e^{t \mathscr{B}} W_{0}+(I-\mathscr{B}) \int_{0}^{t} e^{(t-s) \mathscr{B}} \mathscr{C} v(s) d s, \tag{2.8}
\end{equation*}
$$

where $e^{t \mathscr{B}}, \mathscr{B}$ are given by (2.5), (2.6), respectively; $\mathscr{G}$ is the linear bounded operator from $\bar{U}$ to $\bar{H}$ defined by

$$
\begin{equation*}
\mathscr{C} v=\binom{E v-\mathscr{A}(I-\mathscr{A})^{-1} F v}{v} ; \tag{2.9}
\end{equation*}
$$

and $W_{0}=\left(y_{0}, z_{0}, 0\right)^{T}$.
Proof. Formula (2.8) is proved by a short verification substituting (2.9) and $W_{0}=\left(y_{0}, z_{0}, 0\right)^{T}$ into the second member of (2.8) and considering (2.5) and (2.6).

In conclusion, the control problem (2.2), (2.3) can be reduced, in the abstract spaces $\bar{H}, \bar{U}$, to the problem of minimizing the quadratic functional

$$
\begin{equation*}
J(v)=\int_{0}^{T}\left(|\bar{C} W(s)|^{2}+|v(s)|^{2}\right) d s+\left\langle\bar{P}_{0} W(T), W(T)\right\rangle, \tag{2.10}
\end{equation*}
$$

over all $v \in L^{2}(0, T ; \bar{U})$, where

$$
\bar{C}=\left(\begin{array}{ccc}
C_{1} & 0 & 0 \\
0 & C_{2} & 0 \\
0 & 0 & I
\end{array}\right), \quad \bar{P}_{0}=\left(\begin{array}{ccc}
\Gamma_{1}^{2} & 0 & 0 \\
0 & \Gamma_{2}^{2} & 0 \\
0 & 0 & 0
\end{array}\right),
$$

and $W$ is subject to (2.8).
Suppose now that $\mathscr{B}, \mathscr{G}, \bar{C}, \bar{P}_{0}$ satisfy all conditions assumed by Flandoli in [3] to show the existence and uniqueness of the solutions to Riccati equation associated with problem (2.8)-(2.10). Obviously, once we have obtained the optimal control $v^{*} \in L^{2}(0, T ; \bar{U})$ for problem (2.8)-(2.10), the optimal control $u^{*}$ for the original problem (1.1), (1.2) is given by $u^{*}(t)=\int_{0}^{t} v^{*}(s) d s$.

Remark 2.5. Until now, we have supposed that $u(0)=0$. Otherwise, we can proceed as follows. We first assume that $u(0)=u_{0} \in U$ is fixed, and we derive the solution formula for (1.1) in $H$ as follows:

$$
\begin{equation*}
Y(t)=e^{t \mathscr{A}}\binom{y_{0}-D u_{0}}{z_{0}}-\mathscr{A} \int_{0}^{t} e^{(t-s) \mathscr{A}} F u^{\prime}(s) d s+E u(t) . \tag{2.11}
\end{equation*}
$$

By using the same method described in the case where $u_{0}=0$, we reduce the problem of minimizing (2.3) over the class of controls $u \in W^{1,2}(0, T ; U)$ such that $u(0)=u_{0}\left(\right.$ where $Y$ is subject to (2.11)) to problem (2.8)-(2.10), with $W_{0}=\left(y_{0}, z_{0}, u_{0}\right)$.

If the theory developed in [3] applies to (2.8)-(2.10), then the Riccati feedback synthesis yields the optimal value $J\left(v^{*}\right)=\left\langle P(T) W_{0}, W_{0}\right\rangle$, where $P$ is the solution to the Riccati equation associated with (2.8)-(2.10). This is a quadratic form with respect to $u_{0}$. Thus, to solve the original control problem in $W^{1,2}(0, T ; U)$, it remains to minimize $J\left(v^{*}\right)$ with respect to $u_{0}$.
3. Solution of the control problem. We want to check hypotheses assumed in [3] to solve problem (2.8)-(2.10). We can immediately see that $\bar{C} \in \mathscr{L}(\bar{H}), \bar{P}_{0} \in \Sigma^{+}(\bar{H})$. As a consequence of Lemma 2.2, we also know that $\mathscr{B}$ generates an analytic semigroup of type less than 1.

Therefore it remains to show that

$$
\begin{equation*}
\exists 0<\alpha<1 \text { such that } \mathscr{G} \in \mathscr{L}\left(\bar{U}, D\left((I-\mathscr{B})^{\alpha}\right)\right) \tag{3.1}
\end{equation*}
$$

and that, under suitable assumptions on $\Gamma_{i}$,

$$
\begin{equation*}
\exists \beta \in\left(\frac{1}{2}-\alpha, \frac{1}{2}\right) \quad \text { such that }\left(I-\mathscr{B}^{*}\right)^{\beta} \sqrt{\bar{P}_{0}} \in \mathscr{L}(\bar{H}) . \tag{3.2}
\end{equation*}
$$

To prove the validity of (3.1), we give a characterization of the interpolation spaces $D_{\mathscr{B}}(\theta, 2)$, for any $\theta \in(0,1)$. (As to relations between interpolation spaces and domains of fractional powers of linear operators, see [7, §§ 1.13-1.15], and the references contained therein.)

We start by showing the following lemma.
Lemma 3.1. For any $\theta \in(0,1)$

$$
\begin{equation*}
D_{\mathscr{B}}(\theta, 2)=\left\{\left.\binom{Y}{u} \in \bar{H} \right\rvert\, Y-E u \in D_{\mathscr{A}}(\theta, 2)\right\}, \tag{3.3}
\end{equation*}
$$

and the norm

$$
\begin{equation*}
\binom{Y}{u} \rightarrow\left\|\binom{Y}{u}\right\|_{\bar{H}}+\|Y-E u\|_{D_{s A}(\theta, 2)} \tag{3.4}
\end{equation*}
$$

is equivalent to the norm of $D_{\mathscr{R}}(\theta, 2)$.
Proof. We use the well-known characterization [7, § 1.14], below:

$$
D_{\mathscr{B}}(\theta, p)=\left\{W \in \bar{H}: t \rightarrow\left\|t^{\theta} \mathscr{B} R(t, \mathscr{B}) W\right\| \in L_{*}^{p}(a,+\infty)\right\}
$$

with norm

$$
\begin{equation*}
\|W\|_{D_{\mathscr{g}}(\theta, p)}=\|W\|_{\bar{H}}+\left\|t^{\theta} \mathscr{B} R(t, \mathscr{B}) W\right\|_{L_{*}^{p}(a,+\infty)}, \tag{3.5}
\end{equation*}
$$

where $a \geqq \max \left(1, \omega_{\mathscr{B}}\right)$, and $f \in L_{*}^{p}(a,+\infty)$ if

$$
\int_{a}^{+\infty}|f(t)|^{p} \frac{d t}{t}<+\infty .
$$

Let $\theta \in(0,1),\binom{Y}{u} \in \bar{H}, t \geqq a$. By representation (2.7) of the resolvent $R(t, \mathscr{B})$ in terms of $R(t, \mathscr{A})$, it follows that

$$
\begin{equation*}
\mathscr{B} R(t, \mathscr{B})\binom{Y}{u}=\binom{\mathscr{A} R(t, \mathscr{A})(Y-E u)}{0} . \tag{3.6}
\end{equation*}
$$

Therefore

$$
t \rightarrow\left\|t^{\theta} \mathscr{B} R(t, \mathscr{B})\binom{Y}{u}\right\| \in L_{*}^{2}(a,+\infty)
$$

if and only if

$$
t \rightarrow\left\|t^{\theta} \mathscr{A} R(t, \mathscr{A})(Y-E u)\right\| \in L_{*}^{2}(a,+\infty)
$$

and (3.3) holds true. The equivalence of the norms (3.4), (3.5) is again a consequence of (3.6).

Arguing as in Lemma 3.1, by means of the representation of the resolvent $R(t, \mathscr{A})$ in terms of $R\left(t^{2} /(c t+1) ; A\right)$, we can easily deduce the next lemma.

Lemma 3.2. For any $\theta \in(0,1)$,

$$
D_{\mathscr{A}}(\theta, 2)=\left\{\left.\binom{y}{z} \in H \right\rvert\, y+c z \in D_{A}(\theta, 2)\right\},
$$

and the norm

$$
\binom{y}{z} \rightarrow\left\|\binom{y}{z}\right\|_{H}+\|y+c z\|_{D_{A}(\theta, 2)}
$$

is equivalent to the norm of $D_{\Omega A}(\theta, 2)$.
Corollary 3.3. For any $\theta \in(0,1)$, we have that

$$
D_{\mathscr{B}}(\theta, 2)=\left\{\left.\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right) \in \bar{H} \right\rvert\, y+c z-D u \in D_{A}(\theta, 2)\right\},
$$

and the norm

$$
\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right) \rightarrow\left\|\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right)\right\|_{\bar{H}}+\|y+c z-D u\|_{D_{A}(\theta, 2)}
$$

is equivalent to the norm of $D_{\mathscr{B}}(\theta, 2)$.
We are now able to verify condition (3.1).
Proposition 3.4. Let $\mathscr{G}$ be as in (2.9). Then there exists $\theta \in\left(0, \frac{1}{4}\right)$ such that $\mathscr{G} \in$ $\mathscr{L}\left(\bar{U}, D\left((I-\mathscr{B})^{\theta}\right)\right)$.

Proof. As a consequence of the inclusion

$$
\begin{equation*}
D_{\mathscr{B}}(\theta+\varepsilon, 2) \hookrightarrow D\left((I-\mathscr{B})^{\theta}\right), \tag{3.7}
\end{equation*}
$$

which holds for any $\theta \in(0,1), \varepsilon>0$, it is sufficient to show that there exists $\theta \in\left(0, \frac{1}{4}\right)$ such that $\mathscr{G} \in \mathscr{L}\left(\bar{U}, D_{\mathscr{B}}(\theta, 2)\right)$.

Let $v \in \bar{U}$. From Lemma 3.1, $\mathscr{G} v \in D_{\mathscr{B}}(\theta, 2)$ for some $\theta \in(0,1)$ if and only if $R(1, \mathscr{A}) F v-F v \in D_{\mathscr{A}}(\theta, 2)$ for the same $\theta$.

Since $D \in \mathscr{L}\left(U, D_{A}(\theta, 2)\right)$ for any $\theta \in\left(0, \frac{1}{4}\right)$ [6], conclusion follows easily from Lemma 3.2.

It remains to check (3.2).
Let $\theta$ be as in Proposition 3.4. It is sufficient to show the existence of $\beta \in\left(\frac{1}{2}-\theta, \frac{1}{2}\right)$ such that

$$
\begin{equation*}
\sqrt{\bar{P}_{0}} \in \mathscr{L}\left(\bar{H}, D_{\mathscr{B}} *(\beta, 2)\right), \tag{3.8}
\end{equation*}
$$

where $\mathscr{B}^{*}$ is the adjoint of $\mathscr{B}$. After that, again as a consequence of (3.7)-which also holds true for $\mathscr{B}^{*}$-and by the closed graph theorem, we obtain that

$$
\exists \beta \in\left(\frac{1}{2}-\theta, \frac{1}{2}\right) \quad \text { such that }\left(I-\mathscr{B}^{*}\right)^{\beta} \sqrt{\bar{P}_{0}} \in \mathscr{L}(\bar{H}) .
$$

By using the same arguments as in Lemmas 3.1 and 3.2, we can easily deduce the next lemma.

Lemma 3.5. For any $\theta \in(0,1)$,

$$
D_{\mathscr{B}}(\theta, 2)=\left\{\left(\begin{array}{c}
y  \tag{3.9}\\
z \\
u
\end{array}\right) \in \bar{H}: z \in D_{A}(\theta, 2)\right\},
$$

and the norm

$$
\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right) \rightarrow\left\|\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right)\right\|_{\bar{H}}+\|z\|_{D_{A}(\theta, 2)}
$$

is equivalent to the norm of $D_{\mathscr{B}} *(\theta, 2)$.

Assume now that

$$
\begin{equation*}
\exists \beta \in\left(\frac{1}{2}-\theta, \frac{1}{2}\right) \quad \text { such that } \Gamma_{2} \in \mathscr{L}\left(L^{2}(\Omega), D_{A}(\beta, 2)\right) . \tag{3.10}
\end{equation*}
$$

Then we have the following proposition.
Proposition 3.6. There exists $\beta \in\left(\frac{1}{2}-\theta, \frac{1}{2}\right)$ such that

$$
\left(I-\mathscr{B}^{*}\right)^{\beta} \sqrt{\bar{P}_{0}} \in \mathscr{L}(\bar{H})
$$

Proof. Let

$$
\left(\begin{array}{l}
y \\
z \\
u
\end{array}\right) \in \bar{H} .
$$

Then

$$
\sqrt{\bar{P}_{0}}\left(\begin{array}{l}
y \\
z \\
u
\end{array}\right)=\left(\begin{array}{c}
\Gamma_{1} y \\
\Gamma_{2} z \\
0
\end{array}\right) .
$$

By hypothesis (3.10) on $\Gamma_{2}$, and from (3.9), there exists $\beta \in\left(\frac{1}{2}-\theta, \frac{1}{2}\right)$ such that

$$
\sqrt{\bar{P}_{0}}\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right) \in D_{\mathscr{B}} *(\beta, 2) .
$$

Moreover, as a consequence of Lemma 3.5, we can write

$$
\left\|\sqrt{\bar{P}_{0}}\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right)\right\|_{D_{P_{s} *(\beta, 2)}}=\left\|\left(\begin{array}{c}
\Gamma_{1} y \\
\Gamma_{2} z \\
0
\end{array}\right)\right\|_{\bar{H}}+\left\|\Gamma_{2} z\right\|_{D_{A}(\beta, 2)},
$$

and, again by (3.10), we deduce the bound

$$
\left\|\sqrt{\bar{P}_{0}}\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right)\right\|_{D_{B_{B} *}(\beta, 2)} \leqq \text { const }\left\|\left(\begin{array}{c}
y \\
z \\
u
\end{array}\right)\right\|_{\bar{H}} .
$$

Thus (3.8) holds true, and Proposition 3.6 is proved.
Now, following [3], we can solve the Riccati equation associated with (2.8)-(2.10) and conclude by using dynamic programming that, for every $y_{0}, z_{0} \in L^{2}(\Omega)$, there exists a unique feedback optimal control $v^{*}$ for (2.8)-(2.10).

At this point, we can interpret the Riccati feedback synthesis of problem (2.8)(2.10) in terms of the original control problem (1.1), (1.2).

Therefore we can finally state the following theorem.
Theorem 3.7. If $C_{i} \in \mathscr{L}\left(L^{2}(\Omega)\right), \Gamma_{i} \in \Sigma\left(L^{2}(\Omega)\right), i=1,2, \Gamma_{2} \in \mathscr{L}\left(L^{2}(\Omega), H_{0}^{2 \beta}(\Omega)\right)$ for some $\beta \in\left(\frac{1}{4}, \frac{1}{2}\right)$, then, for every $y_{0}, z_{0} \in L^{2}(\Omega)$, there exists a unique feedback optimal control $u^{*}$ for problem (1.1), (1.2) in $W_{0}^{1,2}\left(0, T ; L^{2}(\partial \Omega)\right)$.
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