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a b s t r a c t 

Document layout analysis is an important task to extract information from scientific literature. Deep- 

learning solutions for document layout analysis require large collections of training data that are not 

always available. We generate a large number of synthetic pages to subsequently train a neural network 

to perform document object detection. The proposed pipeline allows users to deal with less common 

layouts for which it is not easy to find large annotated datasets. High-quality annotations for a small col- 

lection of papers are obtained through a semi-automatic approach. Then, a generative model, based on 

LayoutTransformer, is used to generate plausible layouts that are subsequently populated with random in- 

formation to perform data augmentation. We evaluate the proposed method considering scientific articles 

with two different types of layouts: double and single columns. For double-column papers, we improve 

detection by 1% starting from 385 manually annotated scientific articles. For single-column papers, we 

improve detection by 49% starting from 218 articles. 

© 2023 The Authors. Published by Elsevier B.V. 
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. Introduction 

Document Layout Analysis (DLA) [1] is an important task in 

ocument image analysis aimed at understanding the document 

tructure and semantics. Nowadays, DLA is a mature application 

rea that, similarly to other research fields, evolved from well- 

stablished hand-designed techniques [2] into approaches based 

n deep-learning techniques [3] that often require large collections 

f labeled training data. Scientific documents are usually released 

s born-digital PDF files where the extraction of textual informa- 

ion is often not an issue. However, to understand the document 

emantics, the identification of regions in the pages is needed. 

eep learning techniques are widely used for document layout 

nalysis, mostly relying on algorithms originally designed for com- 

uter vision which have been demonstrated to be effective in rec- 

gnizing document layout elements when trained with a huge 

mount of data. 

Large annotated datasets are available to support layout anal- 

sis research (e.g. [4,5] ), however, the papers in these collections 

o not cover all the possible layouts and publishing styles since 

hey mostly come from the biomedical literature (e.g. PubMed) and 
� Editor: Maria De Marsico. 
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elf-archiving platforms such as arXiv. The most common strategy 

dopted to automatically annotate large collections of scientific pa- 

ers requires the availability, for each PDF, of the corresponding 

ource files. There are two main alternatives to get this informa- 

ion: 1) source files can be submitted to a sharing repository (e.g. 

rXiv 1 ) together with the corresponding PDF by the authors; 2) 

DF papers and their corresponding XML files can be distributed 

y PubMed Central (PMC 

2 a free digital archive of biomedical and 

ife sciences journals) and in this case the content is contributed 

y the journal publishers. 

Once a PDF and the corresponding structured representation 

re available, it is possible to match the information and automat- 

cally obtain annotations for objects in the page. In both cases, the 

ollections of scientific papers are large and freely available and 

re therefore ideal for building large annotated datasets that can 

e used to train deep-learning based models for DLA. As a matter 

f fact, available datasets, such as PubLayNet and DocBank [4,5] , 

xhibit limited variability in content and layout: they collect pa- 

ers from arXiv or PubMed Central and mostly include double col- 

mn layouts. As a consequence, when trained models are applied 

o different layouts (e.g. single-page proceedings) the results can 

e worse than expected. To address these problems, we aim to 
1 https://arxiv.org/ 
2 https://www.ncbi.nlm.nih.gov/pmc/ 
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upport the research on DLA by designing a synthetic data gen- 

rator that can be easily customized to generate documents of a 

esired specific layout, to augment the training data and boost the 

erformance of a pre-trained object detector model. There are two 

ain contributions of this work: 

• We propose a semi-automatic annotation approach to obtain 

high-quality annotations for a small set of scientific papers; an- 

notation errors are manually fixed and 11 different regions (ti- 

tle, authors, abstract, keywords, subtitle, text, image, table, cap- 

tion, formula, reference) are labeled; these annotations are used 

for data augmentation. 
• We propose a data generation pipeline that starts from the an- 

notated pages to train a generative model (based on Layout- 

Transformer [6] ) and produce large collections of pages with 

variable layout whose regions are populated with synthetically 

generated content (e.g. text, images, tables). These pages can 

then be used to train DLA engines. 

The overall approach is layout-agnostic. Our experiments show 

hat it can work for both double and single-column scientific pa- 

ers and we demonstrate that it is possible to improve the results 

f layout analysis by using a small semi-automatically annotated 

ataset. The code of this paper is available at 3 . 

The paper is structured as follows: in Section 2 we re- 

ise the related work on syntetic document generation. In 

ections 3 and 4 we explain how data are annotated and the 

ethod in use to generate new layouts. In Section 5 , we show 

umerical and qualitative experimental results. Conclusions are 

rawn in Section 6 . 

. Related work 

The generation of synthetic data for boosting the recognition 

erformance of trainable models has been extensively used in the 

ast years and research on DLA is not an exception. Some methods 

equire the user to carefully design rules that describe the distri- 

ution of regions in the page layout. For instance, in [7] a genera- 

or of semi-structured documents is proposed. This tool generates 

amples of administrative documents requiring the user to design 

y hand the general structure (defines the different types of infor- 

ation needed). the tool then modifies the position of items in the 

age by taking into account suitable random variables. Structured 

istorical documents are generated, starting from a hand-designed 

eneral organization of the document in [8] . In [9] a generative 

rocess that treats every physical component of a document as a 

andom variable and models their intrinsic dependencies using a 

ayesian Network graph is proposed. The Bayesian Network defines 

he synthetic document generation process. The primitive units, 

tyle attributes, and layout elements are all treated as random vari- 

bles and represented as nodes in a graph. Several sub-networks 

re designed to model different parts of a scientific paper (e.g. 

ocument, section, table, and figure). User-defined layout and font 

tyles are considered as starting information in Document Domain 

andomization (DDR [10] ) to render simulated pages of scientific 

apers by modeling randomized textual and non-textual contents 

f interest that are downloaded from online repositories. 

More recently, several generative models for document layout 

eneration have been proposed. In [11] , the authors try to learn 

ayouts from a set of document images, leveraging GAN (Gener- 

tive Adversarial Network). In [12] an architecture based on VAE 

Variational Auto-Encoder) and RNN (Recurrent Neural Network) is 

escribed. It can convert training page layouts into an embedded 
3 https://github.com/pisalore/master _ thesis . 

39 
ompact representation, whose space is represented by a Gaus- 

ian distribution. New document layouts can be created by sam- 

ling novel values from the distribution. A GAN-based method to 

enerate document layout given images, keywords and category 

f the document is described in [13] . One problem with this ap- 

roach is that a large amount of training data is needed. Also 

ransformers have been used to generate layouts. In [14] the au- 

hors model the distribution of objects in example layouts and a 

elf-attention mechanism is used to detect high-level object rela- 

ionships. LayoutTransformer, proposed in [6] is a framework that 

everages self-attention to learn contextual relationships between 

ayout elements and generates new layouts in the given domain. 

he authors exploit it to generate scientific papers, but only rely 

n PubLayNet for training. 

Since transformers came into play [15] their usage has been 

pread among a wide range of machine learning communities [16] . 

ven if they are mostly used for NLP tasks, transformers have been 

pplied also to tackle other document-related tasks, like document 

lassification [17–20] , table detection [17] , key information extrac- 

ion from receipts or forms [18,20,21] , and Document Layout Anal- 

sis [1,5,22] . 

Motivated by the transformers’ achievements in document anal- 

sis, we make use of the LayoutTransformer generative model 

6] to perform data augmentation by first creating synthetic lay- 

uts starting from a small number of annotated pages and then 

opulating the regions with techniques inspired by DDR [10] . 

. Semi-automatic annotation 

The pipeline of the proposed approach is summarized in Fig. 1 . 

iven a few papers from the target publication (journal or confer- 

nce proceedings) some preliminary annotations are obtained by 

ntegrating the output of two PDF parsing tools ( Section 3.1 ). These 

nnotations are then refined by users ( Section 3.2 ) and clean data 

re used to train the generative model as described in Section 4 . 

.1. Automatic annotation 

Since PDF files faithfully represent the layout and typographic 

nformation of documents, but not their semantics, we parse the 

DF papers with two tools: the GROBID [23] machine learning li- 

rary, focused on extracting bibliographic information from scien- 

ific papers, and the PDFMiner library [24] that extracts layout ele- 

ents in the pages. The GROBID output is a TEI XML file [25] that

epresents the metadata of the paper. In particular, the TEI tags 

escribe the class type and the bounding box for titles, sub-titles, 

ables, and formulas. However, in the case of authors, abstract, and 

eywords the position information is missing. The PDF files are 

hen processed by PDFMiner which extracts all the text blocks and 

mages with their bounding box coordinates. The information ex- 

racted with the two tools is then merged and nine object classes 

re identified as follows. 

• Titles, subtitles, tables and formulas (arrow 1 in Fig. 1 ) are iden- 

tified in the GROBID output using beautifulsoup4 [26] to parse 

the TEI XML files. 
• GROBID also extracts abstract, authors , and keywords (arrow 2 in 

Fig. 1 ), in this case, but there is no bounding box information in 

the TEI tags. Since all the text-boxes are extracted by PDFMiner 

it is possible to find position information by using text match- 

ing between GROBID and PDFMiner results. The text matching 

is computed with SequenceMatcher (from Python difflib [27] ) 

considering two strings as similar if the score is greater than 

a threshold set to 0.7 (the threshold is a balance between too 

much noise with low values and too many false negatives with 

high ones). 

https://github.com/pisalore/master_thesis
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Fig. 1. The proposed pipeline: first, data are collected, annotated in a semi-automatic fashion, and finally manually corrected (red boxes); then they are used to train a Lay- 

outTransformer generator model that in turn generates synthesized layouts (green boxes) that are filled with content (blue box). We obtain a dataset of documents belonging 

to the domain of the initial data. Labels in the diagram are as follows: 1: Formulas, titles, tables; 2: Abstract, authors, keywords; 3: Text; 4: Figures; LT: LayoutTransformer. 

Fig. 2. Examples of automatically annotated pages. From GROBID and PDFMiner we extract nine categories: title (blue), authors (light green), abstract (cyan), keywords (red), 

subtitles (purple), text (pink), images (yellow), formulas (black) and tables (green). Captions and references are added by hand. 
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• The text regions extracted by PDFMiner (arrow 3 in Fig. 1 ) that 

are not matched with the output of GROBID are first filtered 

with some heuristics to exclude false positives and then saved 

as text . For instance, text regions smaller than the font size are 

removed. The other objects extracted by PDFMiner are figures 

(arrow 4 in Fig. 1 ). 

In the subsequent manual correction, the labels of text regions 

orresponding to captions and references are fixed obtaining regions 

or the 11 classes that are used by the generative model. Annota- 

ion examples for double and single columns are shown in Fig. 2 . 

fter performing the previous steps the annotation information is 

onverted to a format suitable for manual correction. For each pro- 

essed paper we create page images (using the pdf2image python 

ibrary [28] ) and convert the annotations as XML files in PASCAL 

OC format [29] . 

.2. Annotation correction 

Not surprisingly, there are some errors in the automatic annota- 

ion. We therefore manually check the annotations using labelImg 

30] (arrow 5 in Fig. 1 ), an interactive tool that reads PASCAL VOC 

nnotations, supports the user to fix errors, and saves the updated 

nnotations. 
40 
Corrections performed include the addition of missing objects 

e.g. tables, images, captions, and page numbers) and the separa- 

ion of overlapping objects that we want to avoid. 

Since the proposed content generation ( Section 4.3 ) cannot eas- 

ly handle overlapping regions, we deal with the overlaps by re- 

oving the shared area and reducing the overlapping regions ac- 

ordingly. Given simple annotation guidelines, for each page, the 

nnotators needed a time ranging from 30 s to two minutes de- 

ending on the complexity of the page (i.e. number of different 

egions in the page). 

By correcting the annotations we expect to help the genera- 

ive model to produce better training samples: considering that 

e started with very few training examples, it is crucial to work 

ith high-quality annotations to produce plausible results. We will 

how how this step improves also the final results by a large mar- 

in, in the experiments presented in Section 5.3 . The last step is to 

repare the data to use them to train the generative model (Lay- 

utTransformer) that accepts data in COCO format [31] . 

. Document generation 

After preparing the data, a generative model is used to increase 

he number of samples to train a computer vision model for DLA. 

he document generation follows three main steps (bottom part of 



L. Pisaneschi, A. Gemelli and S. Marinai Pattern Recognition Letters 167 (2023) 38–44 

Fig. 3. Examples of training examples (top) and generated pages before manual correction (bottom). Double column layout in the left, single column layout on the right. 

Region colors are the same as those used in Fig. 2 apart from the orange box in the last example that corresponds to References. 
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Fig. 4. Example of post-processing layout corrections: overlapping bounding boxes 

in the left are correctly separated in the right. 
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ig. 1 ). 1) the generative model is trained from annotated data; 2) 

ayouts are generated using the model and then adjusted in post- 

rocessing; 3) regions in the synthetic layouts are populated with 

ealistic content. 

.1. Layout transformer training 

The goal is to generate many document pages with a fair 

mount of variance in content, starting from a small set of input 

ata. To do this, we use the generative layout method LayoutTrans- 

ormer [6] , motivated by the results achieved on the PubLayNet 

ataset. 

We summarize here some key information about the model. 

he reader can refer to [6] for additional details. The model uses 

elf-attention [15] to learn contextual relationships between ob- 

ects in the layout of a document page. A layout can be represented 

s a set of bounding boxes of regions of different types. The layout 

f one page can be defined as a graph G with n nodes, where each

ode i ∈ { 1 , . . . , n } is a region. The graph is fully connected and the

oal of the attention network is to learn the relationships occurring 

etween nodes. Each node can be represented as (s i , x i , y i , h i , w i ) ,

here s i is the feature vector, (x i , y i ) are the coordinates of the

enter, and (h i , w i ) are the height and width of the node bounding 

ox. 

The model takes as input a permutation of nodes and their d- 

imensional vector representation. It is important to note that by 

oing this, the attention module can assign weights explicitly to 

ach layout element. The attention module is similar to transform- 

rs’ decoder: it is formed by L attention layers each of which is 

omposed of masked multi-head attention and a fully connected 

eed-forward layer, residual connections and Layer Normalization. 

ach d-dimensional representation attends to all the input latent 

ectors as well as previously predicted latent vectors. Teacher forc- 

ng is used at training and validation time, so ground truth samples 

re used instead of the previous step output, to train the model 

fficiently. Regarding the training loss, the KL-Divergence is mini- 

ized between softmax prediction by softmax layer, outputting a 

ne-hot distribution with label smoothing, a regularization tech- 

ique which prevents over-fitting and also the model being over- 

onfident. 

In this work we use the following model and training hyperpa- 

ameters: d = 512 as the embedding dimension for each element in 

he layout, L = 6 as the layers number and n heads = 8 as the num-

er of multi-attention heads in Transformer architecture. Concern- 

ng the layout parameters, max length = 128 indicates the maxi- 
41
um number of elements to be generated for the layout (most real 

ages have fewer regions). Regarding training, Adam optimizer is 

sed, with β1 = 0 . 9 and β2 = 0 . 99 , lr = 10 −4 . The network is also

et up to synthesize 612 x 792 and 440 x 667 layout pages, respec- 

ively for double and single columns. In the top part of Fig. 3 we

how some examples of training layouts. 

.2. Layout generation 

Exploiting LayoutTransformer, trained from scratch with few in- 

ut samples, it is possible to generate an arbitrary number of syn- 

hetic pages. In the second row of Fig. 3 we show some examples 

f generated layouts. it is possible to observe the strengths and 

eaknesses of the method: the ability to recognize and then gen- 

rate the high-level page layout, but also overlapping regions that 

re not realistic. To remove overlapping regions, post-processing is 

erformed with a set of operations: (i) group bounding boxes by 

ategory; (ii) identify overlapping objects; (iii) merge overlapping 

oxes; (iv) create extra annotations; (v) remove small noisy anno- 

ations. In Fig. 4 we show the input and the output of the post- 

rocessing on a sample page where some regions overlap. 

.3. Content generation 

Once the synthetic layout is generated, it is possible to fill the 

enerated bounding boxes with suitable content. Textual objects in 
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Table 1 

Statistics of training and test data. 

# Samples Train Test 

Layout PDF Pages Regions Pages Pages 

ICDAR (2C) 385 2088 15,478 1044 1044 

with aug. - 12,079 147,960 12,079 1044 

ICPR (1C) 218 2088 8242 1044 1044 

with aug. - 12,582 115,170 12,582 1044 
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Table 2 

Summary of experimental results: comparison of AP measures for dif- 

ferent ResNeXt models trained on different data. 

Metrics ( ↑ ) 
Layout Models AP 0 . 50: . 95 AP 50 AP 75 

ICDAR 2 

Columns 

Baseline 0.735 0.917 0.809 

Augmented 0.681 0.913 0.776 

Augmented-refined 0.745 0.949 0.834 

ICPR-W 1 

Column 

Baseline 0.107 0.256 0.077 

Augmented 0.079 0.124 0.018 

Augmented-refined 0.597 0.823 0.764 
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he generated PDF files are obtained by using a simple language 

odel based on n-grams that assigns a probability to sequences of 

ords. Our goal is to make the text as realistic as possible to train

 DLA model. However, we do not aim at generating ”fake” pa- 

ers with semantically meaningful content. We generate the text 

xploiting NLTK (Natural Language Tool Kit) [32] . We use different 

anguage models for different types of regions and therefore there 

re separate language models for titles, authors, abstracts, subtitles, 

exts, and references. Given textual instances for each type of re- 

ion, we use them to train the different language models and then 

o generate fake text to be used in document generation. 

In addition to text, we also fill the generated layouts with im- 

ges, tables, and formulas gathered from the Internet. The different 

ources for the contents of interest are as follows: 

• Text categories : the bounding boxes labeled as titles, authors, 

subtitles, keywords, text, abstract, caption, and references are 

filled with synthetically generated text using specific 3-grams 

models. 
• Images categories : figure and tables. The bounding boxes la- 

beled as figures and tables are filled with images retrieved from 

VISImageNavigator 4 a collection of more than 30K figures and 

tables from proceedings of conferences. 
• Mathematical objects : the bounding boxes corresponding to for- 

mulas or equations are populated with formulas samples from 

the EquationSheet dataset 5 then typewritten in the PDF using 

pylatex . 

Final examples with generated layout and content can be eval- 

ated qualitatively in Fig. 5 . 

. Experiments 

We evaluate the quality of generated documents using a 

esNeXt [33] model to perform DLA on proceedings of ICDAR 2019 

double columns layout) and of the ICPR 2021 (single column 

ayout) workshops. Starting from the same amount of annotated 

ages, we generate synthetic pages and compare the final results 

ith and without data augmentation. 

.1. Training and test data 

The pipeline described in Sections 3 and 4 is layout-agnostic, 

eaning that can work both for single and double-column layouts. 

o show this behavior, we used two different sources of scientific 

apers. We collect 2088 pages for each conference after the semi- 

utomatic annotation process, then we augment their number by 

early 10k more samples using the generative model. In Table 1 

e summarize the statistics of the training and test data: 50% of 

he original pages are retained as test set, while the rest are for 

raining the LayoutTransformer. The number of pages and regions 

fter data augmentation is also reported. 
4 https://visimagenavigator.github.io/ . 
5 https://www.equationsheet.com/ . 

42 
.2. Object detector for DLA 

We use an object detector to validate the quality of the gener- 

tion process, performing layout analysis on the original and aug- 

ented data. To tackle DLA we make use of ResNeXt [34] , taken 

rom the detectron2 [35] model zoo. The model is initialized with 

ocBank weights [5] . Regarding training details, we use a learning 

ate warm-up (from 0.2 to 0.6) for the first 1.500 steps. We iterated 

or 10.0 0 0 steps for about 5 h. Concerning ResNeXt we left cardi- 

ality to 32, bottleneck width to 8 and depth to 101. The batch size 

s set to 8. 

.3. Results 

Depending on the use of the data augmentation or not, we de- 

ne three different models, trained on different data: 

1. Baseline : only trained with corrected annotated pages. 

2. Augmented : trained adding generated pages obtained from un- 

corrected annotations. 

3. Augmented-refined : trained adding generated pages obtained 

from corrected annotations. 

In the single-column case, due to the high unbalance of classes, 

e train three different models for data augmentation using three 

ifferent training sub-sets: 1) one model consisting of first pages 

those with title and authors); 2) one containing only pages with 

t least a ”reference” instance 3) the last one including all the re- 

aining pages. In Table 2 experimental results are presented: the 

etric in use is the mAP proposed by COCO, with different thresh- 

lds (0.5, 0.75 and 0.50:.05:.95). From the results we can notice: 

• Data augmentation improves all the metric scores: dealing with 

a small dataset well-annotated (baseline) does not allow a deep 

model such as ResNeXt to generalize well, but increasing the 

size of the training set to improve results. 
• In particular, we improve the AP . 50: . 95 scores by 1% for double 

column and a considerable margin of 49% for single column. 

The worst results (in particular on the baseline) for single- 

column documents, in comparison with double-columns, are 

due to the initialization of the model with weights learned 

from the DocBank dataset, which is mostly composed by double 

columns papers. Thanks to the proposed approach, it is possible 

to do domain adaptation from double-column to single-column 

layouts. 
• The removal of noise produced by the automatic annotation 

process, through manual correction of annotations, shows that 

the combination of semi-automatic labeling of a small amount 

of data along with a generative model, can improve the quality 

of generated documents. We obtain an average improvement 

for all the metrics of 5.2% on the double column and 65% on 

single column layouts, comparing augmented and augmented- 
refined models. 

https://visimagenavigator.github.io/
https://www.equationsheet.com/
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Fig. 5. Examples of generated documents: double-column on the upper side, single column on the bottom one. 
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. Conclusions 

In this paper, we propose a method to synthesize an arbitrar- 

ly large number of pages of scientific articles from few annotated 

ages. We implemented a semi-automatic pipeline to enhance the 

uality of layout annotations of scientific papers, exploiting infor- 
43 
ation contained in the PDF. On top of a small amount of data, we 

ork with a LayoutTransformer to generate new document layouts 

hat are then filled with realistic content to create high-resolution 

ynthetic data. Finally, we evaluate the effectiveness of the data 

ugmentation proposed using a fine-tuned object detector model, 

btaining an improvement in the mAP score for single and double- 
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olumn layouts. We have shown that a good quality of annotations 

ith the support of a generative model can be efficient compared 

o the automatic annotation of large-scale data. Moreover, the gen- 

ration of new data can help the pre-trained models to general- 

ze also to different layouts. In future work, we aim to extend this 

attern to different document layouts, such as legal documents, in- 

oices, and medical records. 

An important aspect we will explore more deeply is the seman- 

ic content of generated scientific paper pages, that relates to the 

ossibility to develop a model that is able to generate documents 

n different domains. It might be also interesting to refine the gen- 

ration of text and other contents to be meaningful and mutually 

orrelated. In particular, content-aware of its relative (e.g., in which 

ection) and absolute (e.g., in which page) positioning could allow 

he generation of complete papers. In addition, creating better syn- 

hetic data could permit the application of layout analysis methods 

hat take into consideration also text information. 
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