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Abstract: This paper presents a rule-based control strategy for the Battery Management System
(BMS) of a prosumer connected to a low-voltage distribution network. The main objective of this
work is to propose a computationally efficient algorithm capable of managing energy flows between
the distribution network and a prosumer equipped with a photovoltaic (PV) energy production
system. The goal of the BMS is to maximize the prosumer’s economic revenue by optimizing the
use, storage, sale, and purchase of PV energy based on electricity market information and daily
production/consumption curves. To achieve this goal, the method proposed in this paper consists
of developing a rule-based algorithm that manages the prosumer’s Battery Energy Storage System
(BESS). The rule-based approach in this type of problem allows for the reduction of computational
costs, which is of fundamental importance in contexts where many users will be coordinated si-
multaneously. This means that the BMS presented in this work could play a vital role in emerging
Renewable Energy Communities (RECs). From a general point of view, the method requires an
algorithm to process the load and generation profiles of the prosumer for the following three days,
together with the hourly price curve. The output is a battery scheduling plan for the timeframe,
which is updated every hour. In this paper, the algorithm is validated in terms of economic per-
formance achieved and computational times on two experimental datasets with different scenarios
characterized by real productions and loads of prosumers for over a year. The annual economic
results are presented in this work, and the proposed rule-based approach is compared with a linear
programming optimization algorithm. The comparison highlights similar performance in terms of
economic revenue, but the rule-based approach guarantees 30 times lower processing time.

Keywords: battery management system; rule-based optimization; linear programming optimization;
smart grids

1. Introduction

The evolution of the electricity grid is one of the most profound technological changes
in the 21st century. Traditionally, electricity production has been centralized in large power
plants, such as coal, gas, nuclear, or hydroelectric plants, located far from the point of
consumption. The energy produced in these plants is supplied to end users through High
Voltage (HV) and Medium Voltage (MV) transmission lines, as well as Low Voltage (LV)
distribution networks. Generally, domestic users and small industries have a low voltage
Point Of Delivery (POD), while large industrial users are connected to the MV network
with dedicated secondary substations. However, this centralized model is evolving rapidly
due to a combination of new technologies, environmental considerations, and the growing
demand for electricity. One of the most important trends in many National Electricity
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Systems is the transition from centralized generation to Distributed Generation (DG).
Unlike large power plants, DG involves small-scale power generation closer to where
electricity is consumed [1]. Solar panels on residential rooftops, wind turbines in local
communities, and small biomass plants are examples of distributed generation [2]. This
transition is driven by the decreasing costs of renewable energy technologies, the desire
for energy independence, and political incentives to reduce greenhouse gas emissions. At
the same time, the electrification of various sectors, particularly transport through the rise
of electric vehicles (EVs), is placing new demands on the electricity grid [3–5]. Electric
vehicles require a significant amount of energy for charging, and their widespread adoption
is expected to substantially increase electricity demand in the coming years. This increasing
load on the system comes at a time when the grid must also accommodate the variability
of renewable energy sources, such as solar and wind, which produce energy intermittently
depending on weather conditions.

To manage these changes, the role of smart grids and intelligent control systems has
become increasingly important [6,7]. This paper proposes a rule-based algorithm capable
of managing energy flows between an electricity grid and a prosumer equipped with a
photovoltaic system. The proposed method involves scheduling the storage system in
synergy with information on the energy price and production/consumption curves. In
the near future, smart grids will use digital technology to monitor and manage the flow of
electricity in real time, improving efficiency [8–10], reliability [11–13], and flexibility [14–16].
In this sense, the introduction of artificial intelligence algorithms and optimization methods
is fundamental in many different sectors. In [8], for example, a great combination of Kernel
Principal Component Analysis (KPCA) for feature extraction and an Improved Sparrow
Search Algorithm (ISSA) was shown to optimize a Kernel Extreme Learning Machine
(KELM) model. In [11], the problem of improving the power output of thermoelectric
generators for automotive exhaust heat recovery is addressed, and the key parameters are
optimized using an Improved Whale Optimization Algorithm (IWOA). These optimization
algorithms fall into a category of very powerful methods from a performance point of view
and can be evaluated in the future also for the problem addressed in this paper. However,
given priority to the reduction of computational costs, in this work, a rule-based approach
is proposed and compared with one of the lightest optimization methods to implement
from the point of view of processing time. Likewise, the artificial intelligence algorithms
presented in [12–16] represent possible methods to improve the approach proposed in this
article and will be taken into consideration in the future to introduce prediction errors in
the definition of production/consumption curves. Therefore, by introducing new digital
technologies, the integration of distributed energy resources, including the generation
and storage of renewable sources, can be facilitated, and the balance between supply
and demand can be organized more effectively. A key component of the smart grid is the
concept of Demand Response Management (DRM), which involves encouraging consumers
to adjust their electricity usage patterns, especially during peak demand periods, through
dynamic pricing or automated control systems.

In this context of great transformations, Renewable Energy Communities (RECs)
have emerged as a potential solution both to increase local energy self-sufficiency and to
improve the overall performance of the electricity grid [17]. These communities are groups
of energy consumers, prosumers (those who produce and consume energy), and local
energy producers who collaborate to generate, store, and share energy within a defined
area [18]. From a general point of view, energy communities leverage local renewable
energy sources, such as solar panels and wind turbines, to meet the energy needs of their
members. They can also include energy storage systems and electric vehicle charging
infrastructure, allowing members to maximize the use of locally generated clean energy.
Energy communities also have the potential to reduce energy losses in the distribution
network. Indeed, in a traditional centralized system, electricity is transmitted over long
distances from power plants to consumers, introducing losses due to the Joule effect. In
contrast, energy communities, with their localized generation and consumption, reduce
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the distance needed for electricity to travel, thus minimizing these losses. Furthermore, by
producing energy closer to the point of consumption, they can reduce congestion in the
distribution network, easing the pressure on substations and transformers. One of the key
aspects of energy communities is their potential to improve grid stability. As more and
more renewable energy is integrated into the grid, maintaining the balance between supply
and demand becomes increasingly difficult due to the intermittent nature of solar and
wind energy. Energy communities, through their local generation and storage capabilities,
can provide flexibility to the grid by adapting their consumption and generation patterns
based on grid conditions. For example, during periods of high solar production, energy
communities can store excess energy in batteries for later use, while during periods of
peak demand, they can reduce consumption or even feed the stored energy back into
the grid. However, to fully realize these benefits, the control and optimization of energy
communities are critical [19].

In some applications of RECs, rule-based approaches are increasingly relevant when
compared to metaheuristic or heavy optimization techniques [20–22]. Rule-based systems
provide a way to address complex systems with low computational overhead, thereby
enabling faster decision-making. Unlike optimization or heuristic approaches, which
often require iterative calculations or extensive parameter tuning, rule-based systems rely
on predefined rules and logical conditions that can be executed quickly. This reduction
in computational load is particularly beneficial in time-critical scenarios, where rapid
adjustments in response to real-time data, such as energy demand or changes in production,
are essential. Additionally, rule-based methods can offer greater transparency, as they
are generally easier to interpret and validate than empirical or black-box optimization
techniques. In energy conversion systems, this transparency supports better maintenance
and troubleshooting. This advantage is particularly valuable for complex infrastructures,
such as those within a smart grid or renewable energy grid, where multiple decentralized
actors interact [23]. However, a possible limitation of the rule-based approach in energy
management, or any decision-making system, is its reliance on predefined rules that require
complete coverage of possible scenarios within the environment. When key contextual
factors change, rule-based systems may lack the flexibility to adapt seamlessly. Furthermore,
the suboptimal nature of this approach can introduce a loss of accuracy that must be
evaluated by the designer in accordance with computational savings. In this scenario,
both academic research and engineering applications are moving in different directions,
considering rule-based or optimization methods, or hybrid versions of both. Managing
RECs with distributed energy storage systems, for example, is a very challenging topic,
and many different methods have been developed in recent years. A complete review of
these techniques is presented in [24], where the fundamental characteristics of the hybrid
approaches called “rule-based optimization” also emerge. In the context of rule-based
strategies, ref. [25] presents a general approach to enable residential communities to share
solar energy and coordinate distributed energy storage within a specific sharing economy
model. Similarly, [26,27] introduces a two-stage management strategy aimed at optimal
operation and billing for renewable energy virtual communities. Interesting results on
optimization methods for RECs appear in [28,29], where a strategy for scheduling energy
storage while maximizing economic gains and minimizing operating costs throughout the
year is presented. The characteristics of network management from technical and economic
points of view are fundamental to the development of these models; a complete overview
can be found in [30]. In particular, the application proposed in [31] examines a small-scale
REC based in Italy, incorporating photovoltaic systems, battery energy storage systems,
and controllable loads within the scope of current Italian energy policies. From a general
point of view, all these methods could help energy communities participate in demand
response programs in the future, where they adapt their consumption patterns in response
to signals from the grid, such as price fluctuations or requests to reduce demand during
peak times.
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Starting from these assumptions, the main objective of this paper is to propose a rule-
based approach for developing a Battery Management System (BMS) capable of achieving
performance comparable to that of other optimization methods. In particular, this work
focuses on a single grid-connected prosumer and aims to optimize its energy flows while
ensuring the lowest possible processing time. The main idea is to develop a fast rule-based
algorithm that is easily scalable to manage many prosumers connected to the same portion
of the distribution network, to the same microgrid, or even to the same REC [32]. In fact,
as previously mentioned, one of the main problems of approaches based on optimiza-
tion algorithms is the possibility of finding the optimal solution when a large number
of users are involved. Starting from these considerations, the main idea is to develop
a hierarchical control method in which a central entity provides hourly energy prices
and production/consumption forecasts to each BMS. The latter can quickly define the
prosumer’s strategy by taking into account battery degradation and consumption habits.
This paper presents the final part of this control chain, i.e., a series of rules that optimize
the action of a single prosumer. The results obtained not only provide the opportunity
to implement a unified strategy within RECs or microgrids, but also offer a strong foun-
dation for enhancing battery management for individual users. Moreover, the use of
low-computational-cost algorithms is increasingly seen as a key factor in improving energy
efficiency and promoting sustainability. As the demand for real-time data processing and
optimization grows, particularly in the management of decentralized energy resources, the
computational load becomes a significant consideration. Power-intensive algorithms can
lead to increased power consumption in data centers and devices, indirectly contributing
to the carbon footprint of what should be a sustainable energy system [33,34]. Efficiently
managing energy production, storage, and distribution requires real-time analysis of data
from various sources, including solar panels, wind turbines, and energy storage systems.
Low-cost algorithms ensure that these data can be processed quickly without excessive com-
putational resources, enabling smarter decision-making and more efficient use of energy.
This approach supports the integration of renewable energy sources, improves grid stability,
and maximizes the benefits of clean energy. Therefore, the move to low-computational-cost
algorithms is not just a technical improvement; it is a step forward towards achieving a
more sustainable and resilient energy ecosystem [35,36].

To better understand the control strategy developed in this work, it is necessary to
introduce some general and specific considerations. First of all, note that the load and
production curves used to define the prosumer’s battery actions are considered perfect
predictions, i.e., the scenario hypothesized to define the strategy is exactly what then
occurs. As regards the daily energy price curve, this is considered to follow the rules of
the day-ahead electricity market. Therefore, using these three inputs, the BMS programs
72 successive actions for the battery, one for each hour. The strategy is then updated with a
fixed time step of 1 h. This choice is due to the fact that the proposed BMS could be used in
emerging energy communities in Italy. In fact, these new entities, according to the rules
introduced by Legislative Decree 414/2023, obtain an economic incentive for the energy
collectively self-consumed every hour. Therefore, the objective of the RECs is to keep the
energy injected into the grid and the energy consumed the same on an hourly basis. The
use of perfect forecasts and the absence of a battery degradation model allow this first
phase to evaluate in detail only the performance of the control algorithm compared to
other optimization strategies proposed in the literature. In this work, a comparison with
a standard Linear Programming (LP) optimization technique [37] is presented, but in the
future, the discussion could be extended to other methods.

For example, in the optimization-based methods proposed in [38–40], the operation of
energy storage systems, electric vehicle chargers, and other flexible loads can be coordinated
to minimize energy costs while ensuring that the energy community remains self-sufficient.
These approaches can also help balance energy flows within the community, reduce the
need for energy imports from the grid, and minimize the risk of overloading the distribution
network [41]. One of the most common methods for optimization is Model Predictive
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Control (MPC), in which a mathematical model of the energy community is used to predict
future energy generation, consumption, and prices over a given time horizon [42,43]. MPC
is particularly useful in managing the intermittent nature of renewable energy sources,
as it enables proactive decision-making based on forecasts [44,45]. An in-depth review
of the advantages and disadvantages of using MPC is provided in Table II of [46]. In
general, it can be said that one of the main challenges related to the use of MPC in the
management of energy communities is its high computational demand, especially when
optimizing over long time horizons or dealing with multiple prosumers and energy assets.
This complexity can lead to slower decision-making, which is problematic for real-time
applications where fast response times are crucial. This problem is also common to other
optimization techniques, which pushes research towards increasingly high-performance
algorithms [47]. For example, the study presented in [48] offers a tool to assist Multi-
objective Optimization (MO) of solar energy allocation. In fact, specific genetic algorithms
(GA) are used to reduce the search space and simplify the constraints. Furthermore,
among the most currently used solutions, there are certainly LP or Mixed Integer Linear
Programming algorithms (MILP) [49–51]. For example, in [52], an energy integration
system called Smart Hybrid Renewable Energy for Communities (SHREC) is proposed.
The system addresses both the thermal (heating and cooling) and electricity markets at
a large community scale, emphasizing their interaction by leveraging Renewable Energy
Sources (RES), Combined Heat and Power (CHP) systems, and energy storage solutions. A
planning model based on CHP is developed for the SHREC system, and an LP algorithm is
used to optimize energy management over a weekly period. Shifting the focus to storage
systems, in [53] the BESS (Battery Energy Storage System) control strategy is composed of
three different modules: (i) a machine learning-based forecasting algorithm that provides a
one-day-ahead projection for microgrid loads and photovoltaic generation, using historical
data sets and weather forecasts; (ii) a MILP algorithm that optimizes the BESS scheduling
for the minimum operational costs of the REC; and (iii) a decision tree algorithm running
at the intra-hour level, with 1-min time steps and with real load and PV (photovoltaic)
generation measurements governing the real-time BESS scheduling.

A detailed description of the hierarchical structure in which the BMS proposed in
this work can be used is presented in [54], although in that case, the focus is on a central-
ized community battery. A similar structure is proposed in [55], where homes compete
for the cheapest community-wide renewable energy, while an aggregator minimizes the
community’s total electricity bill.

Finally, compared to the works present in the literature, this paper provides the
following contributions:

• It offers a BMS for a single networked prosumer that can function both autonomously
and in a hierarchical structure with a central controller;

• The proposed control rules are easily adaptable to different contexts, both from the
point of view of prices and production/consumption;

• The performance of the BMS is comparable to that of one of the most commonly used
optimization methods, guaranteeing significant savings in terms of the computational
cost and strategy processing time.

This manuscript is organized as follows: Section 2.1 introduces the necessary formal-
ism and notation used throughout the paper, together with some preliminary considerations
and hypotheses defining the proposed case study; Section 2.2 defines the LP benchmark
used to evaluate the performance of our algorithm, which is presented in Section 2.3;
Section 2.4 illustrates the datasets used for testing the scheduling algorithms; Section 3
presents the results of the experimentation, comparing the performance of rule-based and
LP optimizations; and finally, Section 4 draws the conclusions.
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2. Materials and Methods
2.1. Notation and Preliminary Hypotheses

Considering an electricity user equipped with a PV system, the power exchange with
the electrical grid can be represented, without losing generality, as an alternation of injection
intervals and withdrawal intervals, as shown in the example in Figure 1. In the following,
we refer to the injection periods (green areas in Figure 1) as positive intervals and the
withdrawal periods (red areas in Figure 1) as negative intervals. Let TS be the control time
step in hours, i.e., the time granularity of the actions performed by the BMS, and NH be
the control future horizon, i.e., the number of future actions scheduled by the BMS at each
algorithm execution. Thus, the system’s future time horizon is TH = NHTS. In this study,
TS = 1 h and NH = 72, yielding TH = 72 h; however, the proposed energy management
approach is generalizable to any TS and NH values. Since TS is equal to one hour, we
consider the hourly energy exchange with the power grid. As an example, Figure 2 shows
the hourly energy exchange corresponding to the power curve in Figure 1. The hourly
energy exchange is, therefore, represented as an array E of length NH , with values Et being
the energy exchanged in the t-th hour, t = 1, . . . , NH .
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The energy exchange sequence E is also composed of alternating positive and negative
intervals. We denote with NI the total number of positive and negative intervals, and we
indicate the intervals as Ij, j = 1, . . . , NI . Moreover, we denote with IH the union of all
the intervals:

IH =
NI⋃
j=1

Ij (1)

For each interval, we define

• the start index t(j)
start, with j = 1, . . . , NI , as the position of the first element of the j-th

interval in the array E.
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• the stop index t(j)
stop, with j = 1, . . . , NI , as the position of the last element of the j-th

interval in the array E.
• the interval energy Etot,j, with j = 1, . . . , NI , as the total energy exchanged in the j-th

interval. Etot,j is computed as

Etot,j =

t(j)
stop

∑
t=t(j)

start

Et (2)

Conventionally, energy is considered positive when injected into the grid and negative
when withdrawn from the grid.

Note that t(1)start and t(NI)
stop correspond respectively to the array indices 1 and NH . Using

the introduced notation, each generic sequence E of NH samples can be mapped in a matrix
containing the t(j)

start and t(j)
stop indices, and the interval energies Etot,j. Table 1 shows the

mapping matrix obtained for the example sequence shown in Figure 2. In this case, NI = 6,
and therefore, the mapping matrix has 18 elements.

Table 1. Mapping matrix resulting from the sequence in Figure 2.

j = 1 j = 2 j=3 j = 4 j = 5 j = 6

t(j)
start 1 5 8 13 17 20

t(j)
stop 4 7 12 16 19 24

Etot,j (kWh) 2.544 −1.336 2.547 −1.273 2.289 −1.909

As the BMS objective is to maximize the economic benefits based on the trend of the
electricity market, we introduce the following important hypothesis: in each considered
control horizon of NH actions, the minimum purchase price is higher than the maximum
selling price. Such condition can be written as

min
t∈IH

C(p)
t > max

t∈IH
C(s)

t ∀IH (3)

where C(p)
t and C(s)

t are respectively the purchase price and the selling price, t = 1, . . . , NH .
This condition implies that it is always more convenient to store the excess production in the
battery if needed for future usage in negative intervals, instead of selling the overproduced
energy and buying it back later. Such an assumption usually holds, even though in recent
years, mainly due to the consequences of COVID-19, there have been cases where the high
instability of the energy market has led to a violation of this hypothesis. In this work,
we do not take into account such exceptions. To help visualize the condition expressed
by inequality (3), Figures 3 and 4 show, respectively, a situation where the hypothesis is
respected and a situation in which it is violated.
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interval. 𝐸𝑡𝑜𝑡,𝑗 is computed as 

𝐸𝑡𝑜𝑡,𝑗 = ∑ 𝐸𝑡

𝑡𝑠𝑡𝑜𝑝
(𝑗)

𝑡=𝑡𝑠𝑡𝑎𝑟𝑡
(𝑗)

 . (2) 

Conventionally, energy is considered positive when injected into the grid and nega-

tive when withdrawn from the grid. 

Note that 𝑡𝑠𝑡𝑎𝑟𝑡
(1)

 and 𝑡𝑠𝑡𝑜𝑝
(𝑁𝐼)  correspond respectively to the array indices 1 and 𝑁𝐻. Us-

ing the introduced notation, each generic sequence �̅� of 𝑁𝐻 samples can be mapped in a 

matrix containing the 𝑡𝑠𝑡𝑎𝑟𝑡
(𝑗)

  and 𝑡𝑠𝑡𝑜𝑝
(𝑗)

  indices, and the interval energies 𝐸𝑡𝑜𝑡,𝑗 . Table 1 

shows the mapping matrix obtained for the example sequence shown in Figure 2. In this 

case, 𝑁𝐼 = 6, and therefore, the mapping matrix has 18 elements. 

Table 1. Mapping matrix resulting from the sequence in Figure 2. 

 𝒋 = 𝟏 𝒋 = 𝟐 𝒋 = 𝟑 𝒋 = 𝟒 𝒋 = 𝟓 𝒋 = 𝟔 

𝑡𝑠𝑡𝑎𝑟𝑡
(𝑗)

 1 5 8 13 17 20 

𝑡𝑠𝑡𝑜𝑝
(𝑗)

 4 7 12 16 19 24 

𝐸𝑡𝑜𝑡,𝑗 (kWh) 2.544 −1.336 2.547 −1.273 2.289 −1.909 

As the BMS objective is to maximize the economic benefits based on the trend of the 

electricity market, we introduce the following important hypothesis: in each considered 

control horizon of 𝑁𝐻 actions, the minimum purchase price is higher than the maximum 

selling price. Such condition can be written as 

min
𝑡∈𝑰𝑯

𝐶𝑡
(𝑝)
> max

𝑡∈𝑰𝑯
𝐶𝑡
(𝑠)
    ∀𝑰𝑯, (3) 

where 𝐶𝑡
(𝑝)

  and 𝐶𝑡
(𝑠)

  are respectively the purchase price and the selling price, 𝑡 =

1,… ,𝑁𝐻. This condition implies that it is always more convenient to store the excess pro-

duction in the battery if needed for future usage in negative intervals, instead of selling 

the overproduced energy and buying it back later. Such an assumption usually holds, 

even though in recent years, mainly due to the consequences of COVID-19, there have 

been cases where the high instability of the energy market has led to a violation of this 

hypothesis. In this work, we do not take into account such exceptions. To help visualize 

the condition expressed by inequality (3), Figure 3 and Figure 4 show, respectively, a sit-

uation where the hypothesis is respected and a situation in which it is violated. 

 

Figure 3. Example of selling price and purchase price trends respecting condition (3). Figure 3. Example of selling price and purchase price trends respecting condition (3).
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In this study, we refer to the Italian framework and therefore consider the following
energy prices, according to the Italian regulation of the energy market and to what was
established by the GSE (Gestore dei Servizi Energetici, i.e., the Italian energy services
manager):

• The selling price C(s)
t is set equal to the PUN (Prezzo Unico Nazionale).

• The purchase price is calculated as C(p)
t = 1.21C(s)

t + 0.088 €/kWh, where the second
constant term accounts for taxes and system charges.

Before introducing the LP cost function and constraints, some additional definitions
are needed:

• E0 is the original sequence E (i.e., the energy exchange with the power grid) of
length NH , without the contributions from the BESS. The elements of E0 are E0,t,
t = 1, . . . , NH .

• eB is the sequence of actions on the energy storage scheduled for the next NH time
steps, i.e., is an array of length NH containing the energy exchanged with the storage.
The elements of eB are eB,t, t = 1, . . . , NH . Conventionally, eB is positive when the
energy is stored in the battery and negative when the energy is drawn from the battery.

• EB is the sequence E0 considering the contributions of eB, as established by the schedul-
ing algorithm. In other terms, the actions eB modify the original energy exchange with
the grid vector E0, yielding a new energy exchange vector EB. The elements of EB are
EB,t, t = 1, . . . , NH . As such, it holds:

EB,t = E0,t − eB,t t = 1, . . . , NH (4)

or, in vectorial notation:
EB = E0 − eB (5)

Note that, to ease readability, quantities indicated with capital “E” refer to energy
exchanges with the electrical grid, while quantities indicated with lowercase “e” refer to
energy exchanges with the BESS.

• We denote, respectively, with Ineg and Ipos the set of negative intervals and the set
of positive intervals. IH is defined as in Equation (1). Therefore, it also holds: IH =
Ineg ∪ Ipos.

• The energy price array C, with elements Ct, t = 1, . . . , NH , is defined as follows:{
Ct = C(p)

t if t ∈ Ineg

Ct = C(s)
t if t ∈ Ipos

(6)

Figure 5 shows how the C array is derived from purchase and selling prices, consider-
ing, as an example, the intervals in Figure 2.
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Figure 5. Example of derivation of the energy price array �̅�, given the energy profile in Figure 2. 

2.2. Linear Programming Benchmark Definition 

Given the premises of the previous section, the LP cost function is formulated as 
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𝛾1, 𝛾2. 
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Such a constraint implies that the battery can never exchange energy directly with 

the grid. This entails, at the same time, the impossibility of changing a positive interval 

into a negative one (and vice versa) by selling or buying additional energy. Figure 6 shows 

the limits defined in (8) for the energy profile shown in Figure 2. 

 

Figure 6. Visualization of the limits imposed by the constraint (8). 

Secondly, we define, for each interval, a 𝛾2 constraint as a linear inequality to limit 

the battery usage so that it always operates under the safe operating conditions (in terms 

of charge level) recommended by the manufacturer. As such, 𝛾2 is a set of linear inequal-

ity constraints, one for each interval. This is achieved by ensuring that the battery can 

never overcharge (over the 𝑆𝑂𝐶𝑀 limit) in a positive interval or be depleted completely 

(under the 𝑆𝑂𝐶𝑚 limit) in a negative interval. Therefore, we can express the 𝛾2 a con-

straint for the 𝑗-th interval as 

{
𝑆𝑂𝐶𝑗 ≤ 𝑆𝑂𝐶𝑀  if  𝐼𝑗 ⊆ 𝑰𝒑𝒐𝒔
𝑆𝑂𝐶𝑗 ≥ 𝑆𝑂𝐶𝑚  if  𝐼𝑗 ⊆ 𝑰𝒏𝒆𝒈

 (9) 

Figure 5. Example of derivation of the energy price array C, given the energy profile in Figure 2.

• SOCj, j = 1, . . . , NI , represents the BESS charge level at the end of the j-th interval;
SOCM is the maximum battery charge level; SOCm is the minimum battery charge
level. As such, the maximum possible energy exchange with the storage at each control
time step is eB,full = SOCM − SOCm.

2.2. Linear Programming Benchmark Definition

Given the premises of the previous section, the LP cost function is formulated as

min
EB,t

(
−

NH
∑

t=1
EB,tCt

)
subject to

γ1, γ2

(7)

γ1 and γ2 are the problem constraints, as defined in the following. The first constraint
γ1 establishes the lower and upper boundaries for EB as

min(E0,t, 0) ≤ EB,t ≤ max(E0,t, 0) ∀t ∈ IH (8)

Such a constraint implies that the battery can never exchange energy directly with the
grid. This entails, at the same time, the impossibility of changing a positive interval into a
negative one (and vice versa) by selling or buying additional energy. Figure 6 shows the
limits defined in (8) for the energy profile shown in Figure 2.
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Figure 6. Visualization of the limits imposed by the constraint (8).

Secondly, we define, for each interval, a γ2 constraint as a linear inequality to limit the
battery usage so that it always operates under the safe operating conditions (in terms of
charge level) recommended by the manufacturer. As such, γ2 is a set of linear inequality
constraints, one for each interval. This is achieved by ensuring that the battery can never
overcharge (over the SOCM limit) in a positive interval or be depleted completely (under
the SOCm limit) in a negative interval. Therefore, we can express the γ2 a constraint for the
j-th interval as {

SOCj ≤ SOCM if Ij ⊆ Ipos
SOCj ≥ SOCm if Ij ⊆ Ineg

(9)
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SOCj = SOCj−1 +

t(j)
stop

∑
t=t(j)

start

eB,t, j = 1, . . . , NI (10)

Note that SOCj for j = 0 is the battery state of charge at the beginning of the scheduling
sequence, determined by previously performed actions. It is possible to express the generic
SOCj in terms of SOC0 by recursively developing Equation (10), yielding:

SOCj = SOC0 +

t(j)
stop

∑
t=t(1)start

eB,t , j = 1, . . . , NI (11)

Rewriting (9) using (11) and also introducing the relationship given by (4), we obtain
SOC0 +

t(j)
stop

∑
t=t(1)start

E0,t −
t(j)
stop

∑
t=t(1)start

EB,t ≤ SOCM if Ij ⊆ Ipos

SOC0 +
t(j)
stop

∑
t=t(1)start

E0,t −
t(j)
stop

∑
t=t(1)start

EB,t ≥ SOCm if Ij ⊆ Ineg

j = 1, . . . , NI (12)

Rearranging the terms in (12) yields the following expression for the γ2 constraints:

t(j)
stop

∑
t=t(1)start

EB,t ≥ SOC0 − SOCM +
t(j)
stop

∑
t=t(1)start

E0,t if Ij ⊆ Ipos

t(j)
stop

∑
t=t(1)start

EB,t ≤ SOC0 − SOCm +
t(j)
stop

∑
t=t(1)start

E0,t if Ij ⊆ Ineg

j = 1, . . . , NI (13)

2.3. Rule-Based Algorithm Definition

In this section, the proposed rule-based approach is introduced. The algorithm is
formulated to achieve the same objective expressed by the LP cost function (7), i.e., the
maximization of the prosumer revenue derived from the management of the battery. The
implemented rule-based algorithm consists of the following three main steps.

Step 1. Determination of the energy possibly requested from the battery and the
energy possibly available for storage in the battery in each interval Ij. These quantities are
indicated respectively as eR and eA, are vectors of size NI , with elements denoted as eR,j
and eA,j, and are computed as follows:

eR,j =

{
0 if Ij ⊆ Ipos

max
(
Etot,j,−eB,full

)
if Ij ⊆ Ineg

j = 1, . . . , NI (14)

eA,j =

{
min

(
Etot,j, eB,full

)
if Ij ⊆ Ipos

0 if Ij ⊆ Ineg
j = 1, . . . , NI (15)

In a positive interval, the energy request from the battery must be zero, whereas the
available energy surplus (and, potentially, storable in the battery) is equal to the quantity
Etot,j defined in Equation (2). The upper limit of Etot,j is the full battery capacity eB,full.
Similarly, in a negative interval, the energy request from the battery is equal to Etot,j, with
a lower limit of eB,full, while the available energy is zero. Note that, coherently with the
convention adopted for eB,t, eR,j is always nonpositive, as it represents energy that may be
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drawn from the battery, while eA,j is nonnegative, indicating energy that may be stored in
the battery. The vectors eR and eA are combined into a single vector eR/A as follows:

eR/A,j = eR,j + eA,j =

{
min

(
Etot,j, eB,full

)
if Ij ⊆ Ipos

max
(
Etot,j,−eB,full

)
if Ij ⊆ Ineg

j = 1, . . . , NI (16)

A detailed flowchart of the first step of the algorithm is shown in Figure 7.
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Figure 7. Flowchart of the first step of the rule-based algorithm. The left and right branches illustrate,
respectively, the procedure to determine eR and eA.

Step 2. Determination of the target energy amount that the system would need to
move from or to the battery at each interval. We denote this quantity as etarget, having

elements etarget,j, j = 1, . . . , NI . We also introduce the vector e(next)
R , with elements e(next)

R,j ,
j = 1, . . . , NI , containing, for each interval, the cumulative unsatisfied energy request
remaining from all the future intervals. The calculation of these quantities is performed
starting from the last interval INI and proceeding backward, as illustrated in the flowchart

in Figure 8. In this way, the algorithm can correctly compute e(next)
R for all the previous

intervals. For the last interval, we set

e(next)
R,NI

= 0

etarget,NI =

max
(

eR/A,NI , E(avg)
pos

)
if INI ⊆ Ipos

min
(

eR/A,NI , E(avg)
neg

)
if INI ⊆ Ineg

(17)
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Equation (17) is established based on the following assumptions:

• e(next)
R,NI

, i.e., the unsatisfied energy request from time instants beyond the system’s
future time horizon TH , is set to zero.

• If INI ⊆ Ipos, etarget,NI is forced to be at least E(avg)
pos , which is the average energy surplus

in the positive intervals computed using the available past data. This is to consider
that moving the algorithm horizon forward, more energy to be stored can be available
if the positive interval is extended further.

• If INI ⊆ Ineg, etarget,NI is forced to be at maximum E(avg)
neg , which is the average energy

deficiency in the negative intervals computed on the available past data. Similar to the
previous point, this assumption takes into account that the last negative interval may
extend further and require more energy.

For the other intervals, etarget,j and e(next)
R,j are computed as follows:

e(next)
R,j =

max
(

e(next)
R,j+1 + etarget,j+1,−eB,full

)
if Ij ⊆ Ipos

min
(

e(next)
R,j+1 + etarget,j+1, 0

)
if Ij ⊆ Ineg

j = 2, . . . , N I − 1

etarget,j =

{
min

(
eR/A,j,−e(next)

R,j

)
if INI ⊆ Ipos

eR/A,j if INI ⊆ Ineg
j = 2, . . . , N I − 1

(18)
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Finally, for the first interval I1, the initial state of charge of the battery SOC0 must be
considered:

e(next)
R,1 =

max
(

e(next)
R,2 + etarget,2,−eB,full

)
if I1 ⊆ Ipos

min
(

e(next)
R,2 + etarget,2, 0

)
if I1 ⊆ Ineg

etarget,1 =

{
min(eR/A,1, max(−eR,1 − SOC0, 0)) if I1 ⊆ Ipos

min
(

eR/A,j,−SOC0

)
if I1 ⊆ Ineg

(19)

Step 3. Determination of the final battery scheduling eB that the system will try to
follow. This is achieved by distributing the quantities etarget,j, calculated at step 2, inside
each interval. Note that, in contrast to step 2, this operation is performed starting from the
first interval and proceeding forward. In this way, the computation of eB considers that, in
some intervals, it could be impossible to move the whole etarget,j due to the battery capacity
limits. The criteria to perform the scheduling are as follows:

• In positive intervals, the algorithm schedules the battery recharging by distributing
the calculated etarget,j among the interval time slots, starting from the time indices
corresponding to the lower energy selling price. This is performed iteratively until
the entire quantity etarget,j is transferred to the battery or until the battery is fully
replenished. An example of scheduling in a positive interval, considering a battery
capacity of 3 kWh that is initially fully discharged, is shown in Figure 9. In this case,
the algorithm identifies the third slot of the interval as the least convenient for selling
energy, and therefore, it decides to give priority to that slot for charging the battery.
The process is repeated until the desired energy amount (etarget,j = 2.5 kWh in this
example) is stored in the battery at the fourth iteration. The remaining energy is sold
to the GSE at the selling price given by Ct.

• In negative intervals, the algorithm schedules the battery discharge by distributing
the calculated etarget,j among the interval time slots, starting from the time indices
characterized by the highest energy purchase price. This is performed iteratively
until the entire quantity etarget,j is provided by the battery or until the battery is fully
depleted. Figure 10 shows an example of scheduling in a negative interval. In this
case, the algorithm gives priority to the slot with the highest energy purchase price for
drawing energy from the battery. At the fourth iteration, the scheduling procedure
ends as the battery is fully depleted. The extra energy need will be covered by buying
the energy at the purchase cost given by Ct.
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The operations described in this third step are represented visually in the flowcharts
shown in Figures 11 and 12. Such flowcharts describe in detail how scheduling for positive
and negative intervals is obtained for a given etarget vector.
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2.4. Datasets

The described LP and rule-based approaches are tested on two datasets containing
historical production and consumption data of real prosumers. No user is equipped with
a BESS; therefore, the presence of a storage system is hypothesized in the simulation.
Additionally, the historical trends of the energy market (i.e., the PUN made available by the
GSE) are considered as the reference for the energy price. All data are in an hourly format.
The details of these datasets are summarized below:

• Ausgrid [56]: it contains one year (8760 samples per user) of production and consump-
tion data of 126 prosumers. This dataset, indicated as the AUS dataset in the following,
is publicly available on the Ausgrid website.

• Planet Smart City [57]: it contains five months of data (around 3550 samples per user)
related to 286 users residing in the Milan area in north Italy. These users are actually
pure consumers; therefore, production data are artificially added by hypothesizing
the PV and BESS sizes (the values are listed below) and using solar irradiation data
obtained from PVGIS [58]. This dataset, indicated as the PSC dataset in the following,
was provided in the context of a collaboration between the University of Florence and
the Planet Smart City company.

• The energy price historical data are available on the GSE website [59]. This study
was carried out considering PUN trends extracted from 2020 (stable energy cost
around 0.05 €/kWh). In the selected period, the hypothesis given by Equation (3)
always holds.

Furthermore, the datasets are augmented by rescaling the consumption and production
profiles of each user to have an annual consumption of 3 MWh or 6 MWh and a solar plant
size of 3 kW or 6 kW. Additionally, BESS capacities of 6 kWh and 12 kWh are considered.
These six options are combined in every possible way, producing eight different scenarios
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for testing the scheduling algorithms. In the following, the scenarios are indicated by
s = 1, . . . , 8. Each scenario comprises 126 “rescaled” users obtained from the AUS dataset
and 286 “rescaled” users obtained from the PSC dataset. The dataset is denoted by d.

3. Results

The results of the application of the two scheduling algorithms on the AUS and PSC
datasets are presented in this section as a comparison between the two approaches in terms
of the computational time and economic benefits received by each user. All the algorithms
are implemented in MATLAB R2024a and run on a machine with an Intel Core i9-139000K
processor (Santa Clara, CA, USA) and 32 GB RAM.

Both the LP and rule-based algorithms, implemented in a BMS based on a receding
horizon approach, are tested on the eight scenarios introduced in Section 2.4. The battery
scheduling algorithms are executed once per hour (i.e., per each sample in the datasets),
establishing the actions to be taken on the battery for the next NH hours (72 in this study).
Only the effect of the first scheduled action is considered. Then, the algorithm horizon is
shifted by an hour in the future, and a new scheduling strategy is developed.

The results of this extensive experimentation are presented in detail in this section.
Tables 2 and 3 summarize the results obtained on the PSC dataset and on the AUS dataset.
In the two tables, TRB and TLP represent, respectively, the time required by the rule-based
algorithm and the LP algorithm to produce a complete 72-h battery scheduling. Considering
the LP scheduling as the best possible strategy, ∆rev,s is the average percentage error made
by the rule-based algorithm in terms of economic revenue with respect to the LP in each
scenario s. In other terms, ∆rev,s quantifies the economic loss (average for all users in the
scenario) when using the rule-based approach compared to the LP approach, which is
considered the gold standard. As such, ∆rev,s is defined as follows:

∆rev,[i,s] =
rev( f inal)

RB,[i,s] − rev( f inal)
LP,[i,s]

rev( f inal)
LP,[i,s]

·100 (20)

∆rev, s =
1

Nuser

Nuser

∑
i=1

∆rev,[i,s] (21)

where i is the user index and Nuser is the number of users, s is the scenario index, rev( f inal)
RB,[i,s]

and rev( f inal)
LP,[i,s] are the final economic revenue of rule-based and LP algorithms resulting

at the end of the simulation (8760 h for the AUS dataset scenarios, 3550 h for the PSC
dataset scenarios) for user i in scenario s. These quantities are calculated in Tables 2 and 3
separately for the two datasets. By definition, ∆rev,[i,s] is negative if the rule-based algorithm
performance is worse than that of the LP algorithm performance.

Table 2. Results on PSC dataset. The values reported below are averaged for all users included in
each scenario.

Scenario
TRB (ms) TLP (ms) ∆rev,s (%)

Load (kW) PV Size (kW) BESS Size (kW)

3 3 6

~20 ms ~720 ms

−1.55
3 3 12 −4.31
3 6 6 −0.71
3 6 12 −1.80
6 3 6 −0.19
6 3 12 −0.53
6 6 6 −0.39
6 6 12 −1.55
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Table 3. Results on AUS dataset. The values reported below are averaged on all the users included in
each scenario.

Scenario
TRB (ms) TLP (ms) ∆rev,s (%)

Load (kW) PV Size (kW) BESS Size (kW)

3 3 6

~20 ms ~720 ms

−0.02
3 3 12 −4.13
3 6 6 −0.18
3 6 12 −0.54
6 3 6 −0.12
6 3 12 −0.56
6 6 6 −0.004
6 6 12 −1.02

Figure 13 shows on the left the distribution of ∆rev,[i,s] considering both datasets; on
the right, the revenue trend in time, averaged on the users, is reported for each scenario,
comparing the two proposed algorithms. Note that the percentage difference between the
last points of each couple of curves corresponds to ∆rev, s. These results prove that, in terms
of economic revenue, the rule-based algorithm, even if reaching a slightly sub-optimal
solution, is able to closely approach the performance achieved through LP in all the tested
scenarios. However, the rule-based approach provides battery scheduling in a fraction
of the time required by the LP algorithm, making our rule-based solution preferable in
situations where computational efficiency is critical.
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Figure 13. On the left: probability distribution of ∆rev,[i,s] including both datasets; on the right:
comparison of the average revenue obtained by the users in each scenario when using the LP
approach or the rule-based approach. The two curves are visually indistinguishable because the error
made by the rule-based algorithm is too small to be appreciated at the scale of the plot.

Information regarding the execution time of the algorithms is particularly interesting
from the perspective of the scalability of the management system. As shown in Figure 14,
when increasing the number of scheduled actions NH , for instance, to achieve a finer time
granularity of the scheduling, the rule-based approach becomes progressively more clearly
preferable to LP in terms of time efficiency, as the computational time does not vary linearly
with the length of the scheduled sequence. In Figure 14, this advantage is shown from a
graphical point of view, and it is possible to understand how it becomes significant for high
values of NH . For example, for a 1 day schedule with a time interval of 1 min (1440 points),
the rule-based algorithm is already over 100 times faster than LP optimization.
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4. Conclusions

This work mainly focused on the development of a computationally efficient algorithm
for managing the energy flows of a grid-connected prosumer with a photovoltaic system
and a BESS. The proposed BMS aims to maximize the prosumer’s economic gains by
optimizing the use, storage, and trading of photovoltaic energy based on market prices and
daily production and consumption profiles. The rule-based approach was chosen to achieve
lower computational costs in defining the battery scheduling strategy, while maintaining
economic revenues comparable to those of other optimization methods. Therefore, this
paper proposed a comparison between two different approaches in developing a BMS
for a single prosumer: a rule-based approach designed and implemented by the authors
and a classical approach based on linear programming optimization. The performances
of the two methods are compared under two important assumptions: perfect predictions
of the electric load and generation are available for the scheduling time window, and no
battery deterioration model is considered. Such simplifications were introduced with the
aim of isolating the evaluation of scheduling algorithms from external factors such as
forecasting uncertainty.

The results can be summarized in two main points:

i. Both techniques led to extremely similar outcomes in terms of economic revenue, with
the LP generally producing slightly better results.

ii. In terms of computational time, the rule-based algorithm is around 30 times faster than
its LP counterpart when scheduling 72 future actions on the battery. This difference
becomes more relevant by increasing the number of scheduled actions NH .

These results indicate that the proposed rule-based algorithm is a viable alternative to
the more common LP approaches for developing a BMS for a single prosumer equipped
with a renewable energy generator and energy storage. While the performance in terms of
economic revenue is comparable, the rule-based approach outperforms LP optimization
in terms of computational efficiency. This characteristic is fundamental when system
scalability is required, such as in the context of energy communities, where hundreds or
even thousands of users need to be controlled and coordinated at the same time. Studies
have proven that in these scenarios, the most commonly used algorithms, such as MILP,
become too complex and thus inapplicable [20]. Rule-based approaches, such as the one
proposed in this study, are inherently more suited for implementation in a large-scale
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management system. Following these considerations, we foresee two main routes for the
future development of this work:

• To study the effect of the introduction into the rule-based model of forecasting uncer-
tainty and a battery degradation model. Moreover, the forecasting algorithms should
be light enough to be possibly implemented on edge computing devices [60].

• To conceive a higher-level management system that is able to coordinate the single
battery management systems based, for example, on the necessities of an energy
community (collective self-consumption incentive or ancillary services).
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