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Abstract

In data mining, an episode is defined as a sub-sequence of events or symbols
extracted from a single sequence of events or symbols. Frequent Episode Min-
ing is the field of data mining that searches for episodes that occur frequently
in a sequence over time, following some specific temporal order.

In this thesis, we also consider episodes referring to the domains of Natu-
ral Language Processing (NLP) and Text Mining. In particular, we deal with
text episodes, defined as text sub-sequences in an extended text sequence, and
interesting text episodes, which are text episodes meeting particular conditions
relevant to the application domain. We propose different approaches for min-
ing interesting episodes in three distinct case studies. For all the studies, we first
present the solutions and then discuss the obtained results.

The first case study is the News Collector, a system developed to assist read-
ers in automatically gathering comprehensive information about a news event
from various sources. We have proposed a methodology based on transformer
neural models, text summarization models, and decision rules to highlight in-
formation divergence between texts. In this context, the “text sequence” is rep-
resented by several articles on the same topic of a given reference article al-
ready read by the user. The “interesting text episode” to mine consists of a
piece of information represented by a set of sentences that form a sub-sequence
of non-redundant information within the larger sequence of articles. This sub-
sequence is summarized and returned to the user.

The second case study consists of a framework for mining frequent sub-
sequences of actions from logs that report the interaction of operators with
specific applications. The system aims to automatically spot repetitive sub-
sequences of actions that are suitable for possible automation. This framework
has been developed within the AUTOMIA project and it has also been used to
investigate how techniques of Episode Mining can be employed in conjunction
with a specific similarity metric.

In the third case study,we investigate the issue of unverified information and
its dissemination on the web. Here, an “interesting text episode” is defined as
an article or a social media post classified as fake within a sequence of articles or
posts. We introduce a methodology for collecting and labelling both authentic
and fake news, while also establishing ground truth for real-world events. This
methodology is then applied to two specific events: the 2019 Notre Dame fire
and themore recent Ukraine-Russianwar. We employ the concept of information
divergence to detect fake news: whenever the information begins to diverge from
the one obtained by trustable sources, the information is likely fake.
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Chapter 1

Introduction

In recent years, social media and online newspapers have increasingly established
themselves as the main source of dissemination and spread of information. The
COVID-19 pandemic and the subsequent lockdowns accelerated thewidespreaduse
of these platforms. Consequently, it is not surprising that we are inundated with
reliable and less reliable content, often filtered under different personal, ideological,
and political perspectives.

In this context, language technologies have become a crucial point of reference
in the analysis, management, and development of resources and tools that utilize
textual data, in particular text streams extracted from the web.

The earliest NLP and TextMiningmethods relied on feature engineering. Salient
features were defined and extracted from raw data, andmodels were providedwith
an appropriate inductive bias to learn from these data. With the emergence of deep
learning, the focus shifted from feature engineering to architecture engineering,
enabling models to automatically learn features during their training (Liu et al.,
2023a). The introduction of advanced architectures, such as transformer-based ones
(Devlin et al., 2018), gave rise to a new languagemodelling era, inwhich a Language
Model (LM) is pre-trained to predict the probability of observed textual data, and
subsequently fine-tuned introducing additional parameters to adapt it to different
downstream tasks.

The bigger themodels become, themore their transfer learning abilities increase.
With the advent of Large Language Models, and their applications (i.e., chatGPT),
instead of adapting pre-trained LMs to downstream tasks, the tasks themselves are
reformulated and directly requested to a frozen LLM, without any fine-tuning, typ-
ically with the help of a textual prompt. The advantage of this method is that, with
a suitable set of prompts, a single LM trained in an entirely unsupervised manner
can be applied to a wide range of tasks. However, there is a caveat: this method in-
troduces the need for prompt engineering, that is finding the most effective prompt
to enable an LM to solve a specific task. Recent techniques, such as Prompt Tun-
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4 Introduction

ing, face the problem but require expensive computational resources (Lester et al.,
2021).

Several advancements have been seen in fields such as Natural Language Pro-
cessing (NLP) and Text Mining, and the recent introduction of advanced Artificial
intelligence (AI) systems based on Large Language Models (LLMs) has raised im-
portant questions on a global andmultidisciplinary scale. These advancements, and
the introduction of such largemodelswith exceptional transfer learning capabilities,
have presented new challenges from both NLP and Data Mining perspectives.

Indeed, social media platforms have become popular as hubs for news, and in
general content consumption and sharing. Both online newspapers and users regu-
larly post a lot of content on these platforms. However, the information flood risks
making it confusing and difficult to find useful information or distinguish between
real and constructive content from deceitful ones. The problem can be approached
from three different perspectives.

Firstly, newspapers differ from each other in the way they deal with specific top-
ics. It can be difficult for a user to obtain clear and complete information. Different
sources could treat the same event in different ways, and some content information
might be contradictory. Thus, each piece of news can contain in practice different
details on a specific topic. Users desire to acquire comprehensive information on
a particular subject to form their personal opinions. However, they would like to
avoid reading all the related news, which often contains redundant information,
and would prefer to focus only on the unique content.

Secondly, due to the unstructured nature of social media settings, it can be chal-
lenging to pinpoint the exact piece of content desired by the user. In this context,
the identification of specific episodeswithin the information stream lies in the field of
Sequential Pattern Mining, particularly through a multidisciplinary approach that
connects Frequent EpisodeMining (FEM) and Text Mining. FEM involves the iden-
tification of sub-sequences within a single sequence, where instances of these sub-
sequences occur frequently and follow a specific temporal order. From an NLP
and Text Mining perspective, a text episode represents an interesting segment of
text (i.e., a sub-sequence) extracted from the information stream itself (i.e., the se-
quence). This approach is better explained in Chapter 2.

Finally, certain newspapers or ordinary web users may disseminate misleading
information, or even fake news (Bondielli and Marcelloni, 2019). The problem of
unverified information and its propagation on the web is of particular interest for
the present work and also for the research community in general. Over the last few
years, the problem of Fake News Detection has gained significant attention within
the NLP research community. The proliferation of fake news, as well as disinfor-
mation and misinformation in general, is closely linked to social media. These plat-
forms have indeed become one of the most fertile grounds for the spread of dis-
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information (Zubiaga et al., 2018b). The majority of current approaches to Fake
News Detection treat the problem as a standard binary or multi-class classification
task, by leveraging content features (i.e., the presence of specific lexical, syntactic,
or morphosyntactic markers) or context features (i.e., how the news spreads on so-
cial media, who propagates it, who are their followers, etc.), or a combination of
both. However, the problem remains much more complex than that. Often, fake
news can be challenging to identify because they are presented credibly and relate
to plausible events. Real-world events can be distorted by altering several key facts
that may lead public opinion toward the direction pushed by the fake news authors,
who have often political or social motivations.

An analysis that focuses on the meaning of words and sentences, while lever-
aging the relationships between the content of real and fake news to distinguish
between them, may offer a more effective modelling approach for the problem. This
approach can also be extended to real-world scenarios. Moreover, an approach
based on information divergence between the news to be debunked and the real
and verified story could prove to be an interesting method. Such an approach could
not only aid in identifying the most deceptive fake news but also provide explicit
information about the extent of the actual divergence.

1.1 Goals and contributions
The present work focuses on the fundamental concept of episode derived from Data
Mining and applies it to various real-world scenarios. These scenarios encompass
mining sequences of log actions, and extending the concept to two significant areas
within Natural Language Processing (NLP): semantic similarity, viewed from an
information divergence perspective, and fake news detection.

This work has three primary objectives and each of them correspond to a case
study: the first one is aimed at investigating if it is possible to identify and extract
novel and non-redundant episodic information from multiple newspaper articles
concerning a reference article, exploiting both transformer neural models and de-
cision rules. The second case study intends to evaluate how, in a traditional data
mining context, an approach based on Frequent Episode Mining, combined with
similarity metrics, can be utilized to discover interesting patterns within longer se-
quences. Subsequently, we explore how this approach can be adapted to an NLP
scenario. Lastly, the third case study involves evaluating the extent to which seman-
tics and meaning can affect and improve the performance in automatic Fake News
Detection: in this work, attention is particularly focused on the development of a
strategy for collecting and labelling datasets based on the meaning of news articles
in relation to verified and trustworthy ground truth. In the future, our efforts will
be extended to implement a fake news detection model based on an information
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divergence approach.

Information Divergence The first main goal is to describe a framework for ex-
tracting information divergence from one (or more) target texts in comparison to a
single reference text. This is accomplished by leveraging sentence similarity and em-
ploying decision rules. To demonstrate the practical application of this framework,
we have developed a user-friendly system called News Collector. When provided
with a news article (referred to as the reference article), which has already been read
by a user, and a set of target articles related to the same topic or event, the system
assesses similarities and differences at the sentence level among the target articles
and in comparison to the reference article. It generates an abstractive summary of
the unique content, and outputs this summary to the users, allowing them to save
time and effort. We evaluated the News Collector by conducting a two-step analy-
sis. Initially, we assessed its efficacy in discerning content differences between the
reference article and associated articles by leveraging human judgments obtained
through crowdsourcing as the ground truth. We obtained an average F1 score of
0.772 against average F1 scores of 0.797 and 0.676 achieved by two state-of-the-art
approaches based, respectively, onmodel tuning and prompt tuning. Notably, these
approaches necessitate an appropriate tuning phase and, therefore, greater compu-
tational effort. Second, we asked a selected group of people to assess how well the
system-generated summaries represent the information that is not present in the
article initially read by the user. The obtained results are promising.

Episode Mining The second main goal of this work is to explore the field of data
mining, specifically Sequential Pattern Mining, with a focus on the problem of Fre-
quent Episode Mining. In this context, a two-step framework has been designed to
extract sequences of actions that have the potential to be automated. This frame-
work has been developed within the context of the AUTOMIA project. We assessed
the effectiveness of the approach using a benchmark dataset, supplemented by the
presentation of its functioning on a real-world dataset of activity logs generated in
the context of the AUTOMIA project.

Fake News Detection The third main goal of this work is to address the current
challenges in the field of fake news detection and to propose solutions, encompass-
ing both resource creation and problem modelling aspects. In the first case, we
present a methodology for collecting and labelling real and fake news, along with
establishing a ground truth for real-world events. This methodology is then applied
to two specific events, namely the Notre Dame fire in 2019, and the recent Ukraine-
Russian war. Finally, we introduce the concept of information divergence within a
demo framework, which is based on the one used for the AUTOMIA project. We
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evaluated the framework on the Notre Dame fire dataset, obtaining promising per-
formances. This serves as a primary foundational step for future directions in this
area.

Contributions The contributions of the present work can be summarized as fol-
lows:

• Investigation and evaluation of datamining approaches in aNatural Language
Processing perspective.

• Development of a sentence-level-based methodology to highlight unique and
different content (i.e., information divergence) in one or more texts with re-
spect to a reference text.

• Development of a system that, given a newspaper article already read by the
user, collects and summarizes new information in similarly new articles.

• Development of a two-step methodology to mine interesting sequences of ac-
tions of log in a dataset.

• Development of a methodology for data collection in the realm of fake news.

• Proposal of an approach for fake news detection based on information diver-
gence and text episode mining.

1.2 Structure of the thesis
This thesis is organized as follows. In Chapter 2 a preliminary discussion of the
methodologies and the philosophy followed in the present work is reported. In
particular, a dissertation on the concept of text episode is presented. In Chapter 3
a thorough literature review is conducted on the three main fields investigated in
this work: distributional semantic models (Section 3.1), Sequential Pattern mining
(Section 3.2), with a particular focus on Frequent Episode Mining, and fake news
detection (Section 3.3). Chapter 4 presents the first case study examined, namely the
News Collector, an in-development system aimed at assisting readers in automat-
ically gathering comprehensive and summarized information about an event from
various sources, based on an approach focused on information divergence. Chapter
5 reports the two-step framework designed to mine sequences of actions in the con-
text of the AUTOMIA project. Chapter 6 tackles the problem of fake news detection.
Finally, Chapter 7 provides an overview of the findings and insights obtained from
the previous chapters. Some conclusions and possible future directions are drawn.





Chapter 2

Methodologies

In the last fewyears, Natural Language Processing (NLP) andTextMining have seen
significant advancements in the development of increasingly accurate models and
frameworks. Traditionally, task-specific models were trained on datasets targeted
for the task. However, due to the challenges in obtaining high-quality resources for
such models, attention has shifted towards feature engineering. Between 2017 and
2019, the learning of NLPmodels experienced a significant shift toward the pre-train
and fine-tune paradigm. A Language Model (LM) with a fixed architecture is ini-
tially pre-trained to predict the probability of observed textual data. Then, LMs are
adapted to different downstream tasks by introducing new parameters, fine-tuning
them with task-specific objective functions, and developing reliable techniques to
collect and label small but high-quality datasets, such as the In-context annotation
of topic-oriented datasets in the case of fake news detection task (Passaro et al.,
2022), which is described in depth in Chapter 6.

In the last two years, thanks to the development of Large Language Models
(LLMs), the pre-train and fine-tune paradigmhas been replaced by the pre-train, prompt,
and predict procedure (Liu et al., 2023a). The idea is that, instead of adapting pre-
trained LMs to downstream tasks, these tasks are reformulated to be solved with
the help of a textual prompt. According to this paradigm, a large number of differ-
ent tasks, not necessarily just closely related to that of NLP, can be solved by paying
attention to prompt engineering. The data used for many of these tasks are sequen-
tial.

In fact, many of these tasks involve the classification of particular pieces of texts
in two or more classes (such as, among the others, fake news detection, fact check-
ing, sentiment analysis, hate-speech detection), or the generation of new texts that
contain a subset of the information contained in one (or more) longer text(s) (text
summarization), or even the generation of new texts just collecting the information
from elsewhere. The common thread between all these tasks is the aim of mining
a final text sequence that can be considered as a sub-sequence of a longer one. We

9



10 Methodologies

name these sub-sequences episodes
The idea of episode comes from Frequent Episode Mining (FEM). It is a field re-

lated to Sequential Pattern Mining (SPM), a branch of data mining that deals with
finding statistically relevant regularities among data samples whose values are ex-
pressed through ordered sequences (Bechini et al., 2023).

Frequent Episode Mining is aimed at discovering sub-sequences in a single se-
quence where instances occur frequently, each following a specific temporal order
(Bechini et al., 2023). This problem holds significant relevance across various appli-
cation domains, particularly in the context of system log analysis and, we can argue,
in Natural Language Processing as well. Examples of applications are the monitor-
ing of network traffic for detecting attacks, the monitoring of telecommunication
alarm signals, or the analysis of usage data for recurring patterns.

As detailed inChapter 3, Frequent EpisodeMining is an approachwithin Process
Mining. The objective of a processmining algorithm is to identify specific sequences
within a dataset that occur a statistically significant number of times. This pro-
cess aims to verify particular, potentially interesting recurrences (Han et al., 2007).
The problem of the identification of such sequences has been explored in the liter-
ature under different lights and different domains, leading to the classic research
problems known as Frequent Itemset Mining (FIM) and Sequential Pattern Mining
(SPM). FIMwas first developed as a tool for market basket analysis to study the be-
havior of customers by considering what products are frequently bought together
(Agrawal et al., 1993). Any single purchasing event, or transaction, can be modeled
as a set of items, usually called itemset. They are our starting point.

LetD be a transactional database consisting of a set of transactions {T1, T2, ..., Ti}.
We can see a single transaction as the basic entry in the database. Each one is typi-
cally identified by a Transaction ID (TID) and corresponds to a set of items (objects
or symbols) out of a set of possible items I = {i1, i2, ..., in}. For example, regarding
the sales in a shop, each transaction represents a receipt, and thus the items pur-
chased by a particular customer. In this case, I is the set of all the items sold by
the shop. A subset X ⊆ I is called an itemset. An itemset that contains k items is
denoted as k-itemset. For instance, the set {a, b} is a 2-itemset.

The availability of databases containing transactions led to the development of
Association RuleMining, which consists of finding association rules in a transaction
database (Agrawal et al., 1993). An association rule is an implication of the form
A ⇒ B, where A ⊂ I, B ⊂ I, A ̸= ∅, and B ̸= ∅. The rule A ⇒ B holds in the
transaction set Dwith support s, where s is the percentage of transactions in D that
contain A ∪ B. That is,

support (A ⇒ B) = P (A ∪ B) (2.1)
The percentage of transactions in D containing A that also contain B is named
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confidence c, and is formalized as,

con f idence (A ⇒ B) = P (B|A) (2.2)
Rules that satisfy both aminimum support threshold (min sup) and aminimum

confidence threshold (min conf) are called strong. The occurrence frequency of an
itemset is the number of transactions that contain the itemset. Whenever the tempo-
ral ordering of transactions is relevant, we can handle temporally ordered sequences
of itemsets.

Let SeqD =
{

S1, S2, ..., Sj
} be a sequence database consisting of j sequences. A

sequence is identified by a Sequence ID (SID) and consists of an ordered list of el-
ements. In the most general case, an element is an itemset (usually, a non-empty
one). Usually, the ordered elements of the sequence (i.e., the itemsets) are referred
to as events. Given a sequence S = ⟨E1, E2, ..., En⟩, the corresponding length |S| can
be defined as the number of events in S. On the basis of the total number of objects
it contains, a sequence is referred to as k-sequence, with k = ∑n

i=1 |Ei|.
An event is always associated with a timestamp, and it may contain one or more

items out of a given set. The frequent sub-sequences of events that we are interested
in, occurring within specified time intervals in a given partial order, are usually
called episodes.

To apply this concept to other fields, in particular to Natural Language Process-
ing and Text Mining, it is necessary to broaden the definition of episode. We can
take as an example the analysis of protein strings in bioinformatics. A substring can
be obtained by removing both the head and the tail from the original string. For
instance, if we have the original string "abcdefghi", removing the head "abc" and
the tail "ghi" would result in the substring "def": "abcdefghi". It is essential to note
that obtaining a substring is not limited to this single method. By deleting different
substrings from the original string, we can acquire a variety of substrings. For ex-
ample, to obtain the substring "acdgh" we need to delete "a," "cd," and "gh" from the
original string: "abcdefghi"

In the most general case, when describing an event, a similar concept can be
applied. According to the Frequent Episode Mining theory, some events can occur
concurrently, i.e. may have the same timestamp. To highlight this aspect, sequences
that involve potentially concurrent events are referred to as complex sequences.

A complex sequence S of events, each with one or more items out of I, is repre-
sented by a temporally ordered list of tuples of type (SEti ti), where SEti is the event
occurring at timestamp ti. An episode is thus a non-empty, totally-ordered set of
events of the form 〈

E1, E2, ..., Ep
〉, where Ei is a subset of I and Ei appears before Ej

for all integers i and j, with i < j, in the interval [1, p]. The occurrence of an episode
is given by a time interval [ts, te] where ts and te are the start and end timestamps
for the episode, respectively. The support of an episode is given by the number of
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Figure 2.1: An example of complex sequence

its occurrences within the sequence. Figure 2.1 is an example of complex sequence
described as [(a, 1) (c, 2) (d, 2) (g, 3) (h, 4)]. Both the sub-sequences "acg" and "adg"
can be considered valid episodes.

In this case, the order is partial. In fact, we can consider the partial order as a
generalization of the total order.

In past years, authors in (Ahonen et al., 1997) have explored the idea that general
data mining methods can apply to text analysis tasks under certain conditions. To
do this, they formulate a definition of text episode as a pair α = (V,≤), where V is a
collection of features vectors, and ≤ is a partial order on V. Given a text sequence
S, a text episode α = (V,≤) occurswithin S if there is a way of satisfying the feature
vectors in V using the feature vectors in S so that the partial order ≤ is respected.
This means that the feature vectors of V can be found within S in an order that
satisfies the partial order ≤.

According to this paradigm, a sub-sequence is considered an episode where all
the feature vectors of the sub-sequence occur within a certain proximity in S. The
limit of the closeness is determined by a window size W, which sets the limit within
which the episode must occur.

The authors of this formulation considered a feature vector to be an ordered set
of features. In this context, a feature can be defined as a word, a grammatical feature
(such as part of speech, case, or number), a punctuationmark, a special character, or
a structure tag. Nowadays, this formulation can be extended by incorporating word
and sentence embeddings generated from Neural Language Models as feature vec-
tors. These embeddings represent the features based on the contextual properties
of the word or sentence in a vector space.

Another useful distinction is the classification of partial orders into two types:
total and trivial partial order (Ahonen et al., 1997). In the case of a total partial or-
der, the feature vectors of each episode follow a fixed order, and such episodes are
referred to as serial. On the other hand, in the case of a trivial partial order, the order
is not significant, and these episodes are known as parallel. For instance, a serial text
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episode can be exemplified by a sentence, which consists of a sequence of related
words conveying a specific meaning. Similarly, a piece of text can be considered a
text episode, comprising a sequence of related sentences or multiple pieces of text
(i.e., a sequence of paragraphs in a newspaper article or chapters in a novel). Con-
versely, a parallel text episode can be represented by a collection of co-occurring
terms that collectively describe the content of a document more effectively than any
individual term.

According to the author’s definition, a text episode is considered interestingwhen
it is frequent. In other words, a frequent text episode α is a sub-sequence of S with
a support in S above a given support threshold. The support of α in S, with respect
to a given window size W is defined as the number of minimal occurrences of α in
S.

When dealingwith feature vectors that incorporate context, such as sentence em-
beddings extracted from Language Models, it becomes necessary to compute sup-
port in order to identify all similar sequences. This is typically done using a chosen
similarity measure, such as cosine similarity. It is important to note that achieving
perfect matching becomes impossible in this context.

However, we use the concept of interesting text episode, which includes the defi-
nition of frequent text episode as a particular and specific case of it. According to the
definition provided by the Cambridge Dictionary1, an episode is a single event or
group of related events. It represents a distinct and separate occurrence within a
larger series. In our context, we define an interesting text episode as a sub-sequence of
S that fulfills the conditions specific to the task at hand. For example, in the context
of Fake NewsDetection, the sequence S represents the collection of all the examined
articles or social media posts. An episode is represented by an individual article or
social media post, comprising a sequence of sentences conveying information. An
interesting text episode refers to a specific newspaper article or social media post that
is classified as Fake News.

In the rest of this work, we present three case studies along with a literature
review for each aspect. In these case studies, we investigate traditional approaches
and use the concept of ’interesting text episodes’ as a link to these three scenarios.

The first case studywe examine is theNewsCollector, a systemdeveloped to help
readers automatically gather comprehensive and summarized information about an
event from various sources. The core of this system lies in a methodology designed
to highlight information divergence between texts. In this scenario, the initial se-
quence is represented by a set of multiple newspaper articles (referred to as targets)
all related to the same topic. The text episodewe aim tomine consists of a piece of in-
formation in the form of a set of sentences, which constitutes a sub-sequence within
the larger sequence of articles. This sub-sequence does not appear in an external

1https://dictionary.cambridge.org/dictionary/english/episode
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newspaper article (referred to as a reference); its information diverges from the ref-
erence. For a more comprehensive explanation of this case study, refer to Chapter
4.

The second case study involves a two-step framework designed to extract se-
quences of actions with the potential for automation. This framework utilizes log
data generated from the interactions between a human operator and specific soft-
ware applications. While this problem domain primarily falls within the realm of
Data Mining rather than Natural Language Processing, this case study is valuable
in illustrating that techniques derived from Frequent Episode Mining can be effec-
tively employed in conjunction with a similarity metric. This approach helps un-
cover archetypal patterns, although they may be somewhat coarse for application
to textual data. For a more comprehensive explanation of this case study, refer to
Chapter 5.

The last case study revolves around the Fake News Detection task. In this sce-
nario, we work with a collection of articles or social media posts that encompass
both real and fake content. Here, an interesting text episode is defined as an article
or a social media post that has been classified as fake. In this context, we introduce
a novel methodology for collecting and labelling both fake and real news. Further-
more, we take the initial steps in applying the concept of information divergence, as
proposed in the first case study, within a framework inspired by the one described
in the second case study. We hope that, in the future, this line of research could
facilitate the detection of fake news. For a more detailed explanation of this case
study, refer to Chapter 6.



Chapter 3

Literature Review

3.1 Textual and Semantic Similarity
Natural Language Processing (NLP) is a field of artificial intelligence and compu-
tational linguistics that focuses on the interaction between computers and human
language. It involves the development and application of algorithms, models, and
techniques to empower computers to comprehend, interpret, and generate human
language in a meaningful manner.

NLP encompasses a wide range of tasks and applications, including but not lim-
ited to:

1. Text Parsing and Tokenization: breaking down text into smaller units such as
words or sentences for further analysis.

2. Language Understanding: extracting meaning and context from text, includ-
ing tasks such as part-of-speech tagging, named entity recognition, and syn-
tactic analysis.

3. Sentiment Analysis: determining the emotional tone or sentiment expressed
in a piece of text, often used in social media monitoring or customer feedback
analysis.

4. Machine Translation: automatically translating text from one language to an-
other, enabling communication across language barriers.

5. InformationExtraction: identifying and extracting structured information from
unstructured text, such as extracting names, dates, or locations from news ar-
ticles.

6. Question Answering: building systems that can understand and respond to
natural language questions, often using techniques like information retrieval
and text summarization.

15
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7. Text Generation: creating coherent and contextually relevant text, such as gen-
erating product descriptions or writing news articles.

NLP relies on various techniques and methodologies, including statistical mod-
els, machine learning algorithms, deep learning, and linguistic rules. It combines
knowledge from linguistics, computer science, and cognitive science to bridge the
gap between human language and machine understanding, enabling computers to
process, analyze, and generate human language effectively.

The definition of Natural Language Processing just given is obtained from Chat-
GPT using a simple prompt: "Give me the definition of Natural Language Process-
ing". The research in NLP, particularly in Natural Language Understanding (NLU)
within AI, has been brief but intense, characterized by a series of ups and downs
(Lenci, 2023). The most recent generations of language models have indeed taken
a significant leap forward, as evident from reading the definition of NLP provided
by chatGPT. The mastery of tasks such as text generation, language understanding,
and text summarization (among others) is truly impressive and currently has no
competitors.

In this subsection, we will describe the state-of-the-art of language modelling,
from the definition of distributional semantics to the description of the current stan-
dard Language Models, Large Language Models, and the prompting era.

From distributional semantics to Language Models
Distributional Semantics (DS) is a subfield of Applied and Computational Linguis-
tics that focuses on developing theories andmethods for representing and acquiring
the semantic properties of linguistic items based on their distributional properties in
text corpora (Lenci, 2018). The theoretical assumption of DS has become known as
the Distributional Hypothesis (DH). It states that words with similar linguistic con-
texts tend to have similar meanings (Lenci, 2008). The idea comes from the insights
of American structural linguists, particularly from the work of Harris, who stated
that "difference ofmeaning correlateswith difference of distribution" (Harris, 1954).

Distributional models have also been explored in cognitive science and psychol-
ogy. Notably, an important figure in this field isMiller, whoutilizedHarris’s analysis
to establish an empirical foundation for the notion of similarity in semantics (Miller,
1971). Miller & Charles defined the semantic similarity in distributional terms as a
"function of contexts in which words are used" (Miller and Charles, 1991). Accord-
ing to this paradigm, words are distributed in a vectorial space, and their semantic
similarity is determined by the distance between their distributional representations
(Lenci, 2018). We usually refer to distributional representations of words as vectors
or word embeddings (Lenci, 2008).
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A significant contribution of distributional semantics in the field of Natural Lan-
guage Processing and Computational Linguistics stems from its application in In-
formation Retrieval. The Vector Space Model (Salton et al., 1975) was originally
developed to address the task of automatically indexing textual documents. The
authors employed an approach based on space density computations. In particular,
they represented a collection of documents with amatrix, where its rows are vectors
of words (or some kind of lexical items), and the columns are vectors corresponding
to documents. Each value of the matrix represents the number of occurrences of a
word in a particular document. In this way, it becomes easy to identify semantically
associated words bymeasuring the similarity of their corresponding vectors (Lenci,
2018).

The Latent Semantic Analysis model was proposed for the first time in 1997 by
Landauer & Dumais (Landauer and Dumais, 1997). It is a count model for distribu-
tional semantics that uses a word-document co-occurrence matrix. It assumes that
if two words recur in similar documents, they tend to be semantically related. Sin-
gular Value Decomposition is then employed to reduce the dimensionality of the
matrix while preserving the similarity structure among the columns.

Over the years, several other distributional models emerged from both compu-
tational linguistics and applied linguistics perspectives.

The Hyperspace Analogue of Language (HAL) model utilizes a global cooc-
currence learning algorithm to encode the context in which words occur (Burgess,
1998). Thanks to this encoding, researchers can form meaningful representations
in a high-dimensional context space. Latent Relational Analysis (LRA) is a method
for measuring relational similarity (Turney, 2006), which extends the Vector Space
Model. Authors distinguish relational similarity from attribute similarity. The first
one detects analogous, while the second one detects synonyms (Turney, 2006). Se-
bastian Padó and Mirella Lapata introduce a framework for constructing semantic
spaces using syntactic dependency relations (Padó and Lapata, 2007). Distribu-
tional Memory (DM) frameworks were also proposed. The corpus-based frame-
work described by Baroni and Lenci (Baroni and Lenci, 2010) extracts distributional
information from the corpus in the form of a set of weighted word-link-word tuples
fixed into a third-order tensor (Baroni and Lenci, 2010). Different matrices could
then be generated from the tensor, with rows and columns that constitute natu-
ral spaces dealing with different semantic tasks (Baroni and Lenci, 2010). High-
dimensional Explorer (HiDEx) is a generalization of HAL that increases the range
of parameter settings (Shaoul and Westbury, 2010).

From the perspective of NLP and text mining, many applications related to text
similarity are based on language models. A language model defines a probability dis-
tribution over a sequence of tokens (Goodfellow et al., 2016). These are usually an
approximation of the concept of word, and always discrete entities. N-grams are a
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kind of languagemodel based onmodels of sequenceswith a fixed length. We could
define an n-gram as a sequence of n tokens. For example, an 1-gram (unigram) is a
n-gram with n = 1, a 2-gram (bigram) is a n-gram with n = 2, a 3-gram (trigram)
is a n-gram with n = 3, and so on. N-gram-based models define the conditional
probability of the n-th token given the previous n− 1 tokens. The probability dis-
tribution over longer sequences is then given by the products of these conditional
distributions:

P(x1, ..., xτ) = P(x1, ..., xn − 1)
τ

∏
t=n

P(xt|xt − n+ 1, ..., xt − 1) (3.1)

Usually we train both an n-gram model and a n-1 gram model simultaneously:

P(xt|xt − n+ 1, ..., xt − 1) =
Pn(xt − n+ 1, ..., xt)

Pn − 1(xt − n+ 1, ..., xt − 1)
(3.2)

The n-gram-based models have been used principally in the context of statisti-
cal language modelling for many decades, among others, by Jelinek (1980), Katz
(1987), and Chen and Goodman (1999). These models were enhanced over time
with the application of smoothing and back-off methods (Chen and Goodman, 1999).
Furthermore, to enhance the statistical efficiency of these models, class-based lan-
guage modelswere introduced (Brown et al., 1992).

Neural Networks
TheNeural Network LanguageModel (NNLM)was one of the earliest neural archi-
tectures proposed able to generate distributional representations of words (Bengio
et al., 2000). One crucial aspect of the NNLM is the utilization of distributed word
representations. The NNLM is trained to maximize the probability of the next word
in the training data given the preceding context. This is done by minimizing the
negative log-likelihood loss function, also known as cross-entropy loss. Instead of
representing words as discrete symbols, the model represents them as continuous-
valued vectors. This enables themodel to capture semantic and syntactic similarities
between words and generalize better to unseen word combinations. The architec-
ture ofNNLM is a three-layer neural network and consists of an input layer, a hidden
layer, and an output layer. The input layer represents the word sequence, commonly
encoded as a fixed-length vector using techniques such as one-hot encoding orword
embeddings. The hidden layers contain nonlinear activation functions, such as sig-
moid or hyperbolic tangent, which enable the network to learn complex patterns in
the data. The output layer provides the predicted probability distribution over the
vocabulary.
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However, one of themost popularmodels for learningword embeddings isword2vec
(Mikolov et al., 2013a,b). The model is implemented in two different algorithms:
CBOW (Continuous Bag of Words) and SGNS (Skip-Gram with Negative Sam-
plings). The general model is described by the Equation 3.3

p(b|a) = exp(b · a)

∑C
b’∈C exp(b′ · a′)

(3.3)

where C is the set of context words, and a and b are the embeddings for the target
and the context words.

CBOW aims to predict a target word based on its surrounding context words
within a given window. SGNS faces the problem from an opposite perspective and
aims to predict the context words given a target word.

The architecture of CBOW uses a shallow neural network with an input layer, a
hidden layer, and an output layer, similar to the NNLM one (Bengio et al., 2000).
The CBOW algorithm learns word representations by optimizing the prediction of
a target word from its context. The input layer takes n-dimensional embeddings for
the words in the context. Then, the hidden layer (also named the projection layer)
calculates the average of the input word vectors. This layer sums up all the input
vectors and divides the result by the window size, yielding a single vector repre-
sentation of the context. Such representation is used to predict the target word. The
model is trained using backpropagation, minimizing the cross-entropy loss between
the predicted target word and the true target word.

The SGNS algorithm starts from the target word, and its goal is to maximize the
probability of predicting the context words. It learns distributed word representa-
tions (word embeddings) in a similarmanner butwith a different training approach.
The target word vector is fed into the hidden layer, and the output layer predicts
the context words using a softmax activation function. Again, the model is trained
using backpropagation. The weights of the hidden and output layers are updated
iteratively through gradient descent.

A visual representation of both architectures is shown in Figure 3.1.
One of the primary limitations of Word2Vec algorithms is that the embeddings

are solely trained on the local context ofwords, neglecting the global corpus statistics
during training. A proposed solution is Global Vectors for Word Representation
(GloVe) (Pennington et al., 2014). Instead of relying only on local context windows,
GloVe considers the overall word co-occurrence patterns across the entire corpus.

GloVe begins by creating a word co-occurrence matrix from the input corpus.
This matrix represents the frequency of word co-occurrences, capturing how fre-
quently two words appear together in a given context window. The co-occurrence
matrix offers a measure of the statistical relationship between words. GloVe sub-
sequently establishes a ratio of word probabilities based on the co-occurrence ma-
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Figure 3.1: CBOW and SGNS architectures as proposed in Mikolov et al. (2013a)

trix. The relationship between two words is established as the ratio between the
co-occurrence of such words with a set of probe words.

Given twowords i and j, and a probeword k co-occurringwith both of thewords,
the ratio of Pik

Pjk
is particularly small if k is related to j but not to i; instead it is par-

ticularly high if k is related to i but not to j; finally it is close to 1 if k is related or
unrelated to both. Authors propose a log-linear function to approximate the rela-
tionship between words:

wT
i w̃k + bi + b̃j = log

(
Xij

) (3.4)

where Xij is the co-occurrence frequency of i and j, w and w̃ are word vectors and
context vectors respectively, and the two b are bias terms.

Finally, aweighted least square regressionmodelwith aweighting function f (Xij)

to learn the embeddings is proposed, such that:

J =
V

∑
i,j=1

f
(
Xij

) (
wT

i w̃k + bi + b̃j − log
(
Xij

))2
(3.5)

with V as the vocabulary. If we consider xmax the maximum number of co-
occurrences for a ij pair, the empirically chosen weighting function states as follows:
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f (x) =

{
(x/xmax)

0.75 i f x < xmax

1 otherwise
(3.6)

GloVe embeddings have been widely used in various natural language process-
ing tasks. They have shown effectiveness in capturing both syntactic and semantic
information, performing better than CBOW and SGNS, and have been influential in
advancing the field of word representation learning.

Models like GloVe and the two versions of Word2Vec present several issues.
They rely on a fixed vocabulary determined during the training phase. Words that
are not present in the training data are treated as out-of-vocabulary (OOV) words.
The most popular model presented to address this issue is fastText (Bojanowski
et al., 2017). Authors propose the use of sub-word information for learning em-
beddings in a Skip-gram model.

Furthermore, suchmodels struggle to capture themultiple senses of polysemous
words (words with multiple meanings) and the distinction between homonyms
(words with the same form but different meanings). Word embeddings tend to
aggregate the various senses into a single representation, limiting their ability to
capture fine-grained semantic differences. Also, they operate at the word level and
do not naturally capture the meaning of phrases or named entities. While word
embeddings can provide contextually similar representations for individual words,
they may not effectively capture the compositional semantics of longer phrases or
entities. Finally, these models generate static word embeddings that do not cap-
ture changes in word meaning or usage over time. Language is dynamic, and word
meanings evolve. Therefore, thesemodels may not adequately capture the temporal
dynamics and semantic shifts that occur in language.

Context aware Language models
The final output of all the previously mentioned models and algorithms is a set of
pre-trained word embeddings based on the model hyper-parameters and the train-
ing data, or the trained network itself. These embeddings can be subsequently used
to obtain representations forwords. However, the relationship between embeddings
andwords (considered as types) is biunivocal: for eachword type, one and only one
embedding is available, and vice versa.

Context-aware models consider the broader context, including preceding sen-
tences, paragraphs, or even entire documents. This is also crucial becausemost NLP
downstream tasks actually benefit from the understanding of both words and their
contexts (Wang et al., 2020). By leveraging this contextual understanding, these
models can generate more accurate and contextually appropriate language, leading
to improved performance in tasks such as language translation, sentiment analysis,
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question answering, and text generation. Through the use of architectures such as
Transformer-based (Vaswani et al., 2017) models like GPT (Generative Pre-trained
Transformer) (OpenAI, 2023) or BERT (Bidirectional Encoder Representations from
Transformers) (Devlin et al., 2018), context-aware languagemodels have gained sig-
nificant attention in recent years.

Often, these architectures are primarily designed for downstream tasks rather
than language modelling itself. It is worth noting that such models have also facili-
tated the adoption of the pre-training and fine-tuning approach for NLP tasks, com-
monly referred to as transfer learning. In transfer learning, a broad language model
trained on unsupervised language comprehension tasks is subsequently fine-tuned
to tackle specific tasks. The concept is to preserve the general language understand-
ing acquired during pre-training and effectively transfer it to the specific tasks by
further training and adjusting the network’s weights and parameters to address the
specific objective.

One of the earliest models proposed in literature was ELMo, which stands for
"Embeddings from Language Models". It is a context-aware language representa-
tion model introduced by Peters et al. (2018). Unlike traditional word embeddings
that capture only static word representations, ELMo generates dynamic word rep-
resentations that take into account the surrounding context (i.e. a function of the
entire input sequence). In its architecture, ELMo utilizes a bidirectional language
model, specifically two BiLSTM (Bidirectional Long Short-TermMemory) layers, to
capture context-dependent word embeddings. One layer reads the sequence from
beginning to end, and the other one reads it backward.

LSTM (Sak et al., 2014) stands for Long Short-Term Memory and is a type of re-
current neural network (RNN) architecture designed to capture long-term depen-
dencies in sequential data. It consists ofmemory cells that allow the network to store
and access information over long sequences. LSTMs exploit gating mechanisms to
regulate the flow of information through memory cells. They are able to capture
and maintain relevant information while discarding unnecessary or irrelevant one.

A Bidirectional Long Short-TermMemory (BiLSTM) is an extension of the LSTM
architecture that incorporates both forward and backward information flow to cap-
ture context from both preceding and succeeding elements in a sequence. It consists
of two LSTM layers. The first one processes the sequence in the forward direction
and the second one does it in the backward direction. Each layer independently up-
dates the hidden states based on the input sequence. The output is then obtained by
applying some combination mechanism, such as for example by concatenating the
forward and backward hidden states.

ELMo incorporates two BiLSTM layers in its architecture. Authors call themodel
BiLM.

After the input is passed through the two LSTM layers, the contextual word rep-
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resentations are obtained by combining the hidden states from the two BiLSTM lay-
ers. This fusion of forward and backward representations captures the context from
both preceding and succeeding words, providing a rich context-aware representa-
tion for each word in the input sequence. Authors report state-of-the-art perfor-
mances on six supervised NLP tasks by using pre-trained ELMo models, such as
sentiment analysis, named entity recognition, and question answering.

Transformer architectures

The introduction of the Transformer architecture (Vaswani et al., 2017) has revo-
lutionized various NLP tasks. Transformers are a type of neural network for se-
quence transduction that relies on a self-attention mechanism. They allow a model
to selectively focus on different parts of the input sequence while generating contex-
tual representations. The attention mechanism calculates attention scores between
each element in the input sequence, enabling the model to assign different weights
or importance to different elements based on their relevance. This attention-based
weighting mechanism allows the model to capture dependencies and relationships
between words or tokens, regardless of their relative positions in the sequence.

In Vaswani et al. (2017), authors propose a model that relies solely on the at-
tention mechanism without any recurrent or convolutional components, achieving
state-of-the-art results on various language translation benchmarks. The model fol-
lows an encoder-decoder architecture. The input sequence is passed through an en-
coder to obtain contextualized representations, and these representations are then
fed into a decoder to generate the output sequence. The core is the self-attention
mechanism. It allows each position in the sequence to attend to all other positions,
capturing the dependencies and relationships between them. Self-attention is calcu-
lated using query, key, and value vectors obtained from the previous layer’s repre-
sentations. Themodel employsmultiple parallel attention layers, known as attention
heads (i.e. the model implements a multi-head self-attention mechanism to map
input and output values). Each head attends to a different subspace of the input
representations, enabling the model to capture different types of information. The
outputs from different attention heads are concatenated and linearly transformed to
obtain the final attention output.

A visual representation of the transformer-model architecture as described in
Vaswani et al. (2017) is shown in Figure 3.2.

TheTransformermodel achieved impressive results onmachine translation tasks,
overcoming the performance of previous recurrent and convolutional architectures.
It demonstrated the power of self-attention and inspired a vast number of researchers
to focus on other aspects of language modelling. The success of the so-called pre-
train and fine-tune paradigm comes from the introduction of GPT (Generative Pre-
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Figure 3.2: The Transformer - model architecture in Vaswani et al. (2017)

trained Transformer) (Radford et al., 2018), an architecture based on the decoder
part only of the Transformer architecture (Liu et al., 2018).

GPT employs a pre-training phase where it is trained on a large corpus of un-
labeled text data. This unsupervised pre-training helps the model to learn general
language features. The objective is to predict the next word in a sentence given the
preceding context, as in standard language modeling. After pre-training, GPT un-
dergoes a fine-tuning phasewhere it is further trained on specific downstream tasks.
By fine-tuning task-specific labelled data, GPT can adapt its learned representations
to performwell on various NLP tasks, such as text classification, sentiment analysis,
and question answering. In simple terms, the fine-tuning phase consists of adding
a linear output layer on the top of the transformer and updating the weights of the
entire network based on a supervised learning task.

The next step on the pre-train and fine-tune paradigm was BERT (Bidirectional
Encoder Representation for Transformers) (Devlin et al., 2018), which is the start-
ing point of the BERT Era in NLP. In fact, GPT’s attention is limited to previous to-
kens in the sequence, which can restrict its performance in sequence-level tasks. On
the other hand, BERT employs bidirectional representation learning, utilizing the
Masked Language Model and next-sentence prediction tasks to gain a comprehen-
sive understanding of the context. In the Masked Language Model (MLM) task,
a certain percentage of the input tokens are randomly masked or replaced with a
[MASK] token. The model is then trained to predict the original masked tokens
based on the surrounding context. This task encourages the model to learn bidi-
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rectional representations as it needs to rely on both the left and right contexts to
accurately fill in the masked tokens (Devlin et al., 2018). The Next Sentence Pre-
diction task (NSP) is designed to help the model understand relationships between
sentences. In this task, pairs of sentences are created, and the model is trained to
predict whether the second sentence follows the first sentence or not. The model
learns to capture the relationships and coherence between sentences, which is cru-
cial for tasks like question answering or natural language inference (Devlin et al.,
2018). The authors proposed two versions of the architecture, the bert-base, and
the bert-large. They differ in the number of layers, parameters, and resulting hid-
den representations.

The success of BERT has also influenced subsequentmodels, leading to novel ad-
vancements in language understanding and improving the state-of-the-art in many
NLP applications. Several models were presented based on distillation (Sanh et al.,
2019), a technique for compressing the BERT knowledge in smaller and less expen-
sive models. Examples are DistilBERT (Sanh et al., 2019) and ALBERT (Lan et al.,
2019). Some other models have been proposed to modify some aspects of BERT to
improve its performance while not increasing the computational cost, for example,
RoBERTa (Liu et al., 2019). Also, a whole line of research is dedicated to explor-
ing the performance of increasingly bigger models, with orders of magnitude more
parameters than the original BERT, such as Transformer-XL (Yang et al., 2019) and
XLNet (Dai et al., 2019). Transformer-XL addresses the limitation of the vanilla
Transformer architecture in handling long-range dependencies. By introducing a
segment-level recurrencemechanism, Transformer-XL enables themodel to capture
longer-term dependencies more efficiently. This model is particularly effective in
tasks that require an understanding of longer context, such as document-level lan-
guage modeling and machine translation. XLNet is a model that takes the idea of
bidirectional context from BERT and combines it with the autoregressive approach
of language modelling. Unlike traditional autoregressive models, XLNet considers
all possible permutations of the input sequence, allowing each position to attend to
both the left and the right context. This helps capture dependencies more compre-
hensively and improves the quality of the generated text.

Several generations of GPT (Radford et al., 2018, 2019; Brown et al., 2020) show
how, with a substantial increase in the number of parameters, pre-trained Trans-
formermodels can achieve few-shot and even one-shot learning capabilities without
fine-tuning.

Sentences and documents
The advancements in languagemodelling andword embeddingmodels havemarked
a significantmilestone in the field ofNLP, and have expanded the encoding capabili-
ties beyond singularwords to includemore extensive textual units such as sentences,
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paragraphs, and even entire documents. Exploring this direction has the potential to
provide significant benefits across various tasks, including text clustering, informa-
tion retrieval, information extraction, and unsupervised techniques that rely on the
semantics of entire text sequences. The aim is parallel to that of word embeddings:
representing text units of varying lengths in an n-dimensional space.

The earliest approaches to documents were initially introduced in the informa-
tion retrieval literature, preceding the discussion about words (Harris, 1954; Salton
et al., 1975). At first instance, documents are represented as bag-of-words.

Given a pre-defined vocabulary consisting of n words, documents are repre-
sented as n-dimensional vectors. Each dimension corresponds to a word in the vo-
cabulary and signifies the presence or absence of theword in the document. Initially,
only the presence of the word is considered. Alternative approaches have suggested
the use of raw frequencies, but, similar to word embeddings, raw frequencies have
shown to be unreliablemeasures for document-wise vectors. Several termweighting
techniques have been introduced, such as the tf-idf (term frequency-inverse docu-
ment frequency), a metric used to assess the significance of a word within a docu-
ment across a collection or corpus (Salton and Buckley, 1988).

With the advent of artificial intelligence and the emergence of neural network
language models (Bengio et al., 2000) like word2vec (Mikolov et al., 2013b), the
processing of sentences and entire documents has shifted towards the development
of similar models capable of encoding documents. The concept behind word2vec
was extended to n-gram embeddings, including bi-grams and tri-grams, to capture
more contextual information (Mikolov et al., 2013a). However, this approach had
limitations in terms of generalization to unseen sentences and the representations
of sequences longer than two or three tokens.

The initial effort to extend the word2vec algorithms to longer sequences is illus-
trated by doc2vec (Le and Mikolov, 2014). Similar to word2vec, doc2vec utilizes
neural networks for training. The authors introduce two algorithms, PV-DM (Para-
graphVector - DistributedMemory) andPV-DBOW(ParagraphVector - Distributed
Bag of Words), which aim to incorporate document information into the Skip-gram
andCBOWalgorithms, respectively. In the PV-DMmodel, the document vectors are
trained to predict the target words within the context of the document. The docu-
ment vector is combined with the word vectors during the prediction phase. On the
other hand, the PV-DBOWmodel treats the document as a context and predicts the
words within the document directly. Figure 3.3 shows the architecture of Doc2Vec
as described in Le and Mikolov (2014).

By incorporating document-level information, Doc2Vec enables the representa-
tion of documents as dense vectors, allowing for various downstream tasks such
as document classification, document similarity, and information retrieval (Le and
Mikolov, 2014).
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Figure 3.3: The Doc2Vec architecture in Le and Mikolov (2014)

Deep learning-based models have then emerged as robust methods in tasks re-
lated to sentence representation and similarity, frequently achieving state-of-the-art
performance levels. These models aim to acquire representations from both an-
notated and unannotated data, enabling them to capture the semantic essence of
sentences. The idea of leveraging labeled and parallel corpora to learn sentence
embeddings was initially proposed in the context of machine translation. Several
works (Cho et al., 2014; Sutskever et al., 2014) employed encoder-decoder architec-
tures to learn sentence embeddings from labelled parallel corpora for translation
tasks. Then, the approach has also been extended to monolingual tasks, such as
learning paraphrases (Wieting et al., 2015), question answering (Das et al., 2016),
and other Natural Language Inference tasks (Conneau et al., 2017; Nicosia andMos-
chitti, 2017).

The utilization of Transformers has also found extensive application in these
tasks and has delivered state-of-the-art outcomes. Transformers can be utilized for
downstream tasks and feature extraction, generating word embeddings for each el-
ement in the input sequence. Usually, the representation of the entire sequence is
encoded with special tokens placed at either the beginning of the sequence or the
end. However, it’s worth recognizing that sequence representations alone might
not be tailored to encapsulate semantically significant information about the se-
quence itself, and may not be suitable for sentence-pair similarity tasks (Devlin
et al., 2018). To overcome these limitations Sentence-BERT (Reimers and Gurevych,
2019)was proposed. It is one of themost widely exploited architectures for learning
sentence-wise representation. Sentence-BERT is a modification of the pre-trained
BERT network with siamese and triplet network structures. It can produce semanti-
cally meaningful sentence embeddings and that can be compared using a similarity
measure (for example, cosine similarity or Manhattan/Euclidean distance). The ef-
fort for finding the most similar pair is reduced from 65 hours with BERT/RoBERTa
to about 5 seconds with Sentence-BERT while maintaining the accuracy achieved
by BERT (Reimers and Gurevych, 2019). Efforts have been recently spent to build
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an unsupervised contrastive learning method that converts pre-trained language
models into universal text encoders, such as with Mirror-BERT (Liu et al., 2021b)
and subsequent models (Liu et al., 2021a).

Prompting era

If the introduction of Transformer architectures could be regarded as an initial rev-
olutionary shift in the landscape of the learning of NLP models, the current era,
starting in 2021, marks a second significant transformation. In this phase, the pre-
train and fine-tune approach is going to be replaced or parallelized by the pre-train,
prompt and predict paradigm (Liu et al., 2023a).

In this paradigm, the process involves not adjusting pre-trained Language Mod-
els to suit downstream tasks through specific objectives, but rather reformulating
the downstream tasks to look more like those solved during the initial LM training,
with the help of textual prompts. For instance, when recognizing the emotion of a
social media post, "I missed the bus today," we may follow with a prompt such as "I
felt so " and ask the LM to complete the sentence with an emotion-associated term.
Alternatively, by employing the prompt "English: I missed the bus today. French: ",
an LM could be guided to fill the blank with a French translation (Liu et al., 2023a).

In this way, by choosing suitable prompts we can manipulate the model’s behav-
ior so that the pre-trained LM itself can be used to predict the desired output, with-
out requiring any additional task-specific training. The strength of this approach
lies in the fact that, given a suite of appropriate prompts, a single LM trained in a
fully unsupervised manner, can be used to solve a great number of tasks. Nonethe-
less, this method introduces the necessity for prompt engineering, finding the most
appropriate prompt to allow an LM to solve the task at hand.

The most recent language models successfully apply the latest and most ad-
vanced prompting engineering techniques. Models include OpenAI’s GPT (Ope-
nAI, 2023), Google’s LLaMA (Touvron et al., 2023), and HuggingFace’s BLOOM
(Scao et al., 2022). In general, large language models typically outperform smaller
counterparts, and their zero-shot learning capabilities and emergent new abilities
are recognized. However, it’s essential to note two significant limitations. Firstly,
many of these models are controlled by private companies and are only accessible
via APIs. Secondly, the computational demands of such models often pose chal-
lenges for running them on standard commercial hardware without resorting to
parameter selection and/or distillation techniques.

The following is a brief dissertation on the most recent advanced prompting en-
gineering techniques:

Zero-shot prompting pertains to the approach of employing a prompt to guide
a language model in producing intended outputs for tasks which it has not been
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Figure 3.4: A comparison between an example of zero-shot prompt and an example
of chain-of-thought prompt, fromWei et al. (2022)

directly trained for. (Wei et al., 2021). Instruction tuning has been shown to improve
zero-shot learning (Wei et al., 2021).

Few-shot prompting refers to the technique of using a limited amount of labeled
examples or prompts to fine-tune a language model for specific tasks, enabling it to
perform well with minimal training data (Brown et al., 2020). It is useful because
although large language models exhibit impressive zero-shot capabilities, they may
struggle with more complex tasks under the zero-shot setting. Few-shot prompting
facilitates in-context learning by incorporating prompt demonstrations to guide the
model toward improved performance. While standard few-shot prompting is gen-
erally effective for a wide range of tasks, it still has some limitations, particularly
when it comes to handling more complex reasoning tasks (Brown et al., 2020).

Chain-of-thought (CoT) prompting refers to a technique where a series of re-
lated prompts or instructions are provided to a language model to guide it through
a coherent and connected line of thinking, allowing it to generate contextually con-
sistent and coherent responses. By combining it with few-shot prompting, the per-
formance could be enhanced on more complex tasks that demand reasoning before
generating responses, thereby achieving improved results (Wei et al., 2022).

Figure 3.4 shows a comparison between an example of a zero-shot prompt and
an example of a chain-of-thought prompt, fromWei et al. (2022).

Several improvements of the CoT prompting have been proposed, such as zero-
shot CoT (Kojima et al., 2022), and Auto-CoT (Zhang et al., 2022)

Self-consistency is an advanced technique of prompt engineering (Wang et al.,
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Figure 3.5: A visual representation of the Generate Knowledge Prompting process,
from Liu et al. (2021c)

2022). Instead of the simplistic greedydecoding employed in chain-of-thought prompt-
ing, self-consistency focuses on sampling diverse reasoning paths through few-shot
CoT. The generated responses are then used to select the most consistent answer.
This helps to boost the performance of CoT prompting on tasks involving arithmetic
and commonsense reasoning.

An interesting and advancedprompting technique is the so-calledGenerateKnowl-
edge Prompting (Liu et al., 2021c). Themodel is used to generate knowledge before
making a prediction, as part of the prompt itself.

A visual representation of this idea is shown in Figure 3.5.
Tree of Thoughts (Yao et al., 2023) is a structured frameworkwhere prompts are

organized in a hierarchical tree-like structure. The framework is shown in Figure 3.6.
Each node in the tree represents a specific prompt or instruction, guiding the lan-
guage model’s generation process. This technique allows for more structured and
coherent responses by enabling the model to navigate and expand upon different
branches of thought within the tree.

For complex and knowledge-intensive tasks, a language model-based system
that incorporates external knowledge sources can be built. This approach improves
factual consistency, and enhances the reliability of generated responses.
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Figure 3.6: The Tree of Thoughts framework, from Yao et al. (2023)

To tackle knowledge-intensive tasks, meta AI researchers introduced Retrieval
Augmented Generation (RAG) (Lewis et al., 2020). RAG combines an informa-
tion retrieval component with a text generator model. It allows for fine-tuning the
model and modification of its internal knowledge efficiently, without the need for
retraining the entire model.

The RAG procedure is exemplified in Figure 3.7.
RAG takes an input and retrieves a set of relevant/supporting documents from

a source such as Wikipedia. These documents are concatenated as context with the
original prompt and fed into the text generator, producing the final output. This
adaptability enables RAG to handle situations where facts may evolve over time,
which is particularly valuable as the parametric knowledge of language models is
static. By leveraging retrieval-based generation, RAG allows language models to
access the latest informationwithout requiring retraining, ensuring reliable outputs.

A general-purpose fine-tuning recipe for RAG has been proposed (Lewis et al.,
2020). The approach utilizes a pre-trained seq2seq model as the parametric mem-
ory and a dense vector index of Wikipedia as the non-parametric memory, accessed
through a neural pre-trained retriever.

RAG is demonstrated to perform strongly on several benchmarks such asNatural
Questions, WebQuestions, and CuratedTrec (Lewis et al., 2020).

The combination of CoT prompting and interleaved tools has proven to be a pow-
erful and reliable approach for tackling various tasks usingLLMs. These approaches
often involve creating task-specific demonstrations and strategically interleaving the
model’s generated outputs with the utilization of tools.
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Figure 3.7: Overview of the RAG procedure, from Lewis et al. (2020)

Figure 3.8: Overview of the APE procedure, from Zhou et al. (2022)

A framework that uses a frozen LLM to automatically generate intermediate rea-
soning steps, called Automatic Reasoning and Tool-use is proposed in Paranjape
et al. (2023).

Automatic Prompt Engineer (APE) is, instead, a framework for automatic in-
struction generation and selection (Zhou et al., 2022). An overview of how it works
is given in Figure 3.8

The initial stage entails utilizing a large language model as an inference model,
which receives output demonstrations to generate potential instructions for a given
task. These instruction candidates serve as guides for the subsequent search process.
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The instructions are executed by a target model, and based on computed evaluation
scores, the most suitable instruction is selected.

ReAct is a framework where LLMs are used to generate both reasoning traces
and task-specific actions in an interleaved manner (Yao et al., 2022).

By generating reasoning traces, the model gains the ability to deduce, monitor,
and update action plans, as well as handle exceptional cases. The action step fa-
cilitates interaction with external sources like knowledge bases or environments to
gather relevant information.

TheReAct framework empowers Large LanguageModels (LLMs) to engagewith
external tools for retrieving additional information, resulting in more reliable and
factually accurate responses.

Experimental results demonstrate that ReAct surpasses several state-of-the-art
baselines in language and decision-making tasks (Yao et al., 2022). Furthermore,
ReAct enhances the interpretability and trustworthiness of LLMs from a human per-
spective. The authors conclude that the optimal approach combines ReAct with the
chain-of-thought (CoT) technique, enabling the utilization of both internal knowl-
edge and external information acquired during reasoning (Yao et al., 2022).

There are several other advanced techniques, and the field is in growth. Other
examples are the Active-Prompt approach (Diao et al., 2023), Directional Stimulus
Prompting (Li et al., 2023), Multimodal CoT Prompting (Zhang et al., 2023), and
Graph Prompting (Liu et al., 2023b).

A special mention should be given to the approach known as Prompt Tuning
(Lester et al., 2021). It is a technique designed to improve the performance and
versatility of LLMs on various downstream tasks. Prompt Tuning involves train-
ing a separate vector of tokens called "soft prompts" to guide the frozen language
model’s behavior and output generation. One of the key advantages of Prompt
Tuning is its flexibility and adaptability. By modifying the prompts, researchers
can easily customize the model’s behavior for different tasks without the need for
extensive retraining. This allows for quick task adaptation and the ability to ad-
dress a wide range of NLP tasks with the same pre-trained model. Prompt Tuning
has been shown to be effective in improving the performance of language models
across various domains and tasks. It provides a mechanism to inject task-specific
knowledge into the model, enabling a better understanding of context and more
accurate response generation. Overall, Prompt Tuning enhances the versatility and
performance of large language models by leveraging prompts as external guidance,
resulting in improved task-specific capabilities and more tailored outputs.

Challenges in the present work
In the present work, we address the problems of textual and semantic similarity
from several perspectives.
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In the first case study, we focus on newspaper articles, specifically at the sentence
level. Sentence-BERT is employed to acquire appropriate representations of the sen-
tences, facilitating a comprehensive comparison between sentences extracted from
multiple newspaper articles to highlight their differences. Our approach involves
leveraging semantic sentence similarity and association rules, introducing a novel
perspective denoted as information divergence.

The challenges inherent in semantic and textual similarity, as well as those as-
sociated with Large Language Models, are further explored in our third case study,
where we delve into the realm of Fake News Detection problem. We both exploit
Language Models and incorporate modern techniques such as prompt tuning. No-
tably, we also seek to integrate the information divergence methodology previously
developed in the first case study.

3.2 A brief introduction to Sequential Pattern Mining
and Frequent Episode Mining

The ever-increasing availability of data and new data sources is at the basis of the
growing popularity of fields such as data mining. In this context, process mining is a
family of techniques that emerged in recent years for the analysis of processes based
on event logs (Van Der Aalst, 2012). Process mining aims to generate, out of the
observation of process logs, factual knowledge possibly useful in several application
contexts, supporting performance monitoring tasks, improved exploitation of the
available resources, and, in particular, the automation of processes themselves.

The input data of a process mining application is called an event log, (i.e., a col-
lection of chronologically ordered records of events produced by the execution of a
process). Each event in the log refers to: i) a specific process instance, ii) an activity
in such a process, along with related information, and ii) a timestamp. Event logs
can be pre-processed to have the essential information as formal sequences of events
(Marin-Castro and Tello-Leal, 2021).

From apractical standpoint, and amore general perspective, the goal of a process
mining algorithm is the identification, within a dataset (e.g. a number of event logs),
of particular sequences that show up a statistically significant number of times, to
verify particular potentially interesting recurrences (Han et al., 2007). The prob-
lem of the identification of such sequences has been explored in the literature un-
der different lights and different domains, leading to the classic research problems
known as Frequent Itemset Mining (FIM) and Sequential Pattern Mining (SPM),
along with various other derived sub-problems, such as the High Utility Sequen-
tial Pattern Mining (HUSPM) and Frequent Episode Mining (FEM). The latter is
particularly interesting for the purpose of this work.
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A pattern mining approach can be applied for data analysis in a large number
of applications, especially in data explorations that cannot take advantage of prior
knowledge of the target problem and, we can argue, could be an interesting way to
analyze from a different perspective natural language and textual data.

Foundamentals of Sequential Pattern Mining
SPM is a branch of data mining that deals with discovering statistically significant
patterns among data samples where the values are presented in ordered sequences.
SPM is based on FIM, which was initially introduced in Market Basket Analysis
to identify sets of products that are frequently purchased together (Agrawal et al.,
1993). FIMdoes not explicitly consider the temporal ordering of data to be analyzed.
It is defined in the following.

Consider a transactional database D, which consists of a set of transactions {ti}.
A single transaction is a basic record in the database. Any transaction is typically
identified by a Transaction ID (TID) and corresponds to a set of objects out of a set
of possible items I = {i1, i2, ..., in}. For example, using as an example the sales in
a shop, each transaction is a receipt, relative to the items purchased by a particular
customer. In this case, I is the set of all the items that the shop sold. A subset X ⊆ I,
containing k items, is called an itemset. It should be noted that no constraint applies
to the data types of the elements in the set I, which can be also heterogeneous. In a
practical way, several algorithms ask to operate over I and to scan the relative item-
sets according to a total order over their members. The support of an itemset X in
the dataset D is determined by the proportion of transactions in D that contain that
itemset, often denoted as supp(X, D) (or simply supp(X) if D is understood from
context). To be considered as frequent in D and be of interest, an itemset X must
have a support higher than a predefined minimum support threshold denoted as
minsupp. Therefore, an itemset X is considered frequent if supp(X) ≥ minsupp in
the dataset D. The support value, and consequently the minimum support thresh-
old, typically ranges between 0 and 1. In FIMalgorithms, users can specify the actual
minsupp value, allowing them to include more itemsets (with a lower minsupp) or
fewer itemsets (with a higher minsupp) as frequent. The main objective of FIM is to
identify all itemsets in a given transaction database that meet or exceed the mini-
mum support threshold minsupp.

Therefore, an itemset X is considered frequent if supp(X) ≥ minsupp in the
dataset D. The support value, and consequently the minimum support threshold,
typically ranges between 0 and 1. In frequent itemset mining (FIM) algorithms,
users can specify the actual minsupp value, allowing them to include more itemsets
(with a lower minsupp) or fewer itemsets (with a higher minsupp) as frequent. The
main objective of FIM is to identify all itemsets in a given transaction database that
meet or exceed the minimum support threshold minsupp.
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Whenever the temporal ordering of transactions is relevant to the analysis goals,
different approaches must be devised. SPM has been proposed as an extension of
FIM to handle temporally ordered sequences of itemsets. The problem studied by
SPM is defined as follows. A sequence database SeqD = {S1, S2, ..., Sj} is made of
j sequences, and each of them is supposed to have a different origin. A sequence is
identified by a Sequence ID (SID) and it consists of an ordered list of elements: in the
general case, an element is an itemset (usually, a non-empty one).

Usually, the ordered elements of the sequence (i.e., the itemsets) are referred to
as events. Given a sequence S = ⟨E1, E2, ..., En⟩, the corresponding length |S| can be
defined as the number of events in S. On the basis of the total number of objects it
contains, a sequence is referred to as a k-sequence, with k = ∑n

i=1 |Ei|. Consider the
example sequence s = ⟨{paper, pencil}, {pencil, sharpener}, {ruler}⟩. The sequence
contains three events. Thus the sequence length is |S| = 3, and it is a 5-sequence
containing k = 2 + 2 + 1 = 5 items.

The concept of support is extended to sequences by the introduction of additional
definitions. A sequence s2 is said to be a sub-sequence of the sequence s1 if it can
be derived from s1 by deleting some objects without changing the order of the re-
maining objects (Fournier-Viger et al., 2017). Formally, s2 = ⟨B1, B2, ..., Bn⟩ is a sub-
sequence of s1 = ⟨A1, A2, ..., Am⟩ if and only if there exist n integers {hi}i=1...n with
1 ≤ h1 < h2 < · · · < hn ≤ m such that B1 ⊆ Ah1 , B2 ⊆ Ah2 , ...Bn ⊆ Ahn . This is
indicated by the notation s2 ⊑ s1, and we can say that s1 contains s2 or, likewise, s1

is a super-sequence of s2. This is important because the definition of sub-sequences is
helpful to generalize the concept of “support”: the support of a sequence s within
the database SeqD is the proportion, over the size of SeqD, of those sequences that
contain s, (i.e. supp(s, SeqD) = |{s′ | s′ ∈ SeqD ∧ s ⊑ s′}| / |SeqD|). In some cases,
in the literature, the support is defined as the plain count of super-sequences of S in
SeqD.

Given aminimumsupport thresholdminsupp, a sequence s in a sequential database
SeqD is called a frequent sequential pattern if supp(s) ≥ minsupp. The objective of SPM
is therefore the identification of the sequential patterns within a given database of
sequences (Agrawal and Srikant, 1995).

SPM is a indeed complex and computationally demanding problem. Each k-
sequence potentially has 2k sub-sequences, leading to a massive search space that
can be challenging to explore efficiently. SPM algorithms typically address this
problembygenerating candidate sequences and then identifying their supportwithin
the database. Candidate generation is typically done in two main ways: sequence
extension (s-extension), and itemset extension (i-extension). In an s-extension, an ex-
isting sequence Sp is extended by adding a new event containing a single item. This
approach focuses on extending the sequence by adding new events while keeping
the items within the events the same. In an i-extension, a new item is added to the
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last event of the existing sequence Sp.
Based on the search approach, there are typically two categories of algorithms for

SPM, namely depth-first and breadth-first. With breadth-first algorithms, the search
starts with shorter sequence patterns and progressively explores longer ones. The
process begins with identifying sequential patterns of length 1, then moves to pat-
terns of length 2, and so on, up to a predefined maximum length, denoted as k. In
depth-first algorithms, the search space uses a prefix tree structure (often called a
"trie"). The root of the tree represents single events. The search starts at the root and
progressively explores deeper levels of the tree by generating candidate sequences
through s-extensions and i-extensions. It continues to expand the search space until
no more candidates can be generated or until predefined constraints are met. Fi-
nally, the support of all the generated sequences is computed concerning the actual
data to detect the frequent sequential patterns (Bechini et al., 2023).

Main algorithms for Sequential Pattern Mining
The literature offers a large number of algorithms and implementations for SPM.
Gan et al. (Gan et al., 2019) categorize these algorithms into four distinct groups:
apriori-based, pattern-growth, hybrid, and constraint-based.

Apriori-based algorithms take advantage of the antimonotonicity of the apri-
ori nature to prune infrequent sequences effectively. Pattern growth algorithms,
on the other hand, typically operate by exploiting a projected database constructed
based on prefixes, allowing them to count only occurrences of actual patternswithin
the database. Hybrid algorithms combine elements from both apriori-based and
pattern-growth approaches, capitalizing on their respective strengthswhilemitigat-
ing their weaknesses. Finally, constraint-based algorithms focus on solving a more
specific problem, which involves identifying frequent patterns that meet specific
constraints, regardless of the algorithmic method employed. A visual representa-
tion of these algorithm types and their relationships is illustrated in Figure 3.9, ex-
tracted from Bechini et al. (2023).

Apriori-based algorithms are based on a general property of sequences known as
the apriori property, which asserts that “all non-empty subsets of a frequent itemset
must also be frequent." In other words, if an itemset is found to be infrequent, all
of its supersets (i.e., itemsets containing the mentioned itemset) will also be infre-
quent. This property offers a valuable opportunity to efficiently constrain the explo-
ration of the search space. Apriori-based algorithms typically employ a breadth-first
search strategy to identify sequences within the database.

Apriori-based algorithms can make use of two database formats: the horizontal
and vertical representations, both of which convey the same information in a differ-
ent way. The horizontal format is the conventional database representation. The
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Figure 3.9: Types of algorithms for SPM and their relationships, as shown in Bechini
et al. (2023).

vertical representation of a sequence database consists of the IDLists for individual
items: each IDList corresponds to a specific item and provides information about
the sequences in which that item appears and, within those sequences, in which
events (itemsets) it is present.

The first apriori algorithms areAprioriAll, AprioriSome, andDynamicSome, which
are variants of the approach based on the apriori property proposed byAgrawal and
Srikant (Agrawal and Srikant, 1995). TheGeneralized Sequential Pattern algorithm (or
GSP (Srikant and Agrawal, 1996)) exploits the apriori property as well, addressing
performance improvements over AprioriAll and introducing also three novelties
for better identifying interesting frequent sequences: time constraints (minimum
and maximum gap between transactions), sliding windows, and taxonomies. The
SPADE algorithm (Zaki, 2001b) is one of the most commonly employed SPM al-
gorithms that exploit the apriori property. It is designed to minimize the need for
multiple scans of the database. SPADE faces this issue by decomposing the prob-
lem into sub-problems through a set of combinatorial properties. The ultimate so-
lution can be obtained with no more than three scans through the database. An
algorithm closely resembling SPADE in its depth-first approach is the SPAM algo-
rithm (Ayres et al., 2002). The LAPIN-SPAM algorithm (Yang and Kitsuregawa,
2005) introduces several improvements to the approach initially presented in SPAM
(Ayres et al., 2002). A few years later, the LAPIN algorithm (Yang et al., 2007) was
introduced, employing a technique known as last position induction. This approach
leverages the final position of an object i within the database to determine whether
or not a k-sequence can be extended using i.

Pattern Growth algorithms. Most apriori-based techniques often involve identi-
fying patterns through the insertion and deletion of new objects or events from the
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shortest patterns and then determining their frequency in the database. This process
can be computationally expensive, as it requires generating candidates and counting
them throughout the dataset at each iteration. To address this limitation, pattern-
growth algorithmswere introduced. These algorithms aim to build patterns present
in the database incrementally. However, the recursive nature of this approach can
also be costly. To mitigate this, algorithms based on projected databases have been
proposed, which is a compressed representation of the original database containing
projected itemsets (Han et al., 2001). The core idea is to assess the frequency of an
itemset X by examining the X-projected database, which includes only transactions
where X appears. Based on the assumption that if an itemset X is infrequent, then
any sequence with a projected itemset that is a superset of X cannot be a sequential
pattern, this approach allows for pruning large portions of the database and focus-
ing on the projected sub-databases for further searches.

Pattern growth algorithms typically use a depth-first search of sequences within
the database.

The idea of using a projected sequence databasewas first employed by the FreeSpan
algorithm (Han et al., 2000). One of the most used pattern-growth algorithms that
utilize this concept is PrefixSPAN (Han et al., 2001). An improved variant of Pre-
fixSPAN is PrefixSPAN-x, which retains the core structure of PrefixSPAN while in-
troducing additional improvements (Fei et al., 2016). For mining frequent biologi-
cal sequences, such as DNA, the Depth-First SPelling (DFSP) algorithm was specifi-
cally designed and has demonstrated better performance compared to PrefixSPAN
in this context (Liao and Chen, 2014). FS-Miner is an algorithm developed for ana-
lyzing web logs, which are a relevant target for frequent sequence mining. Similar
to FS-Miner, WAP-Tree employs a tree structure and requires only two scans of the
database. However, during the first scan, it calculates the support only for sequences
of length one. Various improvements over WAP-Tree have been proposed in the lit-
erature, including PLWAP, a version that eliminates the need for recursive scanning
of the tree (Ezeife et al., 2005).

Hybrid algorithms. In addition to Apriori-based and pattern growth algorithms,
there are hybrid approaches aimed to combine the advantages of bothApriori-based
and pattern growth techniques while mitigating their drawbacks. While pattern-
growth algorithms have made improvements in addressing certain limitations that
affected simpler Apriori-like approaches, they have also introduced their own chal-
lenges. For instance, some algorithms, such as PrefixSpan, can be computationally
expensive due to the method used to construct the projected database of sequences.
Research on “hybrid algorithms” aims to identify and exploit the strengths of both
Apriori and pattern-growth algorithms to optimize the pattern search process.

The HVSM algorithm (first-Horizontal-last-Vertical scanning database Sequen-
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tial pattern Mining algorithm) (Song et al., 2005) follows a similar approach to the
SPAM algorithm. Experimental results have demonstrated that the HVSM algo-
rithm can search for frequent sequences faster than the SPAM algorithm, particu-
larly when dealing with very large sequence and transaction databases. Disc-All
(DIrect Sequence Comparison) (Chiu et al., 2004) enables the mining of frequent
sequences without the need to calculate the support of less frequent sequences. UD-
DAG (UpDown Directed Acyclic Graph) (Chen, 2009) leverages bidirectional pat-
tern growth by considering both suffixes and prefixes to extract frequent sequences,
resulting in improved performance compared to other pattern growth-based algo-
rithms, especially in terms of scalabilitywhen dealingwith larger values ofminsupp
and longer patterns.

Constraint-based algorithms. The literature has shown also significant interest in
specific problems that require the introduction of constraints for the identification of
frequent patterns. Constraint-based Sequential Pattern Mining algorithms (CSPM)
are designed to find sets of sequence patterns that satisfy a given constraint, de-
noted as C. Formally, a constraint C for the SPM task is a predicate, represented
as C(·), which determines whether a sequence in the pattern set can be considered
acceptable or not. The retrieval process aims to select only those sequences that sat-
isfy the constraint, resulting in a more concise output that ideally contains the most
interesting sequences.

Constraints in Sequential Pattern Mining can take various forms, and one com-
mon approach is to use regular expressions, as seen in algorithms like SPIRIT (Se-
quential Pattern Mining with Regular Expression Constraints) (Garofalakis et al.,
2002). However, different types of constraints have also been explored (Mooney
and Roddick, 2013; Pei et al., 2002). These include constraints on the item type,
constraints involving aggregate functions of items, constraints on pattern length,
and model-based constraints, such as specifying sub-patterns or super-patterns of
a given pattern. In scenarios where events are associated with timestamps, con-
straints can involve time-related aspects like time span, time differences between ad-
jacent events, and more. Furthermore, specific constraints known as gap constraints
have been studied. Gap constraints involve specifying the allowed number of events
(within a given range) between two adjacent, predefined events in the target pattern
(Wu et al., 2017).

Inmany cases, it is required tomeet specific criteria on the number of occurrences
a pattern appears within a sequence, while considering any timing constraints that
have been imposed. There exist five distinct counting techniques that can be catego-
rized into three groups, as outlined by the authors in (Mooney and Roddick, 2013).
The first group consists of theCEVT technique (count event), which involves search-
ing for a specific sequence throughout the entire timeline of the sequence data. The
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second group consists of the CWIN (count windows) and CMINWIN (count min-
imum windows) techniques. They deal with counting the number of windows in
which a given sequence occurs. The last group consists of the CDIST (count dis-
tinct) and CDIST_O (count distinct with the possibility of overlap) (Mooney and
Roddick, 2013).

CSPM algorithms often utilize specific characteristics associated with the im-
posed constraints. Two common properties related to constraints are monotonicity
(if C(S) is false, then the same result applies to all sub-sequences of S) or anti-
monotonicity (if C(S) is false, the same holds for all super-sequences of S). When
neither of these properties is satisfied, designing CSPM algorithms becomes more
challenging, as discussed in Hosseininasab et al. (2019). CSPM algorithms can be
further categorized into several subgroups based on their specific approaches and
the constraints they handle.

Closed and Maximal SPM. Frequently, not all sequences in an SPM (Sequential
Pattern Mining) set are relevant to the user. It would be reasonable to focus only on
a significant subset, considering that if a sequence is frequent, then also its sub-
sequences are frequent. One of the main issues of the algorithms presented so
far is that they tend to generate redundant patterns, especially with low minsupp
values or in the presence of pattern-enriched databases (Zhang et al., 2015). To
address this issue, researchers have introduced the concepts of Closed Sequential
Patterns (CSPs) and Maximal Sequential Patterns (MSPs). A CSP set, denoted as
Sclosed, consists of sequences from the SPM set Sfreq that have no super-sequences
with the same support within it. In mathematical terms (Yan et al., 2003), Sclosed =

s; |; s ∈ Sfreq ∧ ∄; s′ ∈ Sfreq; s.t.; s ⊑ s′ ∧ supp(s) = supp(s′). The CSP set is contained
in the SPM set. Similarly, the MSP set, denoted as Smaxf , comprises all the maximally
frequent sequences from the SPM set. These are sequences with no super-sequences
within the SPM set (Luo and Chung, 2005). Formally, Smaxf = {s | s ∈ Sfreq ∧ ∄ s′ ∈
Sfreq s.t. s ⊑ s′}. The MPS set is contained in the CPS set.

Yan et al. (Yan et al., 2003) not only introduced the definition of CSP sets but also
proposed the CloSPAN (Closed Sequential PAtterN mining) algorithm to identify
closed sequential patterns. By leveraging the foundational ideas of SPADE (Ayres
et al., 2002) and CloSPAN (Yan et al., 2003), the CLaSP algorithm (Gomariz et al.,
2013) enhances its efficiency by using a vertical data representation and pruning
strategies. Similarly, CloFAST (Fumarola et al., 2016) adopts a vertical database lay-
out and sparse id-lists to discover closed sequential patterns. The BIDE algorithm
(BI-Directional Extension based frequent closed sequencemining) (Wang andHan,
2004) effectively prunes the search space while keeping memory requirements low.
To address redundancy in results, CCSpan (Closed Contiguous Sequential pattern
mining) (Zhang et al., 2015) aims to obtain a more compact pattern set without los-
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ing any information. More recently, the utilization of a NetTree data structure led
to the development of theNetNCSP (Nettree for Nonoverlapping Closed Sequential
Pattern) algorithm (Wu et al., 2020).

The motivation behind identifying an MSP set is to effectively reduce the result
set, making it more comprehensible for end users improving task performance in
terms of execution time and memory usage, and facilitating the interpretation of
the algorithm outcome. Several specialized algorithms for retrieving maximal se-
quential patterns have been proposed. For instance,MSPX (Luo and Chung, 2005)
employs multiple samples to exclude less frequent sequences. MaxSP (Maximal Se-
quential Patternmining) (Fournier-Viger et al., 2013) computes all maximal sequen-
tial patterns without the need to store intermediate candidate sequences in main
memory. VMSP (Vertical mining of Maximal Sequential Patterns) (Fournier-Viger
et al., 2014) is the first vertical algorithm designed for mining maximal sequential
patterns, offering state-of-the-art execution time performance.

In addition to closed and maximal sequence patterns, researchers have also ex-
plored generator sequential patterns, often referred to as GSP patterns (Lo et al., 2008).
The elements of the SPMset supported exactly by the same sequences in the database
can be considered an equivalence class. All the sequences of such an equivalence
class have the same support, and the “⊑” relationship is a partial order over them.
According to the “⊑” ordering, the set of maximal and minimal patterns within an
equivalence class are called closed patterns and generator patterns, respectively. There-
fore, the set of generator sequential patterns, denoted as Sgen, comprises sequences
from the SPMset that have no subsequencewith the same support. Formally, this set
is defined as Sgen = s; |; s ∈ Sfreq ∧ ∄; s′ ∈ Sfreq; s.t.; s′ ⊑ s ∧ supp(s) = supp(s′). Re-
searchers have proposed algorithms to efficiently discover these generator sequen-
tial patterns, recognizing their potential utility in various applications (Lo et al.,
2008; Pham, 2015; Le et al., 2017).

Top-k SPM. In some specific cases, where determining an appropriate minimum
support threshold in advance is challenging or when such a choice significantly im-
pacts the results, top-k sequential pattern mining methods have been introduced.
Instead of providing a final result containing all sequential patterns that meet spe-
cific length andminimum support criteria, these algorithms focus on returning only
the k most frequent sequential patterns from the dataset, ranked by their relative
support (Fournier-Viger et al., 2017). Numerous variations of this approach have
been developed over the years. It is important to mention an algorithm based on
constrained prefix-projected pattern growth that employs an innovative interesting-
ness measure. This measure calculates the proportion of pattern occurrences that
are cohesive (Feremans et al., 2018). The Top-k approach is frequently employed
in combination with other techniques for various sequential pattern mining tasks,
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including frequent episode mining (Fournier-Viger et al., 2020) and High-Utility
mining (Rathore et al., 2016).

Quantitative Sequences. In various applications, it’s common to enrich each item
within the events of sequences with a quantitative attribute. This attribute represents
the actual quantity associated with the transaction, allowing for value comparisons.
This additional information can be highly valuable for end users. For instance, in
sales transactions, having information about the quantities of items and identifying
patterns that incorporate quantitative data can be beneficial for designing market-
ing campaigns and making informed decisions. Extending sequential pattern min-
ing (SPM) algorithms to handle sequences with quantitative attributes is a com-
plex task, requiring proper solutions to obtain more comprehensive and potentially
more informative results. Two main variants of traditional algorithms adapted for
quantitative SPM include Apriori-QSP Apriori-QSP, which relies on Apriori-like al-
gorithms, and Han et al. (2001), which is based on the PrefixSpan algorithm. Ad-
ditionally, in order to address quantitative sequences in the context of Big Data, Q-
VIPER algorithm has been developed (Czubryt et al., 2022).

Parallelism in Sequential Pattern Mining
Recent years havewitnessed growing accessibility in the availability of extensive and
complex datasets, as well as the ability to leverage computational resources across
diverse devices. This trend has spurred an increased interest in Parallel Sequential
Pattern Mining (PSPM) research (Gan et al., 2019). The need to apply SPM tech-
niques to big data has prompted researchers to explore methods that can analyze
and uncover sequential patterns in a parallel fashion. The MapReduce program-
ming model, initially introduced in Hadoop, has emerged as a pivotal approach for
examiningmassive datasets on distributed platforms (Tsai et al., 2016; Segatori et al.,
2018). This model has played a central role in various parallel SPM initiatives. On
the other hand, the Apache Spark framework, which provides implicit parallelism
for big data analysis, has not gained extensive usage in SPM to the same extent it
has in other domains of data mining. (Barsacchi et al., 2021).

In the early stages of PSPM research, several algorithms were developed based
on data partitioning strategies, as outlined in (Bechini et al., 2023), along with the
development of parallelized versions of traditional SPM algorithms. Within the
domain of Apriori-based algorithms, there has been an extensive exploration of
MapReduce implementations (Luna et al., 2018). Notable among these early pro-
posals are pSPADE (Zaki, 2001a) and webSPADE (Demiriz, 2002), both of which
were designed as parallel adaptations of the SPADE algorithm (Zaki, 2001b). In
pSPADE, the search space is partitioned into smaller categories based on sequence
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suffixes, which can then be solved easily using search techniques and join opera-
tions. On the other hand, webSPADE is a parallelized approach specifically tailored
for analyzing click streams within website logs. Recognizing the growing signifi-
cance of web log analysis, recent efforts have focused on creating proper solutions
to dissect large volumes of such data throughMapReduce methodologies (Sowmya
et al., 2022).

Parallel and distributed adaptations have also been proposed for the GSP algo-
rithm and its variant PSP. DGSP (Yu et al., 2015) and DPSP (Huang et al., 2010)
are solutions designed within the MapReduce programming model. In contrast,
PartSpan (Qiao et al., 2008) is a distributed and parallel algorithm tailored for iden-
tifying trajectory patterns. GridGSP (Wu et al., 2012) leverages a grid computing
environment to parallelize the GSP algorithm effectively. Variants of the SPAM al-
gorithm include SPAMC (Chen et al., 2013), which employs the MapReduce frame-
work for distributing the computations, and SPAMC-UDLT (Chen et al., 2017). SPAMC-
UDLT further improves the performance of SPAMC by introducing solutions to ad-
dress scalability issues, enabling it to handle extremely large databases. Several con-
current versions have also emerged for pattern growth-based algorithms. Notably,
Par-ASP (Cong et al., 2005) and Sequence-Growth (Liang and Wu, 2015) are note-
worthy as parallelized adaptations of PrefixSPAN.

Finally, the literature has also focused on parallelized hybrid algorithms, includ-
ing MG-FSM (Miliaraki et al., 2013) and MG-FSM+ (Beedkar and Gemulla, 2015).
LASH (Beedkar and Gemulla, 2015) represents another hybrid parallel algorithm
that leverages hierarchies. Other parallelized hybrid algorithms encompass Dis-
tributed SPM (Ge and Xia, 2016), which exploits dynamic programming and an
extended prefix-tree to store intermediate results; ISM (Interesting SequenceMiner)
(Fowkes and Sutton, 2016), a novel algorithmbased on a probabilisticmodel and ex-
ploiting machine learning methodologies, and ACME (Sahli et al., 2013), which is a
combinatorial method for extracting patterns from a long single sequence generally
used in bioinformatics (Bechini et al., 2023).

Other approaches and related techniques
In recent years, there has been a significant interest within the research community
in various areas closely related to Sequential PatternMining. This interest has given
rise to several distinct lines of investigation. One such area is for example Periodic
Pattern Mining, which involves the identification of patterns that display frequent
and recurring occurrences within a unique longer sequence. The periodic nature
of these patterns is assessed by considering their period lengths (Ravikumar et al.,
2021). Additionally, exploring different event orderings has led to the utilization of
graph databases. These databases are particularly suitable for representing itemsets
alongside broader relationships among them. In such contexts, the SPM problem
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can be reframed as Sub-graph Mining, where the goal is to discover frequent sub-
graphs eitherwithin a database of graphs orwithin a single extensive graph (Bechini
et al., 2023).

Several specific problems, closely related to SPM, have recently gained increasing
importance. They are summarized in the following.

Weighted andHigh-Utility SPM.Wealreadydiscussed events and objectswithin
sequences, assuming an equal level of importance for all. This may not accurately
reflect several real-world scenarios. To account for this variation, we can reformu-
late the SPM problem by explicitly considering different degrees of importance.
Weighted SPM and, subsequently, High-Utility Mining are the two most popular
approaches of this kind in the literature. In the context of Weighted SPM, each item
in the sequence database is typically assigned a weight in the range [0, 1], denoting
its relevance. It is necessary to adapt classical SPM algorithms to handle weights as
well. An example isWSPAN (Yun and Leggett, 2006), where the authors introduce a
weight range and employ pruning techniques to eliminate sequential patterns with
low weights. This approach results in the generation of fewer sequential patterns
with higher overall weights.

High-Utility SPM represents an extension of Weighted SPM, where objects in
the sequence database can have varying degrees of importance. Instead of assign-
ing a weight to each object, High-Utility SPM considers that each object may appear
zero, one, or multiple times within a transaction, and they are weighted based on
their relative significance within the dataset. In addition to the minimum support
threshold required to detect frequent sequential patterns, High-Utility SPM intro-
duces another parameter known as the utility threshold. To be classified as frequent,
a pattern must meet two conditions: its support should be greater than or equal to
minsupp, and it must surpass the utility threshold. This threshold can be relative
to the utility of each item or the total utility of items in a transaction. One promi-
nent High-Utility Pattern Mining algorithm is USPAN (Yin et al., 2012). USPAN
employs a lexicographic quantitative sequence tree to represent sequences and a set
of concatenation mechanisms to identify High-Utility patterns. Recent research has
also addressed High-Utility SPM for Big Data, developing algorithms that utilize
the MapReduce distributed programming model (Lin et al., 2022). Additionally,
efforts have been made to efficiently mine High-Utility Sequences with constraints
(Truong et al., 2021).

Multi-dimensional SPM. Traditional SPM techniques enable the discovery of
general patterns across the entire database, but they lack the capacity to address
specific contextual issues (Pinto et al., 2001). For instance, a pattern identified as
frequent in a sequence database of customer transactions might indeed be globally
frequent. However, when analyzing a specific customer segment (such as the “over
55" age group), the same conclusion may not be true. To tackle this challenge, se-
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quence databases are enhanced with annotations that capture distinctive attributes
of the sequences. Frequent sequences are identified also along specific dimensions,
some sequences might be frequent for certain values of those dimensions but not for
others (Songram et al., 2006). An illustrative instance of a Multi-dimensional SPM
algorithm is SeqDIM (Pinto et al., 2001). It can be seen as a meta-algorithm since it
relies on a sequential pattern mining algorithm to uncover sequential patterns and
an itemset mining algorithm to handle the dimensions.

Stream SPM. Methods known as “Stream SPM” have gained recognition in re-
cent times to extract real-time knowledge from data streams, where a substantial
amount of information becomes available in real-time. These algorithms are typi-
cally extensions of incrementalmethods, including the previouslymentioned SPADE.
The primary challenge for Stream SPM algorithms is their capacity to discover se-
quential patternswhen the complete sequence cannot be readmore than once, given
its nature as an evolving data stream. Somewell-known algorithms for Stream SPM
include eISeq (Chang and Lee, 2005), IncSPAM (Ho et al., 2006), SPEED (Raissi
et al., 2006), and Seqstream (Chang et al., 2008).

Uncertain and Fuzzy SPM. Data collected in real-world settings can frequently
be subject to uncertainties and noise, and their analysis necessitates considering
these undesirable characteristics. In the context of SPM, uncertainty can manifest
in three distinct areas: the correct assignment of an event to the appropriate se-
quence (or “source”), the event itself, and the event timestamp (Muzammal and
Raman, 2015). Temporal uncertainty may arise from various sources, including
conflicting or missing event timestamps, network latency, granularity mismatches,
synchronization issues, limitations in device precision, and data aggregation. A spe-
cific challenging case involves uncertainties related to the temporal arrangement of
events (Ge et al., 2017). To address the challenges posed by inexact values or noisy
datasets, specialized approaches like Uncertain SPM and Fuzzy SPM have been de-
veloped. These approaches often rely onprobabilistic techniques and solutions from
fuzzy logic. For instance, an adapted version of PrefixSpan was proposed (Muza-
mmal and Raman, 2015), which leverages dynamic programming to compute the
expected support of a sequential pattern.

Efficiency and scalability are challenging issues in the context of Sequential Pat-
tern Mining (SPM) when applied to uncertain databases. One strategy devised to
tackle these issues involves the use of dynamic programming for extracting proba-
bilistic frequent sequential patterns within the distributed Spark platform (Ge and
Xia, 2016). In response to the impact of uncertain data on High-Utility sequential
patterns, a framework for mining high average-utility sequential patterns has been
introduced (Lin et al., 2020). This framework aims to identify a collection of poten-
tially high average-utility sequential patterns while considering the sequence size.
However, a drawback of several recent efforts relies on efficiency, particularly in re-
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ducing the number of false-positive patterns generated during the mining process.
To address this issue, it has been demonstrated that leveraging a hierarchical index
structure can yield promising results (Roy et al., 2021).

Themining of closed sequences in uncertain data has proved to be very challeng-
ing. The PFCSM-CF and PFCSM-CC algorithms (You et al., 2022) were developed
to reduce the search space and simplify the candidate sequence database, leading
to valuable computational advantages.

Fuzzy set theory has proven to be useful in the presence of uncertainties in SPM.
For instance, in a study by (Zabihi et al., 2010), an algorithm that incorporates a slid-
ing window constraint was introduced, enabling an element to be regarded as part
of various transactions within a user-defined window. Additionally, fuzziness has
been employed to handle High-Utility Fuzzy Sequential Patterns, as demonstrated
in a recent study by (Ritika and Gupta, 2022).

Frequent Episode Mining

For the purposes and an in-depth understanding of this work, it is worth referring to
Frequent Episode Mining (FEM), another important related pattern mining problem
that received particular attention in recent years. FEM involves the identification of
sub-sequences within a single sequence, where instances of these sub-sequences oc-
cur frequently, each following a specific temporal order. This challenge holds great
importance in various application domains, particularly within the realm of system
log analysis (Zhu et al., 2010). Noteworthy examples of applications in such do-
mains are the monitoring of network traffic for detecting attacks, the monitoring of
telecommunication alarm signals, or the analysis of usage data for recurring pat-
terns.

In this setting, an event is always associatedwith a timestamp, and itmay contain
one or multiple items from a predefined set. The frequent sub-sequences of events
are commonly referred to as episodes.

The Frequent Episode Mining (FEM) problem was initially introduced by Man-
nila et al. (Mannila et al., 1997). In their research, the authors define an episode
as a collection of events that occur within time intervals of a predetermined size in
a specified partial order (Mannila et al., 1997). Consequently, given a sequence of
events, each with a timestamp, and a predefined time window, the primary goal
of FEM is to identify sets of events, or subsequences, known as episodes, that occur
frequently together within that time window while adhering to a particular partial
ordering. In the most general case, certain events can occur concurrently, meaning
they share the same timestamp. To highlight this characteristic, sequences that al-
low for concurrent events have been called complex sequences. Let us consider a finite
set of items I = {i1, i2, ..., im}.
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A complex sequence S of events, each with one or more items from I, consists of
a temporally ordered list of tuples of the type (SEti , ti), where SEti is the event occur-
ring at timestamp ti. An episode is a non-empty, totally-ordered set of events of the
form ⟨E1, E2, ..., Ep⟩, where Ei is a subset of I and Ei appears before Ej for all integers
i and j, with i < j, in the interval [1, p]. FEM aims to identify all frequent episodes in
a sequence S. The occurrence of an episode is given by a time interval [ts, te] where
ts and te are the start and end timestamps for the episode, respectively. The support
of an episode is given by the number of its occurrences within the sequence. Various
methods have been suggested for calculating support. Older approaches proposed
to calculate it based on theminimumnumber of occurrences of an episode (Mannila
et al., 1997), while more recent methods often rely on the frequency of the episode
head. The frequency of the episode head has been experimentally proven to be the
best measure of support for this problem (Huang and Chang, 2008). In this context,
support is determined by considering a user-defined window length (winlen) and
a minimum support threshold (minsupp). The objective is to identify episodes that
occur at least minsupp times within a winlen window.

The FEM problem has been addressed by various algorithms in the literature.
Initially, (Mannila et al., 1997) proposed theWINEPI andMINEPI algorithms. These
algorithms follow a similar procedure but differ in how they calculate frequency
and support. WINEPI considers an episode frequent only when all its sub-episodes
are also frequent. In contrast, MINEPI uses minimum occurrences to determine
episode frequency, leading to the generation of rules with specific time limits. The
authors claim thatMINEPI can outperformWINEPI, especially in the later iterations
of the algorithm. In another work, (Huang and Chang, 2008) EMMA andMINEPI+
were introduced. These algorithms improve uponWINEPI andMINEPI by utilizing
head frequency counting to calculate sequence support. High-Utility episode min-
ing algorithms have also been proposed, aiming to identify High-Utility episodes in
complex event sequences, such as transaction databases. Recently, there has been a
focus on mining serial episode rules from complex event sequences. The Forward
and Backward Search Algorithm (FBSA) was developed (Kumar et al., 2023) to de-
tect minimal occurrences of frequent peak episodes and reduce frequent sequence
scans and redundant event sets. A novel technique known asMining Serial Episode
Rules (MSER) has been proposed, based on episode correlations and the genera-
tion of parameter selections where the occurrence time of an event is specified in
the consequent (Poongodi and Kumar, 2022). Efforts have also been made to mine
Frequent Serial Episodes over data streams (Guyet et al., 2022).

Challenges in the present work
In the present work, we address the Sequential Pattern Mining domain with a par-
ticular emphasis on its Frequent Episode Mining iteration.
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In the second case study, in particular, classical Frequent Episode Mining algo-
rithms were employed in the initial phase of a two-step framework designed for the
extraction sequences of automated sequences of activity logs. This framework is
developed within the context of the AUTOMIA project.

Moreover, the definition of episode has been broadened to extend its applica-
bility beyond the domain of Sequential Pattern Mining. Notably, we introduce the
concept of text episode, enabling us to treat segments of text (in the first and in the
third case studies) as sequences from which we extract interesting text episodes. A
detailed explanation of this approach is provided in Chapter 2.

3.3 Fake News Detection
Another important aspect pertaining to the present work is the fake news detection
problem. In fact, one of themain goals of the present work is to address the problem
of fake news detection by exploiting languagemodelling and considering fake news
as text episodes, as defined in Chapter 2. However, before proceeding with an in-
depth review of the literature on fake news detection, it is crucial to address various
key aspects and definitions related to fake news and rumor detection, along with
the approaches proposed to solve them.

In recent years, the proliferation of fake news and rumors on social media has
become increasingly prevalent. The reason comes from the fact that social media
have become relevant as a tool for spreading and consumption of news (Newman
et al., 2013). Journalists utilize social media platforms to reach public opinion on
breaking news stories and even uncover potential new stories. Meanwhile, users
can track the progress of breaking news and events through verified social media
accounts, or by following updates from their personal network. Indeed, social net-
works have demonstrated their exceptional utility, particularly in times of crisis, due
to their innate capacity to disseminate breaking news faster than traditional media
(Vieweg, 2010).

The distorted use of social media has become particularly pronounced in re-
cent years, notably highlighted by the emergence of the first "infodemic" during
the COVID-19 pandemic (Patwa et al., 2021), and then during the Ukraine-Russian
war. This period has been characterized by numerous authors as a Post-Truth Era
(Lewandowsky et al., 2017), where emotions and pseudo-facts dominate the land-
scape (Alam et al., 2021). This trend has further escalated with the onset of the Rus-
sian war against Ukraine. As observed in all conflicts, disinformation has emerged
as a potent strategic weapon.

Nonetheless, the lack of control and fact-checking mechanisms on social media
platforms creates a fertile environment for the dissemination of unverified and/or
false information, which can significantly impact public opinion on critical matters
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(Zubiaga et al., 2018a). A sensitive example is the 2016 USA presidential election
campaign (Allcott and Gentzkow, 2017)

Fake news can manifest in various forms and formats within the social media
landscape, including rumors and clickbait articles, making their efficient detection
andmitigation a challenging problem, both throughmanual and automatedmeans.

These issues have led over the years to the creation of numerous initiatives for
independent fact-checking and fake news detection, and the topic has increased its
relevance in the research community. The literature on issues related to fake news
detection, disinformation, and fact-checking, is constantly growing despite the in-
herent challenges and multifaceted nature of the problem.

The research interest in fake news and rumor detection has significantly intensi-
fied in recent years, as it is demonstrated by the multitude of scientific publications
dedicated to this topic. In the last few years, research efforts in fake news detection
have been going in the direction of the multimodal setting.

Terminology and definitions
Examining the terminology surrounding fake news can offer valuable insights into
this issue. Misinformation and false information have become widely associated
with the term Fake News, which has become commonly used to refer to the dissemi-
nation of inaccurate information inmainstreammedia. However, several categoriza-
tions of false information have been proposed in the literature, mostly depending on
the source and type of data used for analysis. Often, the boundaries between a ru-
mor and a piece of fake news could be hard to define. A useful categorization is the
one given by A. Bondielli and F. Marcelloni in their survey (Bondielli and Marcel-
loni, 2019). They divide the false information on the web into three subcategories:
Fake News, Rumours, and others.

Fake News. There is no precise definition of Fake News. Often, this term is
used to encompass a wide range of false information that is spread on the web
(and beyond). Following the Allcott and Gentzkow definition, a piece of Fake News
is "a news article that is intentionally and verifiably false" (Allcott and Gentzkow,
2017). Intention and verifiability are therefore two necessary properties to identify
Fake News. They are in fact articles that are intentionally false, can be verified as
such, and consequently, canmislead the reader. Several recent studies have adopted
this definition. FakeNews has also been distinguished according to different aspects
in serious fabrications, large-scale hoaxes, and humorous fakes (Rubin et al., 2015).

To summarize, we can identify three key aspects concerning fake news: i) its
form, as a piece of news article; ii) its intent, which can be either satirical or mali-
cious; and iii) the verifiability of its content as completely or partially false.

Rumors. If the attention on FakeNews haswidely increased only in recent years,
the term Rumours has been extensively used and studied in scientific literature.
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Rumors refer to information that has not been confirmed by official sources yet
and is spread mostly by users on social media platforms. However, in literature,
there is no unique definition of Rumours, each of them differs from one another.
DiFonzo and Bordia refer to rumors as unverified (and potentially unverifiable) in-
formation that emerges in contexts of ambiguity, danger, or potential threat, with
the purpose of helping make sense of a particular situation and manage the dan-
ger/risk involved (DiFonzo and Bordia, 2007). From this perspective, rumors are
defined by a context, a function that justifies them, and evidently a content.

Another definition of rumor is the one adopted by Zubiaga et al. in their survey
(Zubiaga et al., 2018a): "A piece of information whose truthfulness has yet to be
verified at the time it was published." From a more practical perspective, (Zubiaga
et al., 2018a) split rumors into two categories: long-standing rumors, that represent
unverified information circulating for long periods of time (e.g. conspiracy theo-
ries), and breaking news rumors, that often appear in connection with breaking news
stories, and could either be the product of unintentional misinformation or inten-
tional deception.

Other kinds of false information. In addition to FakeNews and Rumors, it is in-
teresting to provide further examples of false information that can be distinguished
from the previous ones. We can refer to clickbait, for instance, to describe the head-
lines of articles (or even social media posts or streaming platform videos) whose
main objective is to entice users to click on the article or video in question solely to
generate a view (which often serves as the primary source of revenue on the web).
It is also noteworthy how the phenomenon of clickbait has contributed in its own
way to the spread of Fake News on the web (Silverman, 2015). Another type of false
information disseminated on the web falls within the domain of social spammers, a
phenomenon that is often associated with phishing (Shu et al., 2017).

Most common approaches

The FakeNewsDetection problem is often treated as a binary classification task. The
objective is to predict whether an article (or any other online text) can be classified
as fake news or not. For this reason, in most cases and in recent years, researchers
have proposed approaches based on the implementation of machine learning, and
specifically deep learning, strategies.

Another line of research exploits different methodologies, such as data min-
ing techniques like time series analysis, and has utilized external resources such
as knowledge bases to predict document classifications or events, as well as assess
their credibility. It is worth noting that fact-checking has also played a significant
role among these alternative approaches. Nonetheless, most of the presented ap-
proaches and techniques are suited for a uni-modal setting. Multimodality has re-
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ceived relatively less attention over the years in this context (Alam et al., 2021), but
in the latest years, this has rapidly changed.

Machine Learning and Deep learning approaches

An important differentiation among approaches should be established based on the
features that are considered relevant for detecting fake news and/or rumors. They
have been categorized as content features and context features (Shu et al., 2017). In
the former case, these features pertain to information that can be directly extracted
from the text itself. Regarding texts such as articles, some examples of features in
this category include the source of the article, the headline (a short text designed
to grab attention and entice the reader to continue), stylistic and/or linguistic infor-
mation, and audio/video-related information. Depending on the type of content we
want to utilize and the type of representations we want to construct, we can differ-
entiate between linguistic-based features and visual-based features.

The linguistic-based features are extracted in a way that allows us to isolate spe-
cific linguistic patterns that may be involved in identifying a fake news article. For
example, frequent use of exaggerations and negations, or excessive use of punctua-
tion marks are some patterns that can be considered. Linguistic features are further
subdivided into subcategories that refer to syntactic,morpho-syntactic, lexical, and se-
mantic traits.

Syntactic and lexical features include the presence and frequency of specificwords
and patterns. They have been utilized as indicators for identifying fake news by
leveraging the linguistic properties of texts in several works (Qazvinian et al., 2011;
Zubiaga et al., 2016b; Chua and Banerjee, 2016; Hardalov et al., 2016; Feng andHirst,
2013; Potthast et al., 2016). Morpho-syntactic features refer to the frequency of spe-
cific patterns of Part of Speech or punctuation. Semantic features use semantic in-
formation such as topics and word embeddings. Recently several techniques that
exploit semantic features have been effectively applied to the detection of fake news
and rumors, particularly in machine learning and deep learning approaches (Jin
et al., 2016; Ma et al., 2016; Ruchansky et al., 2017; Zubiaga et al., 2016b).

In addition to linguistic features, there are also visual features that are extracted
from visual elements such as videos or images. Some examples of these features
include clarity score, coherence score, similarity distribution histogram, diversity
score, and clustering score (Shu et al., 2017). Additionally, there are statistical visual-
based features such as image ratio, multi-image ratio, hot image ratio, and long im-
age ratio (Shu et al., 2017).

On the other hand, contextual features refer to information that relates to the
environment and context in which a particular news item is found. These features
are classified based on three aspects of the context that one intends to represent
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(Shu et al., 2017): the social media users (user-based features), the posts generated
by users (post-based features), and the networks of users (network-based features).

User-based features model user profiles and their interactions with news within
social media. They can be classified at individual and group levels. In the first case,
the features extracted pertain to the credibility of each individual user. In the second
case, they refer to groups of users who are somehow connected to the same news
(Yang et al., 2012).

Post-based features focus on identifying information that can be extracted from
different elements of social media posts (Shu et al., 2017). These features can also
be categorized at multiple levels: the post-level, the group-level, and the time-level.
In the first case, we refer to unique features for each post, whereas in the second,
the objective is to aggregate specific features that pertain to groups of posts, which
might be related to particular articles or news. Time features, on the other hand,
pertain to variations over time in the values of the features identified at the post
level (Ma et al., 2015).

Network-based features are extracted using networks of users who have published
certain social media posts (Shu et al., 2017). It’s possible to build different types of
networks that, for example, can indicate the following/followee structure of social
media users (such as Twitter) to trace the circle of those affected by the propagation
of certain information. Some studies, however, are limited to the use of statistics
on the spread of specific patterns, such as the number of retweets and propagation
times (Kwon et al., 2017).

In the literature, it is noticeable that the majority of studies currently focus on
the utilization of a specific category of features, but there exist some hybrid mod-
els. Many fake news detection methods primarily rely on content-based features.
Rumors, on the other hand, are more likely to be approached by utilizing a combi-
nation of both content-based and context-based features for analysis. Inmany cases,
in fact, the primary goal is to identify rumors within streams of social media posts.

The problem of fake news and rumor detection has been mostly considered a
standard classification problem, and their approaches focused mainly on the imple-
mentation ofmachine learning strategies to solve it. The earliest approaches focused
on the application of traditional machine learning algorithms, such as Support Vec-
tor Machines (SVM) (Afroz et al., 2012; Briscoe et al., 2014; Pérez-Rosas and Mihal-
cea, 2015; Rubin et al., 2016; Zhang et al., 2012; Qin et al., 2016;Wu et al., 2015; Horne
and Adali, 2017), Decision Tree or Random Forest (Aker et al., 2017; Castillo et al.,
2011; Giasemidis et al., 2016; Zhao et al., 2015), Conditional Random Field (CRF)
(Zubiaga et al., 2016b, 2017) and HiddenMarkovModels (HMM) (Vosoughi, 2015;
Vosoughi et al., 2017).

Feature extraction for these approaches is time-consuming and may produce bi-
ased features (Ma et al., 2016), a critical issue to fake news and rumor detection
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tasks.
Many modern approaches use deep neural network architectures. They can

learn hidden representations from input both in context and content variations (Ma
et al., 2016). The challenge is shifted to model the network such that it can solve the
task efficiently. In the fake news and rumor domain Recurrent Neural Networks and
Convolutional Neural Networks are very common. Ensemble hybrid approaches
have been also adopted and have obtained competitive performances (Ma et al.,
2016; Ruchansky et al., 2017; Chen et al., 2017; Wang, 2017; Zubiaga et al., 2018b).

It is important to notice that the Transformer architecture and its transfer learning
abilities have been applied also to the fake news domain, obtaining state-of-the-art
performances (Slovikovskaya, 2019; Qazi et al., 2020).

Some studies have also been done recently in the Large LanguageModelling and
prompting domains (Whitehouse et al., 2022)

Fact checking

It is important to acknowledge the body of literature dedicated to the investigation of
fake news and rumors within the context of computational-oriented fact-checking
(Shu et al., 2017). Fake news and rumor detection, as well as fact-checking, are
undeniably interrelated. The primary goal is to facilitate automatic fact-checking.

Numerous approaches have beenproposed in the field. Magdy andWanas (2010)
automated web-based fact-checking by comparing facts extracted from a document
with facts obtained from related URLs. Wu et al. (2014) introduced automated fact-
checking and presented algorithms for generating queries to determine the truth-
fulness of statements. Knowledge graphs have emerged as a widely used technique,
employed in several studies (Ciampaglia et al., 2015; Shi and Weninger, 2016). One
of themproposedutilizingWikipedia infoboxes to create a knowledge graph andde-
veloped a semantic proximity measure using a transitive closure algorithm to verify
claims against the graph (Ciampaglia et al., 2015). Shi andWeninger (2016) treated
the problem as a link prediction task in a knowledge graph, leveraging meta-paths
to reduce the search space for statement verification.

It is significant that various competitions, such as Barrón-Cedeno et al. (2020)
and Nakov et al. (2022), have been organized to assess computational fact-checking
approaches. Notably, there exists an interesting fact-checking system based on a
combination of Information Extraction and Deep Learning strategies designed for
the task named "VerifiedClaimRetrieval" (Task 2) during the CheckThat! 2020 eval-
uation campaign (Passaro et al., 2020). The system achieved a MAP@5 score of 0.91
on the test set.
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Multimodal fake news detection

All the approaches and techniques discussed in the previous sections have been
proposed for fake news detection and rumors in a uni-modal setting. Most of the
proposed approaches use either the actual content of the news (i.e., the text itself),
its context (e.g., social network structures, temporal information), or a combination
of both (Bozarth and Budak, 2020). Most modern systems typically leverage trans-
former models with additional information (Passaro et al., 2020).

The simplest method for disseminating misinformation is through textual con-
tent. Nonetheless, digital platforms and social media offer additional avenues for
this purpose. For instance, images can be employed within the realm of disinfor-
mation and false news in various ways. Firstly, incorporating images into decep-
tive content can increase the credibility of the accompanying text, enhancing the
spread of false news. Secondly, images can be described in a manner that distorts
their original context, potentially leading readers astray and perpetuating disinfor-
mation. Lastly, they can be utilized to increase the appeal of a post and encourage
widespread sharing among social media users, thereby amplifying the reach of fake
news.

The examination of socialmedia data in amultimodal contextmay be considered
closer to real-world scenarios. However, it’s worth noting that multimodality has
received comparatively less attention over the years (Alam et al., 2022).

Fortunately, this situation is rapidly evolving, with several international multi-
modal shared tasks emerging in areas such as fake news and propaganda detec-
tion, fact-checking, and related fields. Some notable examples include the SemEval
(Da SanMartino et al., 2020), HatefulMemes (Kiela et al., 2020), and SemEval again
(Dimitrov et al., 2021) competitions. Despite these advancements, it’s important to
highlight that the development of models capable of effectively combining multiple
modalities to detect fake news remains a significant open challenge in the academic
literature. Additionally, there is a need for datasets that encompass various modal-
ities and different sources of fake news (Alam et al., 2022).

Challenges as MULTI-Fake-DetectiVE, represent some steps in this direction.
The challenge is part of the EVALITA 2023 Evaluation campaign (Lai et al., 2023),
and it is a task aimed at addressing both the textual and visual aspects of fake news
on social media and online news outlets, from two key perspectives: the focus is
on fake news detection from a multimodal perspective, to explore how images and
texts interact and influence each other in the context of real and fake news. MULTI-
Fake-DetectiVE task is part of the present work and is discussed in detail in Chapter
6.
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Social media database collection
When tackling a task like Fake News Detection or Rumor Detection, one of the main
challenges is data collection and the subsequent construction of a proper dataset.
The problem is not easy from various perspectives. Firstly, data collection can be ex-
pensive and complicated. The difficulties lie not only in gathering a large amount of
data but also in annotating itwith the appropriate truthfulness evaluation. Adataset
or corpus that can be used for Fake News Detection should ideally contain articles,
tweets, or any other type of information that can be collected online, annotated as
fake news or real news, or assigned a score (e.g., from 1 to 7) indicating the level of
text reliability. This task can be approached using various strategies. One of these
strategies is called Expert-oriented fact-checking, which involves the assistance of
experts to assess the reliability of information. Typically, this type of strategy is em-
ployed by certain websites that position themselves as comprehensive "archives" of
what is commonly regarded as misinformation or hoaxes. As an example, websites
of this kind include BuzzFeedNews1 or Snopes2 (Bondielli and Marcelloni, 2019).
The main challenge with using websites like these is that they are typically limited
to specific domains of interest and require experts in those particular fields. Fur-
thermore, this approach, in addition to being costly due to the required work, does
not generate algorithmically usable datasets but rather collections of fake news in
different formats depending on the referenced website. Moreover, this makes it dif-
ficult to obtain good datasets that allow for a certain degree of generalization across
different domains (Pérez-Rosas et al., 2017). However, one advantage is that it often
allows for tracing back to the source of the news, which can be a video, a post on a
social network (such as Facebook or Twitter), or an actual newspaper article.

Another data annotation strategy involves the use of crowdsourcing platforms
for data evaluation. Additionally, some computational models utilize algorithms
and external resources, such as knowledge graphs. These resources are employed
for both data retrieval and annotation purposes.

Publicly available datasets
Up to now, not many resources are publicly available, concerning Fake News Detec-
tion. This may depend on several factors. It is not an easy task to identify relevant
data and propose effective strategies to collect them. There are no available standard
definitions of fake news or rumors. It may increase the difficulty when labeling the
data. Furthermore, the majority of data are found in social media, and such plat-
forms are restrictive when giving access to their data for several reasons, such as
privacy.

1https://www.buzzfeednews.com/
2https://www.snopes.com/

https://www.buzzfeednews.com/
https://www.snopes.com/
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For what concerns fake news in particular, there are no agreed-upon benchmark
datasets (Shu et al., 2017), but several publicly available resources are worth men-
tioning.

BuzzFeedNews3 is a dataset available on GitHub and contains a total of 1627 ar-
ticles that represent a true sample of news published on Facebook during periods
closely related to the 2016 American presidential elections. The included articles
were published between September 19th and September 23rd, and between Septem-
ber 26th and September 27th (Shu et al., 2017). Each post also includes the link that
connects it to the referenced article, which has been verified by five BuzzFeed jour-
nalists. The dataset was subsequently enriched with additional metadata (Potthast
et al., 2017).

LIAR4 is a dataset whose data was collected from the PolitiFact5 website through
its API (Wang, 2017). It consists of 12,836 instances from different contexts, includ-
ing newspaper articles or radio interventions. This dataset is structured in such a
way that the labels intended to identify the truthfulness of the texts include multi-
ple classes, ranging from "false" to "true," with intermediate classes such as "mostly
true," "half true," and "barely true." In addition to the label, each annotation includes
a justification for the assigned label, the author, and the context from which it was
taken (Bondielli and Marcelloni, 2019).

BS Detector6 is a dataset developed by Kaggle and is unique as it is constructed
using a web crawler called "BS detector7," which is designed to verify the truthful-
ness of news (Shu et al., 2017). In this case, the labels for the dataset instances are
determined by the outputs of an automated system, the BS detector extension, rather
than human annotators, as in BuzzFeedNews and LIAR. Therefore, it is not possible
to define the Kaggle dataset as a gold standard due to this reason (Bondielli and
Marcelloni, 2019).

CREDBANK8 is a dataset that contains approximately 60 million tweets pub-
lished over a hundred days starting from October 2015. These tweets are grouped
into events, and each event is annotated using the AmazonMechanical Turk crowd-
sourcing platform by thirty annotators (Mitra and Gilbert, 2015).

In Shu et al. (2017), the four datasets were compared, and it was noted that none
of them individually can evaluate all the interesting features for a Fake News Detec-
tion task. In fact, the first three datasets (BuzzFeedNews, LIAR, and BS detector)
only provide content features, specifically linguistic features. Only CREDBANK al-
lows the analysis of contextual features. These datasets also have other limitations.

3https://github.com/BuzzFeedNews/2016-10-facebookfact-check/tree/master/data
4https://www.cs.ucsb.edu/william/data/liardataset.zip
5https://www.politifact.com/
6https://www.kaggle.com/mrisdal/fake-news
7https://github.com/bs-detector/bs-detector
8http://compsocial.github.io/CREDBANK-data/

https://github.com/BuzzFeedNews/2016-10-facebookfact-check/tree/master/data
https://www.cs.ucsb.edu/ william/data/liar dataset.zip
https://www.politifact.com/
https://www.kaggle.com/mrisdal/fake-news
https://github.com/bs-detector/bs-detector
http://compsocial.github.io/CREDBANK-data/
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For example, BuzzFeedNews lacks any annotation related to its social context and
contains articles from relatively few newspapers. Looking at the LIAR dataset, we
can view that the instances include very short snippets and not entire newspaper ar-
ticles, and they were collected from different speakers, not from actual news outlets.
Furthermore, the labels of the dataset used by the BS detector were automatically
annotated and not validated by human experts, which greatly affects the credibility
of the data. As mentioned in Shu et al. (2017), any model trained on these data will
not learn from annotations of expert annotators but rather from the parameters of
the BS detector itself. Lastly, CREDBANK has the major drawback of not being orig-
inally designed for Fake News recognition. It was initially intended as a collection
of data for evaluating the credibility of tweets.

Another interesting dataset is called FakeNewsNet9, a collection of articles that
includes both content-related information and contextual information (Shu et al.,
2017).

An issue that arises in the design of datasets for the task of Fake News Detection
is the existence, on the web, of articles that fall under the broad category of false
information but are not necessarily fake news as they belong to the realm of satire. In
Rubin et al. (2016), efforts weremade to differentiate satire from real news, resulting
in a corpus of 240 articles encompassing both satirical and real news across four
domains (civic, science, business, and soft news).

FakeNewsAMT and Celebrity (Pérez-Rosas et al., 2017) are two datasets de-
signed and constructed using different approaches, which were then used to de-
velop computational models to tackle Fake News Detection tasks.

FakeNewsAMT is a dataset of news that refers to six different domains (sports,
business, entertainment, politics, technology, and education). The real news articles
were collected using reliable sources, while their fake counterparts were created
using AmazonMechanical Turk, a crowdsourcing platform. Users were asked to try
to transform the real news into fake news and emulate, if possible, the journalistic
style (Pérez-Rosas et al., 2017).

Celebrity is a dataset where fake news, unlike the previous dataset, was col-
lected from the web. The authors chose to focus their research on the domain of
famous public figures, as they are often subject to rumors, hoaxes, and fake news.
The sources used include, among others, Entertainment Weekly, People Magazine,
and RadarOnline (Pérez-Rosas et al., 2017).

Regarding rumors, efforts have been made particularly within the scope of the
PHEME project (Derczynski and Bontcheva, 2014). A dataset considered a bench-
mark for various evaluation purposes was collected by Zubiaga et al. (2016b). The
dataset consists of tweets linked to nine distinct rumors gathered during the period
between 2014 and 2015. This dataset has been employed in various research stud-

9https://github.com/KaiDMML/FakeNewsNet

https://github.com/KaiDMML/FakeNewsNet
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ies (Zubiaga et al., 2016b) as well as the RumourEval task within the SemEval 2017
evaluation campaign (Derczynski et al., 2017). Additionally, the aforementioned
CREDBANK (Mitra and Gilbert, 2015) can serve as a valuable resource, specifically
for the task of classifying the veracity of rumors on social media.

Challenges in the present work
In the present work, we address the Fake News Detection problem from two differ-
ent perspectives.

First, we introduce a novel, topic-oriented methodology designed for collecting
and labelling potentially fake and verified news from social media, given the context
of a specific event. The methodology is aimed at facilitating the real-world-focused
analysis of fake news. We produced two datasets for Fake News Detection andMul-
timodal Fake News Detection.

Second, we leverage and adapt the similarity-based method to highlight infor-
mation divergence between articles, described in Chapter 4, and propose an episode
mining-inspired approach in order to take the initial steps for addressing the Fake
News Detection task in a novel perspective.





Chapter 4

Case Study: Information Divergence
with Sentence Similarity

Newspapers often differ in their approach to specific topics, making it challeng-
ing for users to access clear and comprehensive information. Different sources may
present the same event from various perspectives, leading to potential contradic-
tions in content. Again, some newspapersmay disseminatemisleading or fake news
(Bondielli and Marcelloni, 2019). Consequently, each news article may contain dif-
ferent details about a given topic. Users typically desire a comprehensive under-
standing of the subject to form their own opinions, possibly skipping the reading of
all the related news articles, which often include redundant information, preferring
instead to concentrate solely on their differences.

In this Chapter, a case study on the use of sentence similarity to extract new in-
formation on a set of articles based on the information divergence with respect to a
reference article is presented. In other words, multiple newspaper articles (denoted
as target articles) that deal with specific topics are considered events of a longer se-
quence into which we want to extract new information with respect to an external
newspaper article (denoted as the reference article). We developed a system that,
given a reference article, retrieves a set of target articles on the same topic, and au-
tomatically mines the contents of these articles to extract differences with respect to
the reference article. The system is based on a methodology that leverages the sim-
ilarity between sentences to find groups of them with varying degrees of similarity,
or divergence.

In recent years, Transformer architectures like BERT (Devlin et al., 2018) have es-
tablished themselves as the standard, achieving state-of-the-art performance in var-
ious NLP-related tasks, including token-level contextualized representations. How-
ever, when it comes to sentence-level comparisons, there are two significant limita-
tions associated with using a conventional classification approach.

Firstly, as highlighted by the creators of BERT (Devlin et al., 2018), sequence-level
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representations are not naturally suited for gauging semantic similarity between
sentences. While token-level representations extracted from BERT-like models of-
ten deliver results that are comparable with or even superior to traditional methods
like word2vec (Mikolov et al., 2013b) for token-level semantic similarity, these mod-
els are not particularly reliable in assessing the similarity between entire sentences.

Second, employing a classification model for tasks like sentence-level similarity
assessment can be computationally expensive. Transformer-based neural language
models often demand GPU acceleration during the training phase, making them
resource-intensive, especially for tasks that involve comparing the similarity of en-
tire sentences.

As for the quality of sentence-level representations, we considered Sentence-
BERT (Reimers and Gurevych, 2019). It is a method for further fine-tuning a trans-
former model that leverages siamese and triplet network structures, and semantic
textual similarity, and natural language inferencing training tasks to improve the
sequence-level representations provided by a Transformer model. Sentence-BERT
is specifically designed to derive semanticallymeaningful sentence embeddings that
can be compared using cosine as a similarity metric (Reimers and Gurevych, 2019).
This is particularly relevant for mitigating the computational problem. We can ar-
gue that the computational cost associated with transformer-based models is a less
prominent issue when these models are solely used for feature extraction purposes.
For this reason, we leverage Sentence-BERT to derive similarity ratings at the sen-
tence level for newspaper articles.

The rest of the Chapter is organized as follows. In Section 4.1 we describe the
system developed and, in particular, we describe how each module works. The core
of the system, which exploits a proposed methodology aimed at highlighting in-
formation divergence, is the sentence classification algorithm implemented in the
second module. In Section 4.2 we show some experiments performed to validate
the sentence classification process. Section 4.3 shows some discussion and future
possible applications. Finally, Section 4.4 reports the summary of the Chapter.

4.1 Description of the system
The system takes as input a reference article. It retrieves a selection of target arti-
cles from several newspaper websites related to the same topic or event. Then, the
system produces as an output a summary of the information contained in the target
articles, focusing on content that is considered dissimilar to the information found in
the reference article (i.e. the information included in the target articles that diverge
from those in the reference article and other target articles).

The proposed system is based on four main steps (i.e. Target Articles Retrieval,
Sentence Classification, Target Sentence Reduction, and Target Sentence Summa-
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Figure 4.1: Flowchart of the proposed system

rization) and is presented in the flowchart in Figure 4.1. The central component
of the system is the algorithm used in the Sentence Classification module, which
allows labelling the sentences of the target articles into three classes, namely Simi-
lar Sentence (SS), Different Sentence (DS), and Very Different Sentence (VDS). The la-
belling is determined by assessing the similarity values between the sentences and
the reference article, a process facilitated by sentence embeddings generated using
a pre-trained Sentence-BERT model.

In the following part of this section, all the modules of the system are described,
namely the Target Articles Retrieval, the Sentence Classification, the Target Sentence
Reduction, and the Target Sentence Summarization modules.

Target Articles Retrieval
Given a reference article, that is an article already read by the user, the TargetArticles
Retrieval module searches for articles from a pre-defined set of sources, compris-
ing widely popular newspaper websites. Then, a simple yet efficient and effective
method based on Named Entity Recognition (NER) is exploited to verify if the arti-
cle potentially shares the same topic as the reference. Named Entities are extracted
from both the reference and the target articles exploiting the SpaCy NLP pipeline1.
SpaCy is an open-source text processing library in Python. We used version 3.5.0,
and the module en_core_web_lg.

If the potential target article share at least a third of the Named Entities extracted
also from the reference article, then the article is maintained. Using Named Entities
helps ensure that the selected articles are related to the same topic as the reference
article since they refer to the sameNamed Entities. At the same time, the system also
considers articles that share only some, but not all, Named Entities with the refer-
ence article, ensuring that the target articles contain new or different information
with respect to the reference article.

1spacy.io

spacy.io
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This preliminary step enables the system to retrieve potential target articles from
the web without applying expensive tasks related to semantic similarity. While this
initial step may involve minimal loss of information, the systemwill conduct a more
in-depth analysis and employ specific techniques to calculate the similarity between
the target and reference articles in the subsequent steps.

Sentence Classification
Whenprovidedwith a reference article and the set of target articles obtained through
the previously described process, the Sentence Classification module classifies all
the sentences in the target articles into one of three classes: SS (Similar Sentence),
DS (Different Sentence), or VDS (Very Different Sentence), with respect to the ref-
erence article.

Before the actual classification, it is necessary to obtain the sentences for both the
reference and target articles and a viable representation of the sentences. The refer-
ence article is given by the user, while the target articles are automatically retrieved
during the previous step. To obtain the viable representation of the sentences of all
the articles, we perform an NLP Preprocessing step.

For each input article, sentence splitting is performed. The Spacy pipeline, which
was previously employed to extract Named Entities during the Target Article Re-
trieval module, as previously described, is employed as well. Additionally, a list of
keywords from both the reference and target articles is extracted using KeyBERT
2. KeyBERT is a recent and straightforward yet powerful method for extracting key-
words and keyphrases. It utilizes BERT embeddings and cosine similarity to identify
sub-phrases within a document that are close to the document itself.

Then, to obtain reliable representations of news that are semantically relevant,
we exploit a Sentence-BERT pre-trained model to encode the sentences. In par-
ticular, the model used is the distiluse-base-multilingual-cased-v2 pre-trained model
(Reimers and Gurevych, 2020). It is a multilingual model, and its training is based
on the idea that a translated sentence should bemapped in the same location within
the vector space as the original sentence. We used this model with our approach to
enhance the generalization of the proposed methodology for newspaper texts in
different languages (Reimers and Gurevych, 2020).

Finally, all the sentences in the target articles are classified into SS, DS, or VDS.
We formally define our classification problem as follows.

Let r and T = {t1, t2, ..., tn} be, respectively, a reference news article and a set
of one or more target articles. Both r and ti are represented as sets of sentences
r =

{
sr

1, sr
2, ..., sr

n
} and ti =

{
sti

1 , sti
2 , ..., sti

mi

}
. The goal is to classify each sentence

sti
j in each ti with one of the three classes (SS, DS, VDS) based on degrees of sim-

2https://github.com/MaartenGr/KeyBERT

https://github.com/MaartenGr/KeyBERT


4.1 Description of the system 65

Figure 4.2: Flowchart of the Sentence Classification. After the NLP Preprocessing,
the three main steps are performed.

ilarity with all the sentences in r. In particular, the label is assigned to sti
j by con-

sidering the maximum similarity between sti
j and all the sentences in r. We exploit

two thresholds, considered as parameters: the High Similarity (HS) and the Low
Similarity (LS). They serve to discriminate, respectively, between SS and DS, and
DS and VDS. A method to select the best thresholds that are able to generalize on
several events is described in Section 4.2. If at least one sentence in r has a similarity
score higher thanHSwith sti

j , then sti
j is classified into the SS class. If no sentence in r

has a similarity score higher than LS with sti
j , then sti

j is classified into the VDS class.
Finally, if the maximum similarity score between sti

j and a sentence in r is between
LS and HS thresholds, sti

j is classified into the DS class.
After selecting the appropriate thresholds, the Sentence Classification process

can be subdivided into three subsequent steps:

• Coarse-grained labelling: the target sentences are labelled based solely on the
cosine similarity of sentence-level embeddings.

• Length-based refinement: the labelling is revised by taking sentence length
into account.

• Keyword-based refinement: the labelling is further refined by considering
shared keywords between sentences

The flowchart of the whole process, including pre-processing, is shown in Figure
4.2.
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In the following, we describe in detail the three substeps performed for target
sentence classification.

Target Sentence labelling

Once each sentence sti
j in ti and each sentence sr

l in r are represented as embeddings,
we compute the similarity between sti

j and sr
l , for each sentence in ti and r, by exploit-

ing the cosine similarity. Table 4.1 shows how the sentences sti
j in ti are classifiedwith

respect to the values of maximum cosine similarity and give the definition for each
class.

Table 4.1: Description of the three classes and corresponding classification rules
based on themaximum cosine similarity between the sentence sti

j of the target article
ti under analysis and the sentences of the reference article r.

Labels Classification Rules Description

SS
IFMaximum Cosine Similarity between sti

j
and each sentence in reference article r >=
HS THEN classify sti

j as SS

Sentences in this class include pieces of in-
formation which are shared with the ref-
erence article. Probably, this information
refers to the objective description of the
event.

DS
IFMaximum Cosine Similarity between sti

j
and each sentence in reference article r <
HS AND >= LS THEN classify sti

j as DS

Most of the sentences in this class include
pieces of information which probably are
shared with reference sentences but re-
ported differently.

VDS
IFMaximum Cosine Similarity between sti

j
and each sentence in reference article r <
LS THEN classify sti

j as VDS

Sentences containing information different
from the one in the reference sentences; it
contains also some noise.

Length-based refinement

An important issue that emerges after the Target Sentence Labelling step is that
when comparing two sentences of different lengths, their similarity score can ap-
pear low even if they share similar content. This occurs because traditional simi-
larity measures often consider the length of sentences as a factor, which can lead to
misleading results when assessing the similarity of sentences with differing lengths.
Length is a critical factor whenworking with BERT-like models. Sentence-BERT has
indeed demonstrated its capability to produce semantically meaningful sentence
representations in the vector space (Reimers and Gurevych, 2019). However, it is
important to note that the cosine similarity computed between embeddings of sen-
tences with similar content but varying lengths may not consistently return high
similarity scores.
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Table 4.2 provides an illustrative example, where the two sentences express the
same information. Nevertheless, due to their significant difference in length, the
cosine similarity computed between their respective embeddings is too low to label
the target sentence as SS. Thus, the system reiterates all the pairs of target-reference
with only those target sentences that are not labelled as SS and are significantly
shorter in terms of token count compared to the reference sentence (specifically, the
reference sentence is at least two times longer in terms of tokens than the target
sentence). To determine if the longer sentence contains additional information, the
system employs the following method.

Table 4.2: Example sentences with a low cosine score (0.58) that share some core
information.

Source Sentence
Fox News (target) ’The FBI also has been called to in-

vestigate the incident.’

CNN International (reference)

’The FBI is investigating the in-
cident, which drew widespread
condemnation of the officers af-
ter a video showing part of the
encounter circulated on social
media.’

The system identifies the most representative words, including keywords and
named entities, that are shared between the reference sentence and the target one.
For each of these keywords and named entities, the system extracts the text frag-
ments from both the left and right context in the reference sentence.

Table 4.3: An example of fragment-reference sentence pair with high cosine similar-
ity score.

Fragment Target Sentence Cosine Similarity

’The FBI is investigating the inci-
dent’

’The FBI also has been called to in-
vestigate the incident.’ 0.8

Each of these text fragments is compared with the target sentence. If the two
sentences contain overlapping content information, at least one pair will have a co-
sine similarity greater than or equal to the threshold HS. In such cases, the system
updates the labeling from VDS or DS to SS for the target sentence. If no such pair
reaches the similarity threshold, no updates aremade. This iteration continues until
there are no more pairs in the VDS or DS groups to compare.
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Table 4.2 shows a fragment obtained from the reference sentence of CNN Inter-
national, along with a comparison to the target sentence of Fox News. Their cosine
score is 0.8.

Keyword-based refinement

Another issue to take into account is that Sentence-BERT representations often put
sentences with shared representative words (i.e. named entities, keywords) closer
in the latent space, thus limiting the effectiveness of the cosine similarity metrics
in such cases where sentences share these representative words but differ in overall
content.

Table 4.4: Two sentences with a high cosine score that actually report different in-
formation about the same topic but share a set of keywords.

Reference Sentence Target Sentence Cosine Similarity
’Pfizer anticipates applying for
emergency use authorization for a
third dose of its vaccine as soon
as next month, Mikael Dolsten,
who leadsworldwide research, de-
velopment and medical for Pfizer,
was quoted by CNN as saying at
the teleconference.’

’During a company earnings
call on Wednesday morning, Dr.
Mikael Dolsten, who leads world-
wide research, development and
medical for Pfizer, called the new
data on a third dose of vaccine
ëncouraging.’

0.7

In the example shown in Table 4.4, the two sentences share a set of Named En-
tities (Mikael Dolsten, Pfizer, third dose), and this leads to a high cosine similarity
even if the sentences contain rather different informative content.

To solve this problem, the system re-examines all the target sentences labelled
SS and DS. The system checks for each sentence if the information contained in the
target sentence is similar to the information in the reference sentence. In order to do
this, all the common representative words are excluded.

Formally, for each pair sti
j in ti and sr

l in r first common keywords and named en-
tities are identified. Then, the system generates text fragments from both sentences,
excluding those keywords and named entities. Subsequently, the system compares
each text fragment from the reference article with all the text fragments from the tar-
get article. If all possible combinations of text fragments extracted result in cosine
similarity scores lower than the threshold LS, the classification of the target sentence
is changed to VDS. This refinement helps ensure that similarity judgments aremade
based on content beyond just shared keywords and entities.
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Figure 4.3: Flowchart of the Target Sentence Reduction Sub-Process, which consists
of three main steps: Sentence Merging, Sentence Ranking, and Sentence Filtering.

At the end of all these steps, the system outputs a set of classified target articles
TC = {t1, t2, ..., tn}, where ti =

{
sti

1 , sti
2 , ..., sti

ni

}
is the set of all the sentences of the

article ti, labelled as SS, DS and VDS.

Target Sentence Reduction

After obtaining the labelled set of sentences within TC, the process of selecting sen-
tences is refined by detecting similarity or redundancy among sentences in TC. As
these redundant sentences usually provide minimal extra information, they are ex-
cluded from further consideration. The Target Sentence Reduction module is illus-
trated in Figure 4.3.

To identify and eliminate redundant sentences within the set of labeled target ar-
ticles TC = {t1, t2, ..., tn}, the system first combine the sentences from target articles
labelled as DS and VDS, excluding those labelled as SS, as they can be considered
redundant. Then, it ranks the DS+VDS list in descending order based on the max-
imum similarity of the target sentences with the reference sentences. Starting from
the top of the ranked list, for each sentence, the similarity score with all the other
sentences in the list is computed. If at least one of these similarity scores is higher
than theHS threshold, indicating that there is another sentence similar to the one be-
ing considered and with a lower similarity score to the reference article, the system
marks the sentence as redundant and removes it from the list.

The final list includes only sentences that are considered non-redundant.
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Figure 4.4: Flowchart of the Target Sentence Summarization Sub-Process.

Target Sentence Summarization

The end goal of the proposed system is to provide users with information content
theymay havemissedwith the article of their choice (i.e., the reference article) in an
easy-to-read format. It is clear that providing a set of sentences extrapolated from
the target articles may be not very appealing and understandable. A simple strat-
egy could be to highlight target sentences in the target articles. However, this implies
that the user has to at least skim the target articles to find the novel content. With
the aim of making the information promptly available to the user, the system auto-
matically generates an abstractive summary of the target sentences and outputs this
summary. The flowchart of the Target Sentence Summarization process is shown in
Figure 4.4.

Based on our definition, all sentences labelled as VDS are selected because they
certainly correspond to sentences with information that diverges to some extent
from the reference article. All sentences classified as DS with a cosine similarity
score lower than LS when compared to all the sentences in VDS are selected as
well. All these sentences are then combined into a unique text. The system then
generates a summary of this text by exploiting an abstractive text summarization
model. In particular, we employed the Google PEGASUS (Pre-training with Ex-
tracted Gap-sentences for Abstractive SUmmarization Sequence-to-sequence mod-
els) model. PEGASUS is a large pre-trained Transformer-based encoder-decoder
model that employs a gap-sentences generation strategy. The summary produced
is a coherent and comprehensible text that presents information exclusively from the
VDS sentences and some of the DS sentences for each target article. This approach
enables us to effectively visualize the novel content contained in the target articles
compared to the reference article.

Table 4.5 presents an example of a summary generated from segments of arti-
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cles related to the Notre Dame Fire. The reference article is a segment of an article
published on April 16, 2019, by NBC News.

Table 4.5: Reference article and abstractive summary generated fromVDS sentences
and some of the DS sentences collected from two target articles. The event concerns
the Notre Dame Fire in 2019

Reference Article (NBC News) Summary of target articles (USA Today & Al
Jazeere English)

’Some of the most prized, centuries-old relics
of France and Christianity survived the devas-
tating Notre Dame Cathedral fire that almost
wiped out the cherished Paris landmark, au-
thorities said Tuesday. Culture Minister Franck
Riester breathed a huge sigh of relief, telling re-
porters outside Notre Dame that the nation’s
"most precious treasures" were largely spared.
Saved treasures from the Notre Dame Cathe-
dral are temporarily stored in city hall after a
massive fire devastated large parts of theGothic
cathedral in Paris. Benoit Tessier / Reuters
Many of the works will be stored at Paris’ City
Hall and the Louvre, where they will be ex-
amined, treated for damage and protected, offi-
cials said. Audrey Azoulay, director-general of
UNESCO, the U.N. culture agency, said Notre
Dame has "a particular place in the world’s
collective imagination" and has pledged her
agency’s help to rebuild. Monday’s fire almost
destroyed the entire cathedral, which has stood
in Paris and survived nearly 900 years of tumul-
tuous French history. Paris prosecutor Remy
Heitz has launched an investigation, which he
said would be "long and complex."’

’The huge fire that tore through Notre Dame
Cathedral in Paris last night has left the famous
landmark in ruins, but not as badly as many
had feared. The famous spire was reduced to
ash, but the building’s stone face and bell tow-
ers were saved, the BBC reports. The main al-
tar has been badly damaged, but the famous
white marble Piet’ sculpture by French sculptor
Nicolas Coustou is still standing, seemingly un-
scathed, at its place before the main altar. "The
great tragedy is the structure itself and its fit-
tings," a BrownUniversity art professor tells the
Los Angeles Times. "Many people don’t know
that the roofs are timber, largely replaced in the
19th century, and they have been totally con-
sumed. Masonry will burn and degrade under
intense heat, which is clearly what is happen-
ing, but we can only wait and see what kind of
damage has spread to the churchwithin." A full
investigation is underway.’

4.2 Experiments and validation
In this section, we present the results of experiments conducted to evaluate the pro-
posed approach. Our primary goal was to assess the performance of the Sentence
Classification module and its generalizability across different events. To facilitate
this evaluation, we compiled and annotated a dataset comprising online newspaper
articles spanning various topics. This dataset served a dual purpose: it acted as a
benchmark for performance assessment and as a training dataset for optimizing pa-
rameters, particularly the thresholds. Within this dataset, each reference article was
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paired with at least two other target articles related to the same news event. Crowd-
sourcing was employed to label the target sentences with three classes: SS, DS, and
VDS, indicating their similarity with sentences in the reference article. Our experi-
ments involve comparing the Sentence Classification module’s performance to hu-
man judgments. Additionally, we conducted a secondary comparison involving two
BERT classifiers, one based on model tuning and the other on prompt tuning. This
step aimed to establish a reliable benchmark against state-of-the-art approaches.

Lastly, we evaluated the coherence, correctness, and completeness of the sum-
mary generated as the final output of the system. To do this, we gathered human
judgments through crowdsourcing. Participants were asked to rate the summary’s
quality in terms of completeness, factual accuracy, and novelty, given a reference
article and the target sentences.

Dataset

The dataset we collected comprises 43 articles related to 8 distinct news events, with
at least three articles associated with each event. The primary assumption is that
articles concerning the same event and published on similar dates are comparable.
For each news event, we marked one article as the Reference Article, while the oth-
ers were considered as Target Articles. In the dataset, each article is accompanied by
metadata, including the news it pertains to, the primary topic of the news (e.g., pol-
itics, health), the source newspaper, publication date, and URL. To streamline the
data collection process, we leveragedCrowdTangle.3 Wecompiled a list of events oc-
curring between 2020 and 2021 and gathered social media posts from the Facebook
pages of international newspapers (e.g., CNN, The Guardian, Al Jazeera English)
containing links to news articles. Subsequently, we retrieved the news content di-
rectly from the respective newspaper websites. To establish ground-truth labels for
sentences within the target articles, we conducted a crowdsourcing experiment us-
ing Prolific.4 Annotators were presented with pairs consisting of a target sentence
and a reference sentence. They were tasked with determining whether the target
sentence was similar, different, or very different from the reference sentence. Each
pair was assessed by 7 different annotators, and the gold label was determined by
themajority vote among the annotations. Pairs with an uncertainmajority votewere
excluded from consideration. The dataset is available on GitHub.5

3https://apps.crowdtangle.com/
4https://www.prolific.co/
5https://github.com/pietrodelloglio/dataset-for-system-acquiring-content-differences
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Target Sentence Classification Evaluation
First, we carried out a set of experiments aimed at determining the best threshold
parameters for the proposed system. Given a set of different values for parameters
LS andHS, we compared the automatic classification performed by our systemwith
human labelling. We executed a leave-one-out cross-validation: we held out one
news as test and used the remaining ones to determine the threshold values that
best fit the human labelling. For each fold, we obtained 8 different best pairs of LS
and HS. We selected the pair of thresholds which obtained the best performance in
the highest number of news (in case of tie, we selected a pair randomly). We point
out that we obtained the same pair of LS and HS for all the folds. Thus, we can
conclude that the choice of the LS and HS thresholds is not particularly sensitive.

Table 4.6 shows an example of F1-scores obtained in a single fold.

Table 4.6: F1-scores of different threshold configurations in a single fold.

LS HS Mars
Landing

Italy
Lock-
down

Italy Euro
2020

Global
Warming

George
Floyd
Death

Elliot
Page
Coming
Out

China
Landed
on Mars

0.4 0.6 0.46 0.61 0.62 0.61 0.47 0.87 0.59
0.4 0.7 0.52 0.58 0.63 0.62 0.47 0.89 0.61
0.4 0.8 0.54 0.58 0.65 0.62 0.47 0.89 0.59
0.5 0.6 0.6 0.75 0.75 0.7 0.79 0.85 0.75
0.5 0.7 0.65 0.79 0.76 0.71 0.79 0.87 0.77
0.5 0.8 0.67 0.79 0.78 0.72 0.79 0.87 0.75
0.6 0.7 0.56 0.72 0.82 0.71 0.79 0.87 0.88

0.6 0.8 0.58 0.72 0.84 0.72 0.79 0.87 0.86

We opted for LS = 0.5 and HS = 0.8 as our parameter values. They consistently
obtained the best results across the majority of news events.

Table 4.7 shows the performances in terms of F1-score on the test news for each
fold. On average, our system was able to obtain an F1-score equal to 0.77, with the
lowest value equal to 0.67 and the highest one equal to 0.87.

To compare our system with state-of-the-art classification models, we employed
two BERT classifiers, involving model tuning and prompt tuning. We used the
bert-base-uncasedmodel (Devlin et al., 2018). For the first classifier, we fine-tuned
BERT in a leave-one-out cross-validation setting. The fine-tuning parameters are set
as follows: 128 maximum sequence length, 2e-5 learning rate, with a batch size of
8, for computational limitations. We trained the model for 5 epochs in each fold.
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Table 4.7: F1-score for the single news, and the average F1score

News F1-Score

Mars Landing 0.67
Italy Lockdown 0.79
Italy Euro 2020 0.78
Global Warming 0.72

George Floyd Death 0.79
Elliot Page 0.87

China Landed on Mars 0.75
Beirut Explosion 0.81

Average 0.772

The other parameters are the standard of the huggingface6 implementation. For the
second classifier, we employed prompt tuning, with the following parameters: 128
maximum sequence length, 3e-2 learning rate, with a batch size of 8, for computa-
tional limitations. We trained the model for 30 epochs in each fold.

We report the results of the two BERT classifiers and their comparison with our
system in Table 4.8.

The table shows that, on average, fine-tuned BERT performs slightly better than
our system, which, in turn, outperforms the model tuned with prompts. It’s impor-
tant to note, however, that fine-tuning a BERT-based classificationmodel is resource-
intensive in terms of time and computational power. In contrast, our system is con-
siderably more efficient. It only requires extracting sentence-level embeddings and
computing the similarity matrix. Prompt tuning, on the other hand, is a technique
that tends to perform better with larger models and also requires substantial com-
putational resources.

In addition to this, we show an example of the confusionmatrices for three of the
considered news: the Beirut explosion (Figures 4.5 and 4.6), the coming out of Elliot
Page (Figures 4.8 and 4.9), and the victory of Italy in the Euro 2020 Championship
(Figures 4.11 and 4.12).

The analysis of the results indicates that, on average, our system achieves slightly
lower accuracy compared to BERT. However, it is crucial to note that the perfor-
mance varies depending on the class of similarity and the specific news event. For
example, our system performs slightly better on the DS class in the news about the
Beirut Explosion and the news about Italy’s victory, even if the f1-score of the fine-

6https://huggingface.co/bert-base-uncased

https://huggingface.co/bert-base-uncased
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Table 4.8: F1-score for the single news and the average F1-score for our classifier and
the two BERT classifiers.

News Our System Bert M.T. Bert P.T.

Mars Landing 0.67 0.73 0.56
Italy Lockdown 0.79 0.75 0.61
Italy Euro 2020 0.78 0.82 0.77
Global Warming 0.72 0.72 0.66
George Floyd Death 0.79 0.74 0.58
Elliot Page 0.84 0.92 0.83
China Landed on Mars 0.75 0.89 0.84
Beirut Explosion 0.81 0.81 0.56
Average 0.772 0.797 0.676

Figure 4.5: Confusion
Matrix for our system on
the news about Beirut
Explosion

Figure 4.6: Confusion
Matrix for BERT on the
news about the Beirut
Explosion

Figure 4.7: Confusion
Matrix for BERT Prompt
tuning on the news
about the Beirut Explo-
sion

tuned BERT is higher in general.
For the event about Elliot Page coming out, both our system and BERT demon-

strate similar performance in the DS class, while the results for Prompt Tuning are
not comparable.

Finally, Figures 4.14, 4.15, and 4.16 present the average confusion matrices for
all the tested news. These figures reveal that the BERT classifiers perform slightly
better on the VDS classes, while our system performs better on the DS class. Fine-
tuned BERT outperforms on the SS class. Generally, both SS and DS classes are the
most challenging classes to predict for all the classifiers. The SS class, in particular,
appears slightly unbalanced in some events within our dataset. This occurs because
different articles about the same event often share a couple of similar sentences,
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Figure 4.8: Confusion
Matrix for our system
on the news about Elliot
Page coming out

Figure 4.9: Confusion
Matrix for BERT on the
news about the Elliot
Page coming out

Figure 4.10: Confusion
Matrix for BERT Prompt
tuning on the news
about the Elliot Page
coming out

Figure 4.11: Confusion
Matrix for our system
on the news about Italy
Euro 2020

Figure 4.12: Confusion
Matrix for BERT on the
news about the Italy
Euro 2020

Figure 4.13: Confusion
Matrix for BERT Prompt
tuning on the news
about the Italy Euro 2020

causing the rest to fall into the DS and VDS classes. Conversely, the DS class is
inherently less homogeneous than the other two. It typically includes sentenceswith
the same informative content as themost similar sentence in the reference article but
presented in a different linguistic style.

In conclusion, we can state that our sentence classification method performs
quite well compared to human-labeled ground truth data. On average, our clas-
sifier’s performance is slightly below that of the fine-tuned BERT classifier. To as-
sess whether the differences in performance between our system and fine-tuned
BERT (as well as prompt-tuned BERT) are statistically significant, we conducted
theWilcoxon signed-rank test using the default parameters provided by Scipy7. For
the comparison between our system and fine-tuned BERT, we obtained a test statis-
tic of W = 5.0 (the minimum of the sum of ranks above and below zero) with a
p-value = 0.87, indicating that there is no statistically significant difference between

7https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.wilcoxon.html

https://docs.scipy.org/doc/scipy/reference/generated/scipy.stats.wilcoxon.html


4.2 Experiments and validation 77

Figure 4.14: Average
Confusion Matrix for
our system

Figure 4.15: Average
Confusion Matrix for
BERT

Figure 4.16: Average
Confusion Matrix for
prompt tuning

the two classifiers. In the comparison between our system and prompt-tuned BERT,
we obtained a test statistic of W = 4.5 with a p-value = 0.05, suggesting a statistically
significant difference between the two classifiers.

Furthermore, it is important to note that BERT always requires fine-tuning with
annotated data, while our system can be used without the need for a tuning phase,
as we can directly employ default thresholds, as demonstrated in our experiments.
Prompt tuning, on the other hand, tends to obtain better results when applied to
larger models but it is also expensive in terms of computational resources.

Text Summarization Evaluation
To evaluate the quality of the generated summaries, we conducted a crowdsourcing
experiment. For each news article in the dataset, we presented the raters with three
components: the reference article, the target sentences extracted from the target ar-
ticles, and the summary generated from these sentences. Raters have then been
asked to rate each summary based on three criteria: novelty compared to the refer-
ence article, factual correctness compared to the target sentences, and information
completeness compared to the target sentences. These ratings have been provided
by 7 different users using a Likert-type scale ranging from 1 (lowest) to 7 (highest)
for each criterion.

Figure 4.17 displays the human judgments for each piece of news regarding the
novelty of the summaries, which assesses the amount of new information in the
target summary compared to the reference article. On average, the score is 3.5.
Some news articles received better evaluations than others. The summaries related
to topics like Elliot Page coming out, the George Floyd Death, and the Mars Land-
ing achieved majority scores between 4 and 6, indicating a moderate to high level
of novelty. The news about Italy winning the Euro Championship received a lower
score, suggesting a lower level of novelty. It should be noted that the assessment of
novelty is influenced by a certain degree of subjectivity that depends on the percep-
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Figure 4.17: Box plot of human judgments for each news on the amount of new
information contained in the summary compared to the reference article

tion of what constitutes "novelty". The same piece of information, conveyed through
two distinct stylistic approaches, may be perceived as either identical content or as
new content. For instance, in the case of Elliot Page Coming Out, the information
directly expressed by Elliot Page himself regarding his coming out, and the same
information filtered through the lens of the article’s author could be evaluated as
either novel or as similar information by different users.

Figure 4.18 presents the human judgments for each news regarding the factual
correctness of the target summary compared to the reference article. The average
score is 4.6. For most news articles, the majority of scores fall between 5 and 6,
suggesting that the target summaries are generally factually accurate with respect
to the reference articles.

Figure 4.19 displays the human judgments for each news article regarding the
information completeness of the target summary compared to the reference article.
The average score is 3.8, indicating a reasonable level of information completeness.
Themajority of scores vary, with somenews articles receiving higher scores for infor-
mation completeness (e.g., Elliot Page coming out and George Floyd Death), while
others have slightly lower scores. Overall, the results are encouraging, suggesting
that the target summaries contain a satisfactory level of information.

The experiment results indicate that the automatically generated summaries gen-
erally provide an adequate summarization of the target sentences. Specifically, the
correctness ratings are on average satisfactory, indicating that the summaries are
factually accurate with respect to the original news. The completeness ratings are
also quite high, although there is some variation in quality for specific news articles.



4.2 Experiments and validation 79

Figure 4.18: Box plot of human judgments for each news on the factual correctness
of the target summaries compared to the reference article

Figure 4.19: Box plot of human judgments for each news on the information com-
pleteness of the summaries of the target sentences extracted from the target articles
compared to the reference article
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While novelty ratings are generally lower, they are still encouraging.
In summary, while user satisfaction varies depending on the specific news, on av-

erage, the system is capable of producing coherent and comprehensible summaries
of the target sentences.

4.3 Discussion
The system described in this Chapter implements a methodology that employs co-
sine similarity based on Sentence-BERT embeddings to classify all the sentences
from target articles as Similar, Different, andVeryDifferentwith respect to sentences
in a reference article. This method is aimed at extracting themost relevant sentences
(i.e., the Different and Very Different ones), that correspond to novel information
with respect to the reference article, meaning all the information that diverges from
the one included in the reference text. We performed a set of experiments by using
the human judgments collected by crowdsourcing to evaluate the effectiveness of
the classifier and the ability of the summary to represent the information contained
in the target articles and different from the one in the reference article. Moreover,
we evaluated our approach against state-of-the-art techniques.

This method, and the system in which it is implemented, is a first step towards
the end goal of empowering users to discover novel and relevant information and
will be further improved in future works. In particular, we intend to investigate
other similarity metrics and other classification algorithms to better address the
problem of semantic similarity between sentences. Moreover, we strongly believe
that such a methodology can be used from new perspectives. We will work to im-
prove it in order to fine-tune an accurate and efficient strategy for detecting infor-
mation divergence in several main topics of NLP, such as Fake News Detection.

4.4 Summary
In this Chapter, Section 4.1 has presented a system that leverages sentence similar-
ity and association rules to extract new information from a collection of articles in
comparison to a reference article. This system serves as a case study to introduce
the concept of Information Divergence.

In Section 4.2 we tested and evaluated the similarity methodology based on In-
formation Divergence, that is the main core of our system. Additionally, an assess-
ment is conducted on the Novelty, Completeness, and Correctness of the generated
summaries.

Finally, in Section 4.3 concluding remarks and future directions are provided.



Chapter 5

Case Study Pattern Discovering with
Frequent Episode Mining

In recent years, alongside the development of advanced language models and ma-
chine learning systems, there has been growing attention towards the design of spe-
cialized software systems aimed at automating repetitive interactions between hu-
man operators and software applications. Internet bots, commonly referred to as
"bots", serve as a prime example. Bots are software systems that carry out auto-
mated tasks online, with the goal of replicating human actions. One critical aspect
of this automation process is the identification and modeling of target processes,
which correspond to sequences of actions. In order to identify these sequences, the
analysis of recordings of interactions between human operators and computers is
required. These interactions are typically captured using action-tracking software
tools, which generate detailed logs of the activities performed. However, not all ac-
tivities are suitable for automation, as they may either lack repetition or not offer
significant advantages when replaced by automated processes. The primary focus
should be on identifying frequent sequences that follow specific patterns and have
the potential to yield substantial benefits when automated. Manual identification of
such sequences can be challenging, especially in cases where human operators are
simultaneously engaged in multiple tasks.

In this chapter, we introduce a framework for mining sequences of actions, par-
ticularly those that can be automated using log data generated from human interac-
tions with specific software applications. This framework is a key component of the
AUTOMIA project, which encompasses a range of software technologies, includ-
ing Robotic Process Automation (RPA) systems, bot management algorithms, and
Frequent Episode Mining techniques.

The reason for discussing theAUTOMIAproject and,more specifically, this frame-
work in the context of this work is driven by a significant factor: it provides an op-
portunity to emphasize that a problem that falls more within the realm of DataMin-
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ing thanNatural Language Processing, can be effectively reversed and subsequently
approached within another domain of interest. This presents a valuable chance to
highlight that Episode Mining techniques, originating from the field of Frequent
Episode Mining, can be successfully adapted for application from a Natural Lan-
guage Processing perspective.

In the rest of the chapter, the context of theAUTOMIAproject inwhich the frame-
work was developed is presented in Section 5.1. Then, in Section 5.2 the proposed
methodology is effectively described, while its evaluation and some experiments are
reported in Section 5.3. The proposed approach was also evaluated in a specific use
case within a real-world setting, extensively presented in 5.4. Finally, in Section 5.5
a discussion is drawn, that serves as the starting point for the next Chapter.

5.1 The context: the AUTOMIA Project
The AUTOMIA project encompassed research, design, development, and experi-
mentation of a Robotic Process Automation (RPA) system. This system aimed to
assist operators in executing tasks that were highly repetitive and of low complexity.
The project has particular relevance within the context of Industry 4.0, which aims
for complete integration between human operators and the surrounding industrial
world through the use of state-of-the-art systems. The primary goal of the AUTO-
MIA system was to collaborate with human operators to free them from repetitive
tasks of low complexity. These tasks often exhibit high error rates and can demo-
tivate workers. By automating these tasks, operators could concentrate on higher-
value tasks, leading to resource savings for the company. This project was funded
by the Tuscany Region as part of the POR FESR 2014-2020 program.

Brief definition of Robot Process Automation
Robotic ProcessAutomation (RPA) involves automatingprocesses through the robotic
execution of tasks. RPA is a software-based solution designed to automate business
processes that are rule-based, involve routine tasks, deal with structured data, and
yield deterministic outcomes (Aguirre and Rodriguez, 2017). It serves as a gateway
to introduce automation into processes, aiming to achieve commercial benefits with
sustainable costs and minimal risk. The core idea is simple: a software robot repli-
cates typical human-computer interactions, automating tasks that would otherwise
be repetitive and monotonous.

In contrast to general-purpose software or commonly used apps, the software
that underlies RPA is custom-made. It typically utilizes a variety of specially crafted
software routines (workflows). Each workflow can contain other routines that con-
trol fundamental software operations, often referred to as software BOTs or Robots.
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The effectiveness of RPA relies on howwell the optimization flow is interpreted and,
more importantly, how accurately RPA replicates the operational flow.

The role of UNIPI in the AUTOMIA project

The Department of Information Engineering at the University of Pisa was respon-
sible for developing a module within the system that extracts processes from data
logs. This module followed a two-step framework, incorporating Frequent Episode
Mining and fuzzy string matching. In the first step, the focus was on applying Fre-
quent Episode Mining algorithms to identify potentially relevant patterns in the
data. This step aimed to detect recurring sequences of events or actions within the
data. The second step involved identifying possible occurrences in the available
data based on specific patterns of interest. This was achieved by utilizing fuzzy
string matching algorithms, which are based on metrics like the Levenshtein dis-
tance. Fuzzy string matching allows for the identification of similar sequences even
when there are slight variations or errors in the data. To evaluate the effectiveness
of this approach, it was tested using a benchmark dataset to assess its performance
under controlled conditions. Additionally, a real-world dataset consisting of activity
logs and actions of interest obtained from theAUTOMIAproject was used to further
test the module and provide a practical case study for the research conducted in this
work.

5.2 Methodology
The proposed methodology relies on a two-step process, as shown in the flowchart
in Figure 5.1. The Frequent Episode Miner step (FEM-M) performs Frequent Episode
Mining to discover statistically significant episodes in the action log. We refer to
these episodes as candidate episodes and they encompass processes worthy of au-
tomation. As their number may be very large, and considering that a portion of
them might not be relevant to our goals, a downstream selection becomes neces-
sary. The Target Episode Finder (TEF-M) step plays a crucial role in identifying the
most significant episodes within the data. This is achieved by utilizing a set of pat-
terns known as archetype patterns and making comparisons using similarity metrics.
Archetype patterns are defined as patterns that are considered relevant for the spe-
cific task at hand. For example, in the case study focused on automating actions
based on activity logs, potential patterns could include actions like “opening a web
browser, performing a Google search, and opening the first result of the search” and
“opening a file, modifying it, saving and closing.” To handle these data, we choose
to exploit fuzzy string matching.
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Figure 5.1: Flowchart of the proposed approach

FEM-M: Frequent Episode Miner

The approach takes as input a dataset containing sequential data, with each event
associated with a timestamp. It is important so that temporal windows can be iden-
tified in the mining algorithm. The data undergoes an initial pre-processing stage.
In particular, each event is associated with a positive numerical value. In terms of
timestamps, the Unix timestamp convention is employed for representation. As part
of the pre-processing, alternative formats are converted into Unix timestamps. Fol-
lowing this, the pre-processed data are utilized as input for the algorithm utilized
in FEM-M.

In our experimentation, we opted for the use of MINEPI+ (Fournier-Viger et al.,
2019). MINEPI+ and similar algorithms like EMMA possess a feature that makes
them particularly well-suited for a wide range of problems. In comparison to other
Frequent Episode Mining (FEM) algorithms, they utilize the concept of “head fre-
quency” for calculating support (Fournier-Viger et al., 2016). To implement this al-
gorithm, we utilized the versions available in the SPMF library1. These versions in-
corporate all the optimizations described in (Huang and Chang, 2008), which helps
enhance their efficiency and performance.

The algorithm requires the configuration of just two parameters: the minimum
support threshold and themaximumwindow size for an episode. It’s worth empha-
sizing that when dealing with data that lacks timestamps, the window size can be
readily defined based on the number of eventswithin episodes. As a result, episodes
occurring less frequently than the minimum support threshold or those exceeding
themaximum temporalwindoware excluded from consideration during themining
process.

The output of FEM-M consists of the set of frequent episodes in the dataset. For
each frequent episode, a list of the individual events that compose it is provided,
along with the episode support value relative to the dataset.

1https://www.philippe-fournier-viger.com/spmf/MINEPI_PLUS_EPISODE.php

https://www.philippe-fournier-viger.com/spmf/MINEPI_PLUS_EPISODE.php
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TEF-M: Target Episode Finder

The second step of the framework focuses on identifying relevant episodes concern-
ing specific application goals. The TEF-M module takes as input a set of frequent
episodes and an archetype pattern, which represents a sequence of events describing
an activity of interestwithin the applicationdomain. The goal is to find episodes that
closely match the provided archetype pattern. The presence of such episodes with
statistical significance indicates that the archetype pattern is frequently observed,
making it a promising candidate for automation.

To evaluate the similarity between episodes and the archetype pattern, a spe-
cially designed distance function is utilized. More precisely, the chosen metric for
refining the set of frequent episodes and selecting the episode most similar to the
archetype pattern is the normalized Levenshtein distance. In this particular context,
thismetric quantifies the degree of fuzzymatching between two episodes and yields
values within the range of [0, 1]. Fuzzy string matching is useful to identify similar
sequences of actions, even in cases where there are variations or slight differences in
the recorded data. Furthermore, it directly operates on strings, thus not requiring
an additional layer of representation of episodes.

The implementation of the adopted distance has been based on the FuzzyWuzzy
Python library2.

Each episode is compared with the archetype pattern to determine their degree
of similarity. An episode is considered similar if the Levenshtein similarity, i.e.,
1 − Normalized Levenshtein Distance, exceeds a certain threshold. The actual imple-
mentation incorporates a tunable threshold parameter in the range of [0, 1]. When
this threshold is set to 1, only episodes that are identical to the archetype pattern are
chosen.

5.3 Evaluation
To assess the effectiveness of the fuzzy string-matching metrics employed in the
TEF-M module, we conducted experiments using a publicly available benchmark
dataset. The dataset chosen consists of public domain books that have been trans-
formed into sequences of elements (Pokou et al., 2016), making it a suitable choice
for evaluating the process automation domain. In texts, the parts of speech are struc-
tured within each sentence based on specific rules of usage, similar to how actions
within process logs are structured. Additionally, the finite yet extensive number of
parts of speech closely resembles the finite set of interactions in a process automa-
tion scenario. The dataset is included in the SPMF library3 and comprises novels

2https://pypi.org/project/fuzzywuzzy/
3https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php

https://pypi.org/project/fuzzywuzzy/
https://www.philippe-fournier-viger.com/spmf/index.php?link=datasets.php
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from the 19th century in English. Each novel has been divided into sequences of
words and their corresponding Part-of-Speech (PoS) tags.

For our experiments, we selected one of the available books from the repository,
“A Romance of the Republic" by author Lydia Maria Child. We chose to work with
the PoS-based variant, where the distinct PoS tags are considered as event types.
This decision was motivated by the fact that the number of distinct parts of speech
is smaller than the vocabulary of the text, making it a more suitable representation
formodeling typical process automation scenarios. This is only one of the challenges
that arisewhenworkingwith textual data. We delve deeper into this topic in Section
5.5 and in the upcoming chapter.

The PoS tags used in our experiments are the standard ones defined in the Penn
Treebank Project4. In this setup, the PoS tags correspond to the elements in the set
of items, denoted as I for the dataset.

Consequently, we treated each PoS as an event, and we associated each event
with an integer timestamp based on its position within the text. For example, the
first PoS in the novel was assigned the timestamp 1, the second one received the
timestamp 2, and so on. The dataset we worked with consisted of a sequence of
125395 events, corresponding to the PoS tags in the text. Subsequently, with the
Frequent Episode Miner, we identified all the frequent episodes of parts of speech
within the novel. In terms of parameterization, we set theminimum support thresh-
old to 500 and the maximum window size to 10. We successfully identified 4,121
frequent episodes. An example of episode Ep: Ep = ⟨RB, DT, JJ⟩. This episode com-
prises an adverb (“RB"), followed by a determiner (“DT"), and finally, an adjective
(“JJ").

To evaluate our approach using real data, we created a test set of archetype
episodes. Specifically, we randomly selected 100 episodes from the output of FEM-
M and made slight modifications to each episode by adding a single event (in this
case, a PoS) randomly. For instance, using the previous example, the resultingmod-
ified archetype episode would be Epmod = ⟨RB, WDT, DT, JJ⟩. In this case, “WDT"
represents a “Wh-determiner".

We then compiled an archetype pattern list that includes each episode from the
original list, modified by adding a Wh-determiner. The primary goal of this exper-
iment was to employ the TEF-M module using input from both the list of frequent
episodes generated by FEM-M and each episode from the archetype pattern list.
Subsequently, we ranked the lists of generated episodes to assess how frequently
the corresponding target episode was positioned near the top of the ranking. This
evaluation enabled us to assess the ability of the approach to accurately identify the
similarity between an archetype pattern and a target episode.

4https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html

https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html
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Figure 5.2: Average recall versus number of positions considered in the ranking, as
mentioned in Dell’Oglio et al. (2022).

The metric we employed is the Average Recall at n (AR@n), with n correspond-
ing to the upper limit position in the ranking. When n = 1, AR@1 represents the
proportion of target episodes accurately retrieved in the first position. For n = 10,
AR@10 indicates the proportion of target episodes that appear in the first ten posi-
tions, and so on for increasing values of n.

Figure 5.2 presents the results obtained for a test set of 100 episodes, displaying
both specific values and the overall trend. For our 100 episodes, AR@1 is 0.56. As
we increase n, AR@1 also increases. For example, AR@1 goes up from 0.56 to 0.61
when n = 10. Clearly, the higher the n value, the greater the likelihood of finding
a target episode in the topmost n positions of the ranking. With an output contain-
ing numerous episodes, we can effectively search through them to locate the target
pattern, and the results indicate that we are reasonably successful in identifying the
target pattern among the top positions of the ranking.

5.4 The AUTOMIA use case
We examined an authentic dataset of activity logs, encompassing actions executed
by human operators in their interactions with a computer. These tests were carried
out in the context of the AUTOMIA project. The project aimed to pinpoint processes
within users’ activities that are automatable, specifically focusing on the identifica-
tion of repetitive processes.

The data represent the interactions between a user and a computer. Within these
interactions, the user undertakes tasks that are systematically logged at diverse lev-
els of detail for distinct operations. The tracking system, an integral component
of the project, comprises proprietary algorithms. Each record within the dataset
pertains to an event and encompasses details such as the user’s executed action,
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the active operating system graphical user interface (GUI) window, accompanying
metadata, and a corresponding timestamp.

An example of a few elements of the dataset is reported below.

...

Keyboard event
Window :66188
Keyboard key : user wrote a string
WindowName : Cerca
20220614190550

Button:mouse right down
WindowName : obs64
Window : OBS 27.2.3 (64-bit, windows) - Profilo: Senza titolo -
Scene: Senza titolo
Mouse Event: User clicked in a position
20220614190602

...

Weevaluated our proposedmethodusing a limited subset of archetype episodes.
Initially, we employed FEM-M to extract frequent episodes from the dataset. Given
the relatively modest size of the available dataset and the fact that the expected out-
puts are relatively short episodes, we opted to set the minimum support threshold
to 4 and the maximum window width to 18. Subsequently, we utilized TEF-M to
measure the degree of similarity between each archetype episode and the complete
set of frequent episodes identified by FEM-M. In this instance, we aimed to isolate
episodes that closely matched the archetype patterns. We set the Levenshtein simi-
larity threshold at 0.75, with similarity defined as 1 − Levenshtein, distance.

A brief example is given in Figure 5.3. The figure displays an archetype episode
and one of the most similar retrieved episodes. In this case, the archetype episode
pertains to the activity of searching and downloading resumes from a resume ag-
gregator website, specifically IProgrammatori.5. It’s important to note that the two
episodes are nearly identical.

The results obtained were subject to manual evaluation by the project partners.
This evaluation served two critical purposes: firstly, to assess the effectiveness of
the method in identifying frequent episodes with potential automation relevance,
and secondly, to evaluate its ability to accurately retrieve predefined patterns within
the identified episodes. This evaluation has strongly confirmed the efficacy of the
proposed method.

5https://www.iprogrammatori.it/
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Figure 5.3: An archetypal episode (left) and one of the retrieved episodes (right)
with the highest similarity

5.5 Discussion
The approach described in this chapter has both strengths and weaknesses. The ap-
proach is based on tested algorithms andmethods, which provides a strong baseline
for its effectiveness, making it applicable across a wide range of contexts. The choice
of algorithms is well-suited for several scenarios, and the flexibility of the approach
allows for potential implementations of new algorithms in future iterations of the
framework. Recent advancements in Episode Mining move on to novel lines of re-
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search. Some of these include High-Utility Frequent Episode Mining (Wu et al.,
2013), the mining of partially-ordered episode rules (Fournier-Viger et al., 2013), or
the mining of the top-k high utility episodes (Rathore et al., 2016). However, it’s
worth noting that the employed techniques are relatively simple. While they estab-
lish a solid foundation and effectively demonstrate the feasibility of the proposed
approach, it can be further refined and improved.

In terms of the scope of thiswork, itmight be interesting to update the framework
to enable the processing of textual data. Section 5.3 provided an illustrative example
of utilizing the framework by inputting a novel where each sentence is divided into
sequences of Part-of-Speech. To handle data at the word or sentence level, modifica-
tions to the framework are necessary. When dealingwithwords or sentences, the vo-
cabulary of events grows exponentially in comparison to working exclusively with
Part-of-Speech. Establishing a notably high support value becomes crucial, even if
this could potentially restrict certain possibilities. The FEM-M step employs algo-
rithms that begin by generating candidate episodes, which are frequent elements.
By increasing the support (i.e., the minimum number of occurrences of a given se-
quence), the number of elements decreases, resulting in a narrower search space.
Setting the minimum frequency high enough enhances system efficiency but also
reduces a significant number of elements.

Another drawback to consider is that, unlike structured data such as log data,
frequency distributions of words follow Zipf’s law and are highly skewed, with few
very frequent lexical items and a large number of extremely rare ones (Lenci, 2018).
Zipf’s law states that the frequency of a word, F(w), is inversely proportional to its
rank, r(w), given the constants C and a:

F(w)
C

r(w)a (5.1)

The fuzzy matching metrics itself is problematic to handle with textual data. To
employ metrics and techniques capable of better modeling the semantics of the tex-
tual information becomes necessary. To address this, we can consider two strate-
gies. First, we may enhance event descriptions by incorporating supplementary
information and metadata, thus creating more robust representations for compari-
son using similarity metrics. Second, we can leverage learned event representations
through techniques commonly applied to natural languages, such as word embed-
dings (Lenci, 2008).

In future advancements, the concept of interesting text episode as described in
Chapter 2 will be further explored to enhance the utility of the proposed frame-
work from a Natural Language Processing perspective. An initial baseline in this
domain is given in the subsequent chapter, in which a simple approach to fake news
detection is presented, drawing inspiration from the TEF-M module discussed in
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the present chapter and the concept of information divergence given in the previ-
ous chapter.

5.6 Summary
In this Chapter, we discussed a two-step framework designed to mine sequences of
actions that have the potential to be automated.

In Section 5.1 the context in which the framework was developed is presented. It
is a project named AUTOMIA, which encompassed research, design, development,
and experimentation of a Robotic Process Automation (RPA) system, aimed at as-
sisting operators in executing tasks that are both highly repetitive and of low com-
plexity. A brief definition of Robot Process Automation is given, which is a solution
used in the context of the AUTOMIA project but that takes less importance in the
context of the presented work. Finally, the role of the Department of Information
Engineering of the University of Pisa in the project is explained.

Section 5.2 describes the proposed framework, based on two steps. The Frequent
EpisodeMiner step utilizes Frequent EpisodeMining algorithms for extracting all the
sequences of actions that occur with at least a minimum frequency. Then, the Target
Episode Finder exploits fuzzy string matching based on the Levenshtein distance for
filtering out the sequences that do not match established patterns.

Section 5.3 shows the evaluation of the proposed framework and, finally, in Sec-
tion 5.5 the strengths and weaknesses of the proposed framework are discussed.
Also, future directions are proposed. One important concept to highlight is that the
actual framework is not able to generalize from structured sequence data such as
log data to unstructured data such as textual ones. Improvements with a mixture of
data mining techniques and NLP approaches will be further employed.





Chapter 6

Case Study: Fake and Real news
dataset collection and Fake News
Detection with Information
Divergence

The problem of fake news detection remains still debated within the research com-
munity. It has received considerable diffusion in recent years, largely driven by the
uncontrolled proliferation of fake news across the internet and social media plat-
forms, particularly during critical and dramatic events such as the COVID-19 pan-
demic and the Ukraine-Russia conflict. The very definition of fake news continues
to be a matter of debate, as explored in Chapter 3, since it encompasses a signifi-
cant range of variations, including rumors, hoaxes, clickbait, and more. Fake news
impacts areas like information reliability and social media interactions.

Several definitions have been proposed for fake news and rumors. In this work,
we adhere to the comprehensive definition presented in Bondielli and Marcelloni
(2019), which encompasses the following characteristics. Firstly, fake news refers
to articles that are intentionally and verifiably false (Allcott and Gentzkow, 2017).
Thus, a key factor is their form as news articles, while a second important aspect
is related to the properties of intention and verifiability. Fake news is, in essence,
intentionally false content that can be confirmed as such, and that can potentially
mislead readers. A third noteworthy characteristic is that their primary mean of
dissemination is social media platforms (Bondielli and Marcelloni, 2019).

Fake news and rumors are often disseminated alongwith events relevant to pub-
lic opinion. Notably, these events encompass newsworthy occurrences, as exem-
plified in Zubiaga et al. (2018b). Two illustrative instances of such events are the
aforementioned COVID-19 pandemic and the Ukraine-Russia conflict. An essential
strategy in fighting the proliferation of fake news on social media is to consider how

93
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they relate to genuine, verified news concerning these pivotal events.
The majority of research in Fake News Detection approaches the problem as a

standard binary or multi-class classification task. Supervised models for classifi-
cation are usually trained on datasets containing fake and real news or rumor and
non-rumor social media posts, utilizing content-based or context-based features. It
is worth emphasizing the significant key limitations of this approach.

Classification-based approaches do not consider how to debunk fake news or
how to verify the information contained in real ones. After being trained on relevant
data, classifiers can reasonably predict whether a piece of news on a particular topic
is real or fake orwhether it’s a rumor or not. However, theymay not address the fun-
damental issue of confirming the accuracy of the information. Nevertheless, such
information could potentially prove invaluable, serving both research purposes and
the needs of everyday users.

One potential solution to this problem could involve addressing the tasks of
fake news and rumor detection while incorporating methods for performing fact-
checking. Fake news detection can be viewed as the inverse of fact-checking. While
the goal of fact-checking is to identify information supported by verified facts, fake
news, on the other hand, represents the exact opposite. A piece of fake news can
be considered as news that lacks factual support. Thus, it may be interesting to ex-
plore the characteristics of fact-checking systems and integrate their principles into
a fake news detection system. In particular, instead of aiming to definitively prove
something as false, it might be feasible to approach the task by recognizing informa-
tion that is substantiated by facts and consider other candidates as potentially fake.
Recently, computational-oriented fact-checking has garnered significant attention.
Researchers have begun to develop and train automatic fact-checking systems, such
as Passaro et al. (2020) and Shaar et al. (2021).

Another drawback to the classification approach in the Fake News Detection
problem is that key attributes of emerging fake news or rumors are greatly influ-
enced by the breaking news story with which they are associated. From a Data
Mining perspective, fake news can be viewed as an interesting episode, as previously
defined in Chapter 2. The entire breaking news story constitutes the sequence S
and encompasses the collection of all the scrutinized articles or social media posts.
An episode is represented by an individual article or social media post, comprising
a sequence of sentences conveying information. Given a manually collected set of
verified fake news and misleading claims, a fake news item (i.e., an interesting text
episode) is an article (i.e., an event) that is similar to one or more of the verified fake
news. Conversely, with a collected set of verified real news, a fake news item (i.e.,
an interesting text episode) is an article (i.e., an event) that exhibits a substantial
divergence from one or more of the verified real news.

The goal of this chapter is threefold. First, we propose a topic-orientedmethodol-
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ogy for collecting and labelling potentially fake and verified news from social media
for a given event. This approach aims to obtain real-world datasets that encompass
both real and fake news related to specific events, facilitating real-world-focused
analysis. Second, we adapt themethodology to collect a seconddataset that includes
both textual and visual elements, which is subsequently made available within the
context of the EVALITA Challenge known as MULTI-Fake-DetectiVE. The systems
proposed by the participants are then analyzed, and building upon the results ob-
tained by the participants in EVALITA, we employ a recent technique called Prompt
Tuning to continue the trajectory initiated by them. Third, we adapt the similarity-
based method described in Chapter 4 and the episode mining method in Chapter 5
to address the task. Finally, we provide an analysis of the results.

6.1 A novel dataset strategy collection: the Notre
Dame case

Most current methods for fake news and rumor detection consider the issue as a
classification task, often utilizing limited datasets. There have been some efforts
aimed at constructing extensive datasets, which we described in detail in Chapter 3.
However, this field still lacks a high-quality benchmark dataset (Shu et al., 2017)

Three key issues need to be addressed regarding the available fake newsdatasets.
First, most of these datasets are not primarily designed as resources for solv-

ing Fake News Detection tasks. They are often developed for different specific pur-
poses, such as fact-checking tasks or evaluating text credibility, and are subsequently
reused for fake newsdetection. Thismakes them insufficient andnot comprehensive
enough, particularly in recent yearswhen the prevalence of fake news has increased,
and they have become more realistic, similar to real ones.

Second, many approaches primarily focus on classifying real and fake news in
isolation. They rely on the surface or textual properties and the configuration of
their diffusion patterns. However, these approaches often do not take into consider-
ation the real news surrounding fake news. This choice can limit the generalization
capabilities of the systems. Such systems do not learn how to identify when a fake
news occurrence emerges in relation to real news or how to reason about fake news.
Instead, their primary objective is merely to differentiate between the characteris-
tics of fake and real news within the context of the provided dataset. Consequently,
these systems may exhibit a higher susceptibility to concept drift and may struggle
to generalize the concept of fake and real news in real-world scenarios.

Third, it is worth recognizing that there are several types of fake news, each with
varying degrees of deceitfulness. While some may be easily identifiable based on
their surface properties, the primary goal of fake news is to deceive readers. Most of
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them closely imitate the style and language of real news articles and are built on false
yet plausible information regarding real-world events. Detecting these types of fake
news requires more in-depth text understanding abilities and a broader knowledge
of the news story associated with the fake news.

In the following, we introduce a hybrid methodology designed for the collection
and labelling of news articles related to specific topics and subjects (Passaro et al.,
2022). Our proposed approach focuses on gathering data from social media plat-
forms concerning real-world events that are known to be susceptible to the dissem-
ination of fake news. To achieve this, we present a labelling method that leverages
crowdsourcing. This method is fast, reliable, and reasonably accurate in approxi-
mating expert human annotation. Our approach takes into account both the content
of the data, including the text of the articles, and contextual information related to
fake news within the context of a particular real-world event. The underlying prin-
ciple of this approach is that including contextual knowledge in a crowdsourcing
experiment is crucial for closely approximating expert human annotation.

We have applied this methodology to collect and annotate two datasets: the
Notre-Dame Fire Dataset and the MULTI-Fake-DetectiVE dataset. The latter was
part of our participation in organizing the EVALITA challenge.

Data Collection

The dataset is collected from social media posts, given a specific event. More pre-
cisely, since social media have been proven to be the most fertile ground for the
spread of fake or unverified information (Zubiaga et al., 2018b), we choose to col-
lect social media posts and news articles linked in such posts. In terms of practical
implementation, Twitter was chosen as the social media platform of reference, be-
cause it is one of themost widely studied social networks, particularly in the context
of rumors and fake news. Furthermore, at the time we were carrying out this work,
Twitter imposed fewer restrictions on researchers regarding the quantity and quality
of collected information, enhancing the feasibility of data acquisition.

We begin the process by identifying and collecting a set of posts related to a
specific subject, by searching for specific hashtags and keywords associatedwith the
target event. From the complete dataset, we eliminate posts that are directly shared
by international newspapers and news agencies, specifically those originating from
their official accounts. However, if these news items are subsequently retweeted or
shared by other users, they are retained in the dataset and subjected to subsequent
annotation and verification. All the retained tweets and news articles, which are
considered to potentially contain fake news, form the raw data for the topic-specific
dataset.
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Data Annotation
The labelling process involves the assignment ofReal and Fake labels to a set of tweets
and articles. To achieve this, we employ two distinct annotations. The objectives are
twofold: first, to acquire a definitive gold standard annotation for distinguishing be-
tween fake and real news, and second, to gain insights into the level of difficulty as-
sociated with detecting fake news in the absence of contextual knowledge. This op-
erational approach is executed through the execution of two separate crowdsourcing
tasks, namely respectively In-Context Annotation andOut-of-Context Annotation. The
two tasks are structured as follows:
In-Context Annotation: Participants in the crowdsourcing experiment are asked to

label posts and articles as fake or real news. To obtain a gold labelling, anno-
tators are provided with a manually selected list of known false news. The list
includes the initial source tweets or articles that initiated the fake news, as well
as concise descriptions of the fake news stories. These fake news are presumed
to have been definitively debunked, confirming their falsehood. Our intention
in furnishing annotators with contextual information about specific fake posts
is to enhance their ability to identify fake news in a broader sense. This in-
cludes not only the more straightforward cases but also the more intricate and
challenging instances of fake news that may be harder to discern. Formally,
given a piece of text t (article or post) related to a topic or story s (event or
public figure), and a list Fs of known fake news related to s, participants are
asked to decide whether t is fake or real.

Out-of-Context Annotation: In this scenario, participants are not provided with a
list of known fake or real news. Instead, they are taskedwith labelling the con-
tent as either real or fake solely based on their judgment, without any accom-
panying supporting information. This annotation establishes a baseline that
operates under the assumption that the participants have no prior knowledge
regarding the event or fake news being presented to them. Formally, given a
piece of text t (article or post) related to the topic or story s (event or public
figure), participants are asked to decide whether t is real or fake, without any
supplementary or additional supporting information.

In addition to the two initial annotations, we conducted a third annotation to
fact-check each piece of content. To perform this annotation we had unrestricted
access to time and resources, including the web.

The Notre Dame Fire dataset
The Notre Dame Fire dataset represents the first dataset we collected using the pro-
posed methodology. We chose the Notre Dame fire incident from April 2019 be-
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cause it served as a trigger for the proliferation of fake news on social media. Dur-
ing this period, a substantial amount of false information circulated on social media,
attributing blame for the fire either to the yellow vests or Islamic extremists, while
official sources consistently maintained that the fire was not deliberately set.

Table 6.1: Verified fake news collected for the Notre Dame Fire Event.

Context Fake News
A personworking on theNotre Dame cathedral
at the moment of the fire claims that it was de-
liberately started and not an accident.

“Notre Dame cathedral in Paris on fire, worker
claims it was deliberately started”

A fake account for CNN stated that the Notre
Dame fire was a terroristic attack.

“CNN can now confirm the Notre Dame fire
was caused by an act of terrorism”

A tweet claimed that an unmarked car was
found in Paris with gas tanks and Arabic doc-
uments inside. The news is actually real, but is
from 2015, and does not involve Notre Dame.

“Gas tanks and Arabic documents found in un-
marked car by Paris”

AMuslim girl was allegedly plotting to blowup
a car using gas canisters near the Notre Dame
cathedral for love.

“Muslim girl in search of love plotted to blow
up car packed with gas canisters near Notre
Dame Cathedral”

A fake FoxNews account presented a fabricated
tweet from Rep. Ilhan Omar (a Muslim Amer-
ican politician) saying “They reap what they
sow” in reference to Notre Dame.

“Ilhan Omar - They reap what they sow
#NotreDame”

An account tweeted a video of Notre Dame
burning with shouts of “Allahu Akbar” edited
over the video. Other similar videos were
shared after.

“Who yells Allah Ahkbar when they see an 850
yr old beloved and cherishedCatholic Religious
Monument that has a roaring, blazing fire com-
ing from it?”

A low-quality video of a person walking on the
outside of the cathedral was used to make false
claims about the fire, including that the per-
son shown was an “Imam” or a Yellow Vest
protester setting the fire.

“Notre-Dame: who is this person in yellow vest
on a tower?”

The Notre-Dame Fire (NDF) Dataset 1 includes news articles and tweets pro-
duced during the Notre-Dame fire of April 2019 (Passaro et al., 2022). NDF is a
subset of the whole dataset about the topic, obtained and labelled via crowdsourc-
ing on Prolific according to the methodology proposed. Specifically, all contents in
theNDFwere annotated twice via crowdsourcing, exploiting the out-of-context and
the in-context strategy for the annotation, and subsequently manually fact-checked
byus. This process resulted in a dataset annotated at three distinct levels: In-Context
annotation, Out-of-Context annotation, and manual annotation. The final label for
each item and task is determined by the majority vote (in the case of the crowd-

1The dataset is available at https://github.com/Unipisa/NDFDataset.

https://github.com/Unipisa/NDFDataset
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sourcing experiments) or the decision frommanual fact-checking (for the manually
fact-checked annotation).

Both the OOC and IC annotation tasks involved 20 participants each.
The two annotation methods produced different outcomes when assigning the

final class (fake or real) to each text piece. To determine the final class, we relied
on a majority vote. However, in certain cases, the assignment was uncertain due to
the even number of participants for each text (10 ratings per class). This suggests
that definitively determining whether a given text is disseminating fake news or not
based solely on the available data can be challenging.

The agreement among the Prolific annotators is evaluated using Fleiss’ Kappa
(Fleiss, 1971). It is a measure utilized to assess the agreement between two or more
raterswhen assigning categorical labels to a set of items. For Task 1, the agreement is
0.47. In Task 2, the agreement is 0.24. The observed low agreement can be attributed
to both the relatively high number of annotators and the inherent complexity of the
Annotation task, which is somewhat subjective in nature. Nevertheless, the results
are considered promising. The lower agreement between annotators observed in
the second task can be primarily attributed to its higher complexity. In fact, in this
task, annotators were not provided with any ground truth for the annotation.

The final datasets include 578 texts, where 87 are newspaper articles and 481 are
tweets. Figure 6.1 reports the class distribution across the annotation tasks. The real
news is represented by the blue regions, while the fake news is represented by the
orange areas. The data points with an uncertain majority vote in a specific rating
task are represented by the gray regions.

Evaluation of the methodology

Several experiments were conducted to assess the effectiveness of the annotation
methodology. They were explained in an in-depth analysis in Passaro et al. (2022).
In the present work, we discuss them shortly, focusing on the impact of the differ-
ent annotation methods on the performance of state-of-the-art classifiers using the
Notre-Dame Fire dataset, and on what emerges by analyzing the results obtained
with the experimentation of the IC method on the PHEME dataset. This last exper-
iment allows us to evaluate its robustness and effectiveness in contexts and events
that diverge from the ones already discussed.

Performance on BERT

Two BERT (Devlin et al., 2018) classifiers were fine-tuned, the first using the OOC
dataset and the second employing the IC dataset. Their performances are then eval-
uated to predict the labels of the manual fact-checked annotation. This evaluation
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Figure 6.1: The class distribution across the annotation tasks as mentioned in Pas-
saro et al. (2022). The rings correspond to the out-of-context (OOC), in-context
(IC), and manually-fact-checked (MFC) annotation levels, from the innermost to
the outermost.

allows us to evaluate the extent to which the IC annotation methodology can ap-
proximate a manually fact-checked annotation.

We performed 10-fold cross-validation to ensure that the proportion between
instances that belong to Fake and Real classes is similar in each fold.

The pre-trainedmodel used is bert-base-uncased. We used a batch size of 8 due
to computational limitations and the learning rate was set to 2e-5 following (Devlin
et al., 2018). For the other parameters, we maintained the default configuration in
the huggingface2 implementation.

The performances obtained for each classifier fine-tuned with the OOC and IC
datasets are shown in Tables 6.2 and 6.3. The overall accuracy is comparable for both
classifiers, but there are notable differences in their ability to identify fake news,
specifically in terms of the recall on the Fake class).

An additional experiment is performed by adding for each training fold 7 in-
stances belonging to the Fake class that correspond to the context used by the raters
in the IC rating task. The fine-tuning with the IC dataset determines an improve-
ment in the classifier performance. Conversely, in the case of the OOC dataset, the
performances degrade. This could be attributed to the different linguistic cues and

2https://huggingface.co/
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accuracy 0.823
weighted avg precision 0.831
weighted avg recall 0.823
weighted avg f1-score 0.823
macro avg precision 0.786
macro avg recall 0.783
macro avg f1-score 0.779
class Real precision 0.881
class Real recall 0.873
class Real f1-score 0.875
class Fake precision 0.692
class Fake recall 0.693
class Fake f1-score 0.682
Table 6.2: Performance obtained by the
BERT classifier trained with the OOC
annotated dataset.

accuracy 0.824
weighted avg precision 0.843
weighted avg recall 0.824
weighted avg f1-score 0.828
macro avg precision 0.792
macro avg recall 0.817
macro avg f1-score 0.797
class Real precision 0.911
class Real recall 0.835
class Real f1-score 0.870
class Fake precision 0.673
class Fake recall 0.799
class Fake f1-score 0.725

Table 6.3: Performance obtained by the
BERT classifier trained with the IC an-
notated dataset.

complexity of the data points already present in the training set. As a result, the
classifier exhibited a decrease in its generalization capability for the fake news class.
The results obtained are shown in Tables 6.4 and 6.5.

Evaluation on a simulated dataset

In order to assess the effectiveness of the IC methodology, we applied it in a differ-
ent context and with a different event. To the best of our knowledge, at the time
we conducted these experiments, no other datasets focused on real-world events
were available. Hence, we decided to simulate our target real-world scenario by
re-annotating a dataset that already existed. We used the PHEME dataset, origi-
nally gathered for rumor detection and veracity classification (Zubiaga et al., 2016a,
2017). PHEME contains Twitter conversation threads related to nine real-world events.
Each conversation is based on a source tweet that propagates a rumor, and its re-
sponses, supporting, or denying it. Each instance includes a binary class (rumor,
non-rumor), and all the rumors are clustered into stories by expert journalists, each
classified as true, false, or unverified (Zubiaga et al., 2016a, 2017).

We selected the tweets that belong to a specific event included in the PHEME
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accuracy 0.804
weighted avg precision 0.818
weighted avg recall 0.804
weighted avg f1-score 0.8
macro avg precision 0.768
macro avg recall 0.766
macro avg f1-score 0.752
class Real precision 0.871
class Real recall 0.862
class Real f1-score 0.862
class Fake precision 0.664
class Fake recall 0.671
class Fake f1-score 0.643
Table 6.4: Performance obtained by the
BERT classifier trained with the OOC
dataset + seven known fake news.

accuracy 0.849
weighted avg precision 0.865
weighted avg recall 0.849
weighted avg f1-score 0.852
macro avg precision 0.817
macro avg recall 0.848
macro avg f1-score 0.826
class Real precision 0.933
class Real recall 0.847
class Real f1-score 0.887
class Fake precision 0.7
class Fake recall 0.849
class Fake f1-score 0.765

Table 6.5: Performance obtained by
the BERT classifier trained with the IC
dataset + seven known fake news.

dataset: the Charlie Hebdo attack of January 7, 2015. The categories included in
the dataset are then used to infer the verified fake news (i.e. the context for the
annotators). We provided the annotators with 9 context fake news, and we asked
them to annotate 262 tweets. To ensure representative samples for both real and fake
news, we selected real examples from non-rumor tweets, and fake ones from all the
rumors that were verified as fake.

We collected the ratings through a Prolific experiment and then we fine-tuned
a BERT (Devlin et al., 2018) classifier with the same parameters as the previous
experiments. In the following, we refer to this annotation as PHEME-IC. We also
collected a PHEME-OOC following the same procedure described in 6.1.

As for the first experiments, we used PHEME-IC and PHEME-OOC annotated
data to fine-tune the classifier and we challenged the system to predict the original
PHEME labels. Tables 6.6 and 6.7 report the obtained results.

To obtain manually fact-checked labels similar to those in the NDF dataset, we
conducted an additional roundofmanual annotation. In a similarway to themanual
annotation process for theNDFdataset, the use of additionalweb sources is allowed.
This additional annotation is referred to as PHEME-MFC. The performances of the
two classifiers in predicting the PHEME-MFC labels are reported in Tables 6.8 and
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accuracy 0.642
weighted avg precision 0.419
weighted avg recall 0.642
weighted avg f1-score 0.506
macro avg precision 0.321
macro avg recall 0.500
macro avg f1-score 0.389
class Real precision 0.642
class Real recall 1.000
class Real f1-score 0.779
class Fake precision 0.000
class Fake recall 0.000
class Fake f1-score 0.000
Table 6.6: Performance obtained by
the BERT classifier trained on PHEME-
OOC and tested on the PHEME origi-
nal labels.

accuracy 0.727
weighted avg precision 0.752
weighted avg recall 0.727
weighted avg f1-score 0.724
macro avg precision 0.717
macro avg recall 0.705
macro avg f1-score 0.695
class Real precision 0.813
class Real recall 0.753
class Real f1-score 0.768
class Fake precision 0.620
class Fake recall 0.658
class Fake f1-score 0.623

Table 6.7: Performance obtained by the
BERT classifier trained on PHEME-IC
and tested on the PHEME original la-
bels.

6.9.
The results indicate that the OOC annotation method is inadequate for the task.

This observation is consistent with the findings from the previous experiment. The
reason is that the IC annotation scheme, where raters are provided with more con-
textual information about potential fake news, aids in generating more consistent
labels compared to the dataset labelled by the expert. This contributes to improved
classifier performance in the "Fake" class, a pattern evident in both the NDF and
PHEME datasets.

6.2 The application of the strategy in a realword
scenario: MULTI-Fake-DetectiVE

The problem of fake news has gained significant attention in recent years, leading
to the development of several approaches that focus on different aspects, including
texts, social network structures, temporal information, or a combination of these fac-
tors (Bozarth and Budak, 2020). Text is the most common medium for spreading
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accuracy 0.481
weighted avg precision 0.240
weighted avg recall 0.481
weighted avg f1-score 0.318
macro avg precision 0.240
macro avg recall 0.500
macro avg f1-score 0.322
class Real precision 0.481
class Real recall 1.000
class Real f1-score 0.645
class Fake precision 0.000
class Fake recall 0.000
class Fake f1-score 0.000
Table 6.8: Performance obtained by
the BERT classifier trained on PHEME-
OOC and tested on PHEME-MFC.

accuracy 0.743
weighted avg precision 0.781
weighted avg recall 0.743
weighted avg f1-score 0.734
macro avg precision 0.774
macro avg recall 0.739
macro avg f1-score 0.727
class Real precision 0.710
class Real recall 0.844
class Real f1-score 0.757
class Fake precision 0.838
class Fake recall 0.635
class Fake f1-score 0.698

Table 6.9: Performance obtained by the
BERT classifier trained on PHEME-IC
and tested on PHEME-MFC.

disinformation. However, the inclusion of images in misleading content can en-
hance the perceived credibility of the text, as images can be manipulated to deceive
readers or attract a larger audience on social media.

Despite the potential of different modalities in influencing the spread of disin-
formation and fake news, the role of multimodality has not received as much at-
tention (Alam et al., 2021). While some efforts have been made in this direction
(Dimitrov et al., 2021; Kiela et al., 2020) creating models that effectively combine
multiple modalities for fake news detection remains a significant challenge in the
field. Additionally, there’s a need for datasets that encompass various modalities
and different sources of fake news (Alam et al., 2021).

We created two datasets of fake news that include both textual and visual con-
tent. To collect and label data, we applied the ICmethodology previously described.
Both datasets are collected and made publicly available in the context of the shared
task, named MULTI-Fake-DetectiVE, proposed during the EVALITA 2023 Evalua-
tion Campaign. The task focuses on the automatic detection of fake news in a mul-
timodal setting including texts and images. It is divided into two specific subtasks.
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Subtask 1: Multimodal Fake News Detection

The first subtask was structured as a multi-class classification problem in a multi-
modal setting, defined as follows: given a piece of content c = ⟨t, v⟩which includes
a textual element t and a visual element v (i.e., an image), classify it as being one
of the following labels on a scale: “Certainly Fake", “Probably Fake", “Probably Real",
“Certainly Real". The labels refer to the entire content, and not to the single element
(i.e. text or image). A piece of news could still probably (or certainly) be fake news
even if it includes a real image (for example, in a misleading context).

The labels are defined as follows:

Certainly Fake: news that is most certain to be fake, whatever the context.

Probably Fake: news that is still likely to be fake, but may include some real infor-
mation or at the very least be somewhat credible.

Probably Real: news that is very credible but still retains some degree of uncer-
tainty regarding the information provided.

Certainly Real: news that is most certain to be real and incontestable, whatever the
context.

Either of the two components, or both, can be leveraged to make the final pre-
diction. Participants are encouraged to develop multimodal models for the task.

The dataset collected focuses on the Ukrainian-Russian war and includes social
media posts and news articles, containing both textual and visual components in a
time frame going from February 2022 to December 2022, and is split into a training
set and two test sets:

Training Set: It includes data from February 2022 to September 2022.

Test Set (Official): It includes data from October 2022 to December 2022. It was
created to provide a more realistic and challenging scenario for evaluating the
performance of participating systems in classifying fake news and misleading
content. Indeed, different time frames can determine different data distribu-
tions.

Test Set (Additional): an additional batch of test data includingdata from the same
time window as the training set. It was created to give a picture of how par-
ticipating systems are adaptable to changes in context over time.
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C.F. P.F. P.R. C.R.

Train 153 219 476 199
Test (official) 16 52 106 21
Test (additional) 27 58 101 32
Total 196 329 683 252

Table 6.10: Dataset size for sub-task 1.

Misl. Not Misl. Unrel.

Train 373 546 417
Test (official) 45 75 99
Test (additional) 67 84 89
Total 485 705 605

Table 6.11: Dataset size for sub-task 2.

Subtask 2: Cross-modal relations in Fake and Real News

The second subtask was aimed at assessing how the textual and the visual elements
relate to each other in the context of fake and real news. We aimed to understand
how multimodality in fake and real news can influence the interpretation of the
content relating to specific modalities, and the whole news.

The task was formulated as a three-class classification problem, and is defined
as follows: given a piece of content c = ⟨t, v⟩ which includes a textual element t
and a visual element v, determine whether their combination is misleading or not
misleading in the interpretation of the information given by their elements, or the
two are unrelated. The three classes are defined as follows:

Misleading: The image or the text is misleading of the information in the other
modality or overall.

Not Misleading: The image and the text are related to each other, support the over-
all information provided, and are not used with misleading intent.

Unrelated: The image and the text are unrelated to each other in a meaningful way.
This absence of a relationship does not result in varied interpretations of the
information in any way.

The dataset focuses on the same event as the first subtask, i.e., the Ukrainian-
Russian war, at the same time frame going from February 2022 to December 2022.
It is split into a training set and two test sets in a similar way.

Tables 6.10 and 6.11 report sizes and class distribution of the dataset for the first
and second subtasks. In the first one, we computed the average Spearman corre-
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Rank TEAM-RUN F1-Score

1 Polito-P1 0.512
2 extremITA-camoscio_lora 0.507
3 AIMH-MYPRIMARYRUN 0.488
4 Baseline-SVM_TEXT 0.479
5 Baseline-SVM_MULTI 0.463
6 Baseline-MLP_TEXT 0.448
7 Baseline-MLP_IMAGE 0.402
8 HIJLI-JU-CLEF-Multi 0.393
9 Baseline-SVM_IMAGE 0.386
10 Baseline-MLP_MULTI 0.374

Table 6.12: Sub-task 1 - Official Test Set.

Rank TEAM-RUN F1-Score

1 extremITA-camoscio_lora 0.464
2 PoliTo 0.460
3 extremITA-it5 0.348

Table 6.13: Sub-task 1 - Additional Test Set.

lation coefficient between annotator pairs, as inter-annotator agreement, because of
the ordered nature of the labels, obtaining a correlation of 0.43 (σ = 0.04). In the
second sub-task, we instead employed Fleiss’ Kappa obtaining k = 0.25

Participants to the task

A total of four teams with their systems participated in MULTI-Fake-DetectiVE. All
of them participated in sub-task 1, and only two also participated in sub-task 2. Two
proposed approaches are truly multimodal, and are Polito (D’Amico et al., 2023),
and AIMH (Puccetti and Esuli, 2023), and the other two are text-oriented: Extrem-
ITA (Hromei et al., 2023), andHIJLI-JU-CLEF (Sarkar et al., 2023). All of themwere
evaluated against each a set of baseline models, which were a Support Vector Ma-
chine (SVM) and a Multi-Layer Perceptron (MLP), with three different feature sets
as the baseline models:

Text-only features extracted with a multilingual BERT model (Devlin et al., 2018).

Image-only features extracted with ResNet-18 (He et al., 2016).

Multimodal features obtained by concatenating the two type of features.

Tables 6.12 and 6.13 show the results of each system and baselines on the Of-
ficial and Additional test sets, for the sub-task 1. The results obtained by the two
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Rank TEAM-RUN F1-Score

1 Polito-P1 0.517
2 Baseline-MLP-TEXT 0.506
3 Baseline-SVM-TEXT 0.482
4 Baseline-MLP-MULTI 0.461
5 Baseline-SVM-MULTI 0.442
6 Baseline-SVM-IMAGE 0.436
7 AIMH-MYPRIMARYSUB 0.421
8 Baseline-MLP-IMAGE 0.373

Table 6.14: Sub-task 2 - Official Test Set.

systems that participated in the Official test set also for sub-task 2 are detailed in
Table 6.14. Only the PoliTo participated in the Additional evaluation, obtaining a
weighted average F1-Score of 0.51.

These results suggest thatmultimodal fake newsdetection and cross-modal anal-
ysis of images and texts in the context of fake news are two rather challenging tasks,
both for participants and annotators, as the agreement metrics demonstrate. Even
the best-performing systemswere not able to significantly improve over the baseline
model results.

In sub-task 1, only two out of the four participating systems could be regarded as
truly multimodal, as they explicitly incorporate image-level features by leveraging
an image encodermodel. These systems have a similar architecture, both employing
a dual encoder architecture with a classification layer (Gan et al., 2022). Both ap-
proaches chose to use a ViT image encoder but trained on different data. For text en-
coding, the AIMH system employs RoBERTa for English translations and an Italian
version of BERT for original texts. The PoliTo team uses the FND-CLIP text encoder,
which is based onGPT. They also propose extensions, by including sentiment-aware
text features and image transformations, reporting increasing performance with all
of them, with the ensemble classifier performing best (D’Amico et al., 2023)

The last two systems are both text-only. HIJLI-JU-CLEF considers the automat-
ically generated caption of the images, shifting the problem to a text-only scenario.
ExtremIta is a text-only architecture based on LLaMA, using a few-shot prompting
approach.

The results of sub-task 1 do not highlight an evident advantage of a multimodal
approach over a uni-modal one. Two out of the three models that gain an outper-
forming score with respect to all the baselines are multimodal. However, the best
model was the text-only based on LLaMA.

While using both images and text can help identify fake or real news, it seems
that a large part of the key information that solves the task is contained in the textual
element. If we assume this, it becomes easier to understand how model scale also
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plays a crucial role in performances. It is underlined by the fact that only the Large
Langauge Model (LLM), among the participants, gets a score close to the perfor-
mances of more refined approaches in a few-shot setting via prompting.

Experiments

The emergence and spread of Large Language Models certainly cannot be ignored,
and it would be interesting to explore a scenario other than the zero-shot one.

In the followingwepresent preliminary experiments conductedusing theMULTI-
Fake-Detective dataset, employing the prompt tuning technique with a pre-trained
BERT model. Note that due to computational and time constraints, we employed
a smaller model. The following results offer an initial insight into the performance
of the prompt tuning technique when applied to Fake News Detection, treated as a
multi-class classification task. These results can be compared with the previously
mentioned baselines and serve as a baseline for future research in this field. Our
future endeavors will involve exploring larger models, specifically large pre-trained
Vision-Language models augmented with additional features.

Table 6.15 reports the performance in terms of F1-score for all the experiments
conducted. It is evident that the results, while not exceptionally high, align with the
EVALITA task baselines.

Table 6.15: Prompt tuning result

Model Test Additional Test

Normal 0.46 0.46
Initial text prompt 0.37 0.32

Initial text prompt with source 0.35 0.36
Daataset improved with source 0.41 0.37

Respectively, from the first to the last row in the Table, the experiments per-
formed are:

• Prompt Tuning is performed by initializing the configuration of the prompt
to learn with 30 virtual tokens and, as initial text: "Classify if the text is Cer-
tainly Fake (0), Probably Fake (1), Probably True (2), Certainly True (3):". The
classifier is evaluated with both the test sets (normal and additional).

• Prompt Tuning is performed by initializing the configuration of the prompt to
learn with 150 virtual tokens and, in conjunction with the previous text, a list
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Figure 6.2: Normal Standard Figure 6.3: Normal Additional

of all the descriptions of the verified fake news (i.e. the fake news utilized by
the annotators as context) is provided.

• Prompt Tuning is performed by initializing the configuration of the prompt to
learn with 150 virtual tokens and, in conjunction with the previous text, a list
of all the source texts of the verified fake news (i.e. the fake news utilized by
the annotators as context) is provided.

• Prompt Tuning is performed by initializing the configuration of the prompt to
learn with 30 virtual tokens and all the source texts of the verified fake news
(i.e. the fake news utilized by the annotators as context) are added in the
training set, with the class "0" (i.e. "Certainly Fake").

We observe that the overall performance is relatively low, with the highest F1-
score achieved by the first classifier, initialized only with the basic prompt. It ap-
pears that as the complexity of the initial text increases, the model’s classification
accuracy decreases.

As for the performance on the specific classes, the confusion matrices for all the
experiments are reported in Figures 6.2 and 6.3 for the first experiment, in Figures
6.4 and 6.5 for the second experiment, in Figures 6.6 and 6.7 for the third experiment,
and finally in Figures 6.8 and 6.9 for the last experiments. All the confusionmatrices
provide evidence that the easiest class to predict is the ’ProbablyReal’ one, withmost
of the other classes being frequently confused with it.

A noticeable trend indicates an increase in the classification of the ’Certainly
Fake’ class in the additional test set. This is likely because this test set was collected
within the same time frame as the training set, which probably contains more simi-
lar fake content. Our findings suggest that the problem remains open, and moving
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Figure 6.4: Prompt description Standard Figure 6.5: Prompt description Addi-
tional

Figure 6.6: Prompt Source Standard Figure 6.7: Prompt Source Additional

forward, it may be valuable to combine the strengths of the best-performing ap-
proaches. For instance, we could focus onutilizing large pre-trainedVision-Language
models augmented with additional features, such as available emotive resources
(Passaro and Lenci, 2016), either through fine-tuning or appropriate prompt tun-
ing/engineering.

Given the ongoing challenges posed by deceptive ormisleading content on social
media, we believe that an effective understanding and modeling of this complex
problem can be highly beneficial in fighting online disinformation.
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Figure 6.8: Dataset Source Standard Figure 6.9: Dataset Source Additional

6.3 Fake News Detection and information divergence
Many existing fake news detection approaches rely on binary or multi-class clas-
sifiers trained to differentiate between fake and real news, employing deep learn-
ing algorithms. They assume that specific features can consistently distinguish fake
news from real news, independently of the context. However, classifiers trained on
particular datasets often display reduced performance when tested across different
domains and timeframes, revealing their limitations.

We believe that an approach based on information divergence and the compari-
son of claims with ground truth could offer a promising method to model the prob-
lem. This approach operates under the assumption that suspicious and potentially
fake news contains elements of information not found in a ground truth related to
the real-world event it describes. The concept aligns with the notion that fake news
often emerges by altering aspects of real-world events to manipulate the narrative
surrounding them or inventing entirely fictional events. The idea is to validate each
claim by comparing it with the information contained in the ground truth. The
higher the information divergence, the greater the likelihood that the claim is po-
tentially fake.

However, successful implementationwould require access to a trustworthy ground
truth dataset, which may not always be readily available or easily obtainable. Addi-
tionally, defining appropriate measures of information divergence and developing
effective algorithms for this purpose are important challenges to address. Nonethe-
less, this approach offers a novel perspective on fake news detection, focusing on
the semantic differences between claims and trusted sources.

In the following, we conduct preliminary experiments to establish a baseline for
future research in this area. We have developed a framework inspired by the second
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Figure 6.10: Flowchart of the Information Divergence based fake news detection
methodology

step of the methodology presented in Chapter 5 for the action-logs, known as the
Target Episode Finder (TEF-M). This framework applies the concept of Information
Divergence computed at the sentence level, similar to the classification methodol-
ogy employed in the News Collector system described in Chapter 4. It is impor-
tant to note that TEF-M identifies the most significant episodes by utilizing a set
of patterns known as archetype patterns and making comparisons using similarity
metrics. In the context of the action-logs, we employed fuzzy stringmatching. How-
ever, addressing the fake news detection problem requires more precise modelling
of natural language events, specifically textual data. In this regard, we utilize the
cosine similarity of sentences, in a way similar to what is described in Chapter 4.
The flowchart of the approach is shown in Figure 6.10.

The goal is, given a new piece of content, establish if it is fake or real. Firstly, the
piece of text is preprocessed. Hashtags were deleted from the text. If it is composed
of multiple sentences (i.e. it is a newspaper article), sentence splitting is performed,
and sentence-BERT is applied for each sentence to generate reliable representations.
Otherwise (i.e. it is a tweet) sentence-BERT is applied directly.

At this point, a Target Sentence Labelling phase is performed. All the sentences
that compose the target news are compared with all the sentences of the ground-
truth texts, which are the equivalent of archetypical patterns, in AUTOMIA. They
are a list of verified news (or tweets propagating news) that are definitely true. All
the pairs of sentences (target-archetypic news) are compared against a similarity
measure (cosine) and the maximum value is considered. Then, the Fake News De-
tection is performed. If there is at least one pair whose cosine exceeds a similarity
threshold, the information divergence between the two texts is considered not high
enough to label the target as fake news.
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We tested this strategy by exploiting the dataset collected and labelled using the
in-context methodology, described in Section 6.1 of this Chapter. Seven real news
and/or tweets were selected as ground truth, among those that were labelled as real
by both Prolific users and the gold annotation. The resulting dataset was split into
training and test sets (0.4%). The training set was used to select the best threshold,
among a selection of values. The threshold that generated better performance in the
training phase was used in the testing phase. Table 6.16 reports the results in terms
of f1-score on all selected threshold values.

Threshold F1-Score

0.5 0.66
0.6 0.70

0.7 0.55
0.8 0.41

Table 6.16: f1-score for all the thresholds in the training phase

The threshold value selected during the testing phase is 0.6. The results are
shown in the Table 6.17.

Metric Score

f1-score avg 0.74

f1-score Fake 0.70
f1-score Real 0.76
Recall Fake 0.81
Recall Real 0.69

Precision Fake 0.62
Precision Real 0.86

Table 6.17: Performances for all the test phase, with 0.6 as threshold, real-based

The results obtained are promising, especially when considering that the simi-
larity measure used, cosine similarity, is a coarse metric and has several limitations.
Dealingwith sequences of varying lengths can be challenging, and it results in some
information loss. For instance, sentences like ’Pietro shot Veronica’ and ’Veronica
shot Pietro’ receive a very high cosine similarity score.

The same experiment was also conducted using verified fake news as ground
truth, which is the same dataset used by the Prolific annotators as context. However,
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when trying the same approach in reverse, the results were much less promising, as
shown in Table 6.18.

Metric Score

f1-score avg 0.61

f1-score Fake 0.70
f1-score Real 0.44
Recall Fake 0.74
Recall Real 0.40

Precision Fake 0.66
Precision Real 0.49

Table 6.18: Performances for all the test phase, with 0.5 as threshold, fake-based

Finally, we report the same experiment, by using the real news as ground truth,
exploiting the simulated dataset based on PHEME as described in Section 6.1, in
order to apply the methodology in a different context and with a different event.
Again, we split the dataset into training and test sets (0.4%) and used the training
set to select the best threshold. The training phase is shown in Table 6.19

Threshold F1-Score

0.5 0.64

0.6 0.54
0.7 0.38
0.8 0.30

Table 6.19: f1-score for all the thresholds in the training phase for the PHEME sim-
ulated dataset

The selected threshold is 0.5, and the performances on the test set are shown in
Table 6.20

We are confident that an approach that delves into the meaning of words and
sentences, while harnessing the relationships between the content of real and fake
news to distinguish between them, may provide a promising modelling approach
for this problem. We can view it as an approach based on information divergence
between the news to be debunked and the real and verified story, which could prove
to be an intriguing method. The preliminary experiment reported here serves as a
baseline and a starting point. In the future, our focus will be on better modeling
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Metric Score

f1-score avg 0.63

f1-score Fake 0.33
f1-score Real 0.75
Recall Fake 0.29
Recall Real 0.79

Precision Fake 0.38
Precision Real 0.71

Table 6.20: Performances for the PHEME test phase, with 0.5 as threshold

which types of information to use, going beyond the use of simple cosine as a simi-
larity measure. We aim to provide a divergence-aware metric (i.e., How different is
this target news from the reference one?), improve scalability and generalization to
new scenarios, and approach the problem on a broader scale, rather than as a binary
(or multi-class) classification task.

6.4 Discussion
In this Chapter, a novel methodology for collecting and labeling datasets contain-
ing fake and real news has been introduced. The proposed method is specifically
tailored for real-world applications that may necessitate a rapid domain adapta-
tion. The collection strategy starts from social media platforms and encompasses
the gathering of both social media data and associated newspaper articles. The ef-
fectiveness of this approach has been assessed exploiting a dataset that comprises
real and fake news pertaining to the Notre Dame Fire of 2019. Furthermore, the
methodology has been successfully adapted to a multimodal dataset related to the
Ukraine-Russian war.

Our annotation process leverages contextual data, specifically focusing on previ-
ously identified instances of fake news related to the topic. The objective is twofold:
to accelerate the labelling process and to enhance the quality of the labelled data.
This approach underscores the challenges associated with utilizing conventional
crowdsourcing settings for tasks that are inherently subjective. Overcoming these
limitations entails furnishing all raterswith sufficient contextual knowledge pertain-
ing to the subject matter.

Furthermore, our research underscores the ongoing necessity for further inves-
tigation of particularly complex fake news, which remain invisible and challenging
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to detect for both human annotators and automated detection systems.
We believe that an approach that delves into the semantic nuances of words and

sentences, while also leveraging the interrelations between the content of real and
fake news to discern between them, is a promising strategy for this issue. This can be
conceptualized as an approach based on information divergence between the news
articles to be debunked and the authentic and verified narratives, presenting an in-
triguing avenue to explore. In this Chapter, we have conducted a preliminary ex-
periment that serves as a foundational baseline. Moving forward, we will focus on
refining themodelling techniques to determinewhich types of information aremost
pertinent, overcoming the utilization of simple cosine similarity measures. We aim
to develop a divergence-aware metric to better evaluate the extent of difference be-
tween the target news and the reference one. Our aim is also to enhance scalability
and adaptability to novel scenarios, and address the problem from a broader per-
spective rather than framing it solely as a binary or multi-class classification task.

6.5 Summary
In this Chapter, in Section 6.1 we proposed a topic-oriented methodology for the
collection and labeling of potentially fake and verified news from social media re-
lated to a specific event. This approach is designed to create real-world datasets
that encompass both genuine and fake news regarding particular events, facilitat-
ing real-world-oriented analysis.

In Section 6.2 we exploited the methodology to create a second dataset that in-
cludes both textual and visual components, which is subsequentlymade available in
the context of the EVALITA Challenge known as MULTI-Fake-DetectiVE. The sys-
tems proposed by the participants are then discussed, and building upon their re-
sults, we employ a recent technique called Prompt Tuning to further advance the
work initiated by them.

Finally, in Section 6.3 we adapt the similarity-based method detailed in Chapter
4 and the episode mining approach in Chapter 5 to address the task, presenting an
analysis of the results.





Chapter 7

Conclusions and future directions

The goal of the present workwas to explore the concept of episode derived fromData
Mining in a wider sense, with a particular focus on a Natural Language Processing
perspective. In order to do this, the concept of interesting text episodewas introduced
in Chapter 2. Starting from the definition of episode given in the Frequent Episode
Mining field, we defined the interesting text episode as a sub-sequence of a longer
sequence S that fulfills the conditions specific to the task at hand. For instance, in
the context of Fake News Detection, the sequence S represents the collection of all
the examined articles or social media posts. Each distinct article or social media post
constitutes an episode, composed of a sequence of sentences conveying information.
An interesting text episode refers to a particular newspaper article or social media post
that has been identified as Fake News.

Three main scenarios have been investigated, with two of them falling within
the domain of Natural Language Processing, and the third in the domain of Data
Mining.

Firstly, in Chapter 4 a system that employs cosine similarity based on Sentence-
BERT embeddings to classify all the sentences from target newspaper articles as
Similar, Different, and Very Different with respect to sentences in a reference article
is presented. This system serves as a case study that implements amethod to extract
and highlight novel information from one text given another, or, in other words, to
detect information divergence between two or more texts. From the episode mining
perspective, the text episode we aimed to mine consisted of a piece of information
in the form of a set of sentences, which constitutes a sub-sequence within the larger
sequence of articles. We evaluated the system, especially the information divergence
methodology, by comparing its predictions with human judgments and with the
predictions of twoBERT-based classifiers in both amodel-tuning andprompt-tuning
scenario. The results obtained were promising.

Secondly, in Chapter 5 a two-step framework formining sequences of actionswas
described as part of the AUTOMIA project. This project encompassed research, de-
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sign, development, and experimentation of a Robotic Process Automation (RPA)
system aimed at assisting operators in executing tasks that are highly repetitive
and of low complexity. The proposed framework is based on two steps: the Fre-
quent Episode Miner step, which, given a long sequence of action logs, utilizes Fre-
quent Episode Mining algorithms to extract all sequences of actions occurring with
at least a minimum frequency, and the Target Episode Finder step, which leverages
fuzzy string matching based on the Levenshtein distance to filter out sequences that
do not match established patterns. A discussion about the utilization of a similar
framework with textual data was conducted, highlighting that in its current form, it
cannot generalize from structured sequence data, such as log data, to unstructured
data, such as textual content.

Thirdly, in Chapter 6, we delve into the fake news detection problem, a task that
has gained significant prominence in recent years, primarily due to the uncontrolled
proliferation of fake news on the internet and social media platforms. The very def-
inition of fake news remains a subject of debate, as it encompasses a broad spec-
trum of variations, including rumors, hoaxes, clickbait, and more. In this context,
we described a topic-oriented methodology for collecting and labelling fake and
verified news from social media for specific events. This approach aims to create
real-world datasets that encompass both real and fake news related to these events,
enabling real-world-focused analysis. Additionally, we adapted the methodology
to collect a second dataset that includes both textual and visual elements, which is
subsequently made available within the context of the EVALITA Challenge known
as MULTI-Fake-DetectiVE. We then analyzed the systems proposed by the partici-
pants. Building upon the results obtained by the participants in EVALITA, we em-
ployed a recent technique called Prompt Tuning to continue the trajectory initiated
by them. Finally, we adapted the similarity-based method described in Chapter 4
and the episode mining method in Chapter 5 to address the task. This approach
offers a way to explore and combine strategies from both data mining and textual
similarity fields.

Regarding the first case study, specifically the similarity-basedmethod for detect-
ing information divergence, the method and the system in which it is implemented
represent an initial step toward the ultimate goal of enabling users to discover novel
and relevant information. We plan to further enhance this system in future work. In
particular, we intend to explore alternative similarity metrics and classification al-
gorithms to better address the challenge of semantic similarity between sentences.
We have a strong conviction that this methodology can be applied from various new
perspectives. We believe that an approach based on information divergence and the
comparison of claims with ground truth could offer a promising method for mod-
eling the problem of Fake News Detection. The framework described in Chapter 6
could be a valuable starting point.
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Thepresentedwork has tried to demonstrate the usefulness of amultidisciplinary
approach in addressing several problems by drawing a common thread that inter-
sects across different domains. The concept of episode is explored from both its data
mining definition (developing the Frequent Episode Mining framework) and in a
traditional Natural Language Processing context (such as the semantic textual sim-
ilarity task). Subsequently, these two aspects are merged to provide a baseline for
tackling a more complex problem from a novel perspective, namely, the fake news
detection task.
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