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Abstract

Steam turbines play a key role in the world energy scenario since

they are widely used, as thermal engines, in fossil-fueled, nuclear, and

concentrated solar power plants. The most recent trends in steam turbine

design practice are, therefore, strongly related to the development of the

energy market, which is even more oriented towards a fast renewable

energy expansion. As a direct consequence, due to intrinsic variability

of the green-energy resources, the steam turbines address the need to

increase their flexibility to ensure the stable functioning of the power grid.

Increasing the flexibility of conventional power plants usually involves

retrofitting certain components, for instance, new high-performing low-

pressure blades are coupled with a standard exhaust hood. The latter

has a great influence on the overall turbine performance since it converts

the residual kinetic energy of the flow which leaves the last stage into

static pressure increasing the last-stage power output. In most steam

turbines, the exhaust hood has a radial shape to reduce the overall length

of the component, however, this solution leads to a complex aerodynamic

behavior since the flow turns by 90 deg in a very short distance and this

generates highly rotational flow structures which are the main source of

losses within this component. The retrofitting of the new blades with

an “old” exhaust hood might drastically affect the pressure recovery

performance due to the strong coupling between these components, reason

why it should be associated with a re-design of the exhaust hood to ensure

high performance. In this context, this work deals with the development of

a design approach for the steam turbine exhaust hood aimed at maximizing

vii
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the pressure recovery performance, for a defined last stage geometry,

through CFD modeling. Due to the already mentioned strong coupling

between the last stage and the exhaust hood, it is necessary to consider

the presence both in the fluid domain. However, modeling the unsteady

full 3D turbine stage coupled to the exhaust system results in a remarkable

number of grid elements with a significant computational effort and it

cannot be applied to an optimization strategy that requires a high amount

of numerical simulations, it has been used only in the final part of this

work to investigate the off-design conditions where the flow unsteadiness

must not be neglected. For the optimization strategy different simplified

interfaces have been tested, among these, the mixing plane interface has

been selected as the best trade-off between accuracy and computational

effort. The presented numerical approach has been applied to an exhaust

hood manufactured by Baker Hughes. As baseline geometry, a standard

exhaust system has been designed however it shows low-pressure recovery

performance confirming the risks of retrofitting. By performing detailed

aerodynamic post-processing of the baseline geometry results, the main

issues of such geometry have been detected and consequently, the re-design

procedure has been undertaken. Since the strong fluid-dynamic coupling

existing between exhaust hood casing and diffuser (which are the main

components of the exhaust hood), a parametric model has been developed

including geometrical parameters of both the components, which represent

the input data for the optimization procedure. Due to the significant

number of parameters taken into account, a simplification of the fluid

model is necessary to perform the optimization analysis in a feasible

time. For this purpose, a simplified fluid domain has been developed

based on the idea to consider the flow in the diffuser as symmetric,

allowing to keep the number of grid elements low by considering as fluid

domain a single stator and rotor passage coupled to a periodic slice of

the diffuser, with the mixing plane as coupling interface. This model

neglects the effect related to the asymmetry of the exhaust hood casing

and consequently a verification with a 3D model is required as the final

step of the procedure is required. A response surface has been achieved as
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a function of the key geometrical parameters, therefore an optimization

method has allowed identifying the best performing configuration. A 3D

model of the optimized periodic geometry has been then generated to

assess the effectiveness of the procedure here presented. The comparison

between the periodic and the 3D model has highlighted a good agreement

in both the averaged pressure recovery factor prediction and flow field

resolution within the diffuser, with a speedup of the computational time

by about one order of magnitude. The optimized geometry identified

presents a pressure recovery factor, calculated in the condenser section,

28% greater than the baseline one. The improvement of the performance

is achieved even with a reduction of the exhaust system volume equal to

4%.

Once optimized the design condition performance and therefore defined

the geometry of both the last stage and the exhaust hood, the focus is

moved on the assessment of the off-design conditions. In the already

presented energy scenario, due to intrinsic variability of the green-energy

resources, the steam turbines address the need to increase the operation

at a low load. Such off-design conditions are extremely critical for the

last stage bucket (LSB) of the low-pressure turbine since they might

experience non-synchronous aerodynamic excitations triggered by the

onset of unsteady fluid behavior characterized by the presence of rotating

instabilities similar to the ones widely investigated in the compressors.

Due to unsteadiness and strong asymmetry of the flow field in these

conditions, the presented simplified numerical setup is not suitable for

detailed investigation of this phenomenon but it can offer just a preliminary

screening of the most dangerous conditions to be tested with a more

accurate numerical setup. The flow field has been indeed studied by

performing 3D unsteady CFD simulations (URANS) of the low-pressure

turbine the last stage coupled with the exhaust hood, with structural

struts included. The full annulus mesh of both the last stage and diffuser

is considered with the transient stator-rotor interface to properly account

for unsteady interaction effects. The Influence of the operating conditions

on the fluid dynamic behavior is assessed by considering six different



operating conditions. Starting from the design condition and gradually

decreasing the mass flow rate. The presence of rotating instabilities

is demonstrated by monitoring the fluid dynamic variables during the

simulation and by using advanced post-processing techniques, such as

Proper Orthogonal Decomposition (POD). In the light of the results of

this investigation, the operation limits of the turbine have been updated to

exclude the most dangerous conditions from the machine operability range.

The design solutions aimed at countering the characteristic frequencies of

the rotating instabilities are to be excluded since these phenomena act

on several frequencies which are unstable in time and strongly related to

operating conditions.
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Introduction

Steam turbines play a key role in the world energy scenario since they

are widely used for electric power generation in several configurations,

ranging from conventional power plants, such as fossil-fueled, gas turbine

combined cycle and nuclear, to green energy based Concentrated Solar

Power (CSP) system. The most recent trends in steam turbine design

practice are, therefore, strongly related to the development of the energy

market, which is even more oriented towards a fast renewable energy

expansion; indeed, according to IEA [1], renewable sources will overtake

coal becoming the largest source of electricity generation in 2025. In 2020

the global share of renewables in electricity generation was almost 25%

and, despite the economic uncertainties due to pandemic, according to

IRENA’s [2] estimations, it is likely to increase up to 37% in 2030 and

up to 86% in 2050. A similar scenario is predicted by the IEA [3] as

illustrated in Figure 1.1 in the breakdown of electricity generation.

In this energy context, due to intrinsic variability of the green-energy

resources and due to the absence of commercially available and cost-

effective storage systems, the steam turbines, operating in conventional

power plants, address the need to increase their flexibility to ensure stable

functioning of the power grid. Their lack of flexibility can indeed result

in curtailment of the variable resources energy generation or idling of the

traditional power plant themselves, as reported in the study of Gonazelez

et al. [4].

A recent review on the steam turbine state-of-the-art presented by

Gulen [5] clarifies how the most innovative steam power plants with effi-

1
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Figure 1: Breakdown of electricity generation by source, 2010-2050 [3]

ciencies in low 40 s have reached a plateau in the peak efficiency technology

development. The research effort is therefore focused on the adaptation of

these turbomachines to increased flexibility requirements which involves

continuous start-up and shut-down of the machine and therefore frequent

low load operations, also known as low volume flow (LVF) conditions.

Indeed, the steam turbines were originally designed to operate in stable

and fixed conditions and, in order to increase their flexibility the re-design

of certain components is essential. For instance, during LVF conditions

the low pressure turbines blades are subjected to complex unsteady flow

phenomena and should be redesigned to resist high unsteady excitations

and high thermal load due to windage, especially the last stage blades. In

this scenario, a new generation of blades are designed in the last decades

[6, 7, 8]. Usually, such blades are integrated into an existing turbine

casing, with already designed exhaust hood (retrofitting). This proce-
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dure could lead to a drastic reduction of the aerodynamic performance

of the exhaust system due to the strong coupling between these com-

ponents, reasons why also a redesign of the exhaust hood may be required.

Aim of the work

This work, framed in the presented scenario, aims at presenting a

numerical procedure for the re-design of a steam turbine exhaust system.

The procedure is based on CFD simulations carried out with a numerical

setup obtained thanks to a sensitivity analysis aimed at assessing the

impact on the results of different numerical strategies. The input of the

procedure is the geometry of the last stage of the low pressure turbine,

and the output is an optimum exhaust hood with high pressure recovery

performance in design operating conditions, and in operating points close

to this. Once defined the exhaust system geometry the focus is moved

on the off-design conditions, in particular in LVF conditions which are

characterized by the ventilation of the LSB. The pressure recovery perfor-

mances are no longer of interest in such conditions while the structural

integrity of the blades becomes of primary importance. For these reasons,

in the final part of the procedure, an assessment of the unsteady fluid

dynamic behavior is carried out to detect the rotating instabilities po-

tentially responsible for blade vibrations. Such instabilities are detected

by performing a full 3D unsteady simulation of the exhaust system (last

stage + exhaust hood). The results are finally post-processed with differ-

ent techniques starting with the Discrete Fourier Transform (DFT) and

Short-Time Fourier Transform (STFT) up to the more advanced Proper

Orthogonal Decomposition (POD) in order to in-depth characterize these

aerodynamic instabilities. Finally, the output of the off-design assessment

is the definition of a protection line in the machine operation map in order

to exclude, from the operating range of the turbine, the operating points

that experience a high level of unsteadiness. This solution can help to

avoid dangerous blade vibrations.
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Thesis outline

This work deals with several aspects related to the design of a steam

turbine exhaust hood, starting from a description of the state-of-art up

to a development of an industrial tool for the design of this component.

This procedure has been developed as a result of different investigations

realized during the research activity in partnership with Baker Hughes,

Nuovo Pignone. This work has been rationalized as follow:

• Chapter 1: This chapter is focused on the state-of-art of the

steam turbine exhaust system. The main findings proposed in the

literature are introduced to describe different aspects related to the

design of this component. This chapter offers also an insight into

the theory behind the numerical models used in the work;

• Chapter 2: The numerical strategies for the exhaust hood flow

field investigation found in the literature review are here applied

to specific exhaust hoods manufactured by Baker Hughes. The

aim of this chapter is to assess the influence of these strategies on

flow prediction in order to find out an optimal setup as a trade-off

between accuracy and computational cost. The selected numerical

setup is then used to perform the numerical simulations of the design

approach proposed in the following chapter;

• Chapter 3: This chapter describes the implementation of the

numerical procedure for the exhaust hood design. Such a procedure

has been obtained with a two-step development, both are described

in order to highlight the significant improvement obtained by using

the final procedure to optimize the aerodynamic performance in

design operating condition;

• Chapter 4: Finally, the focus is moved on the off-design conditions.

Different aspects related to the aerodynamic behavior of the exhaust

hood during this condition are investigated with a specific interest

in the LVF conditions which could be extremely dangerous for blade

integrity.



Nomenclature 5

In the last chapter, a summary of the main achievements of this

research activity is given together with conclusions and recommendations

for future works.





Chapter 1

Background

This chapter is focused on the state-of-art of steam turbine exhaust

system, considering several aspects concerning the design of this compo-

nent: flow field characterization, computational methods, aerodynamic

optimization strategies and detailed off-design assessments. Besides this,

abstracting from the exhaust hood research context, a general insight of

the theory behind the numerical models used in this work is presented,

with a specific focus on surrogate-based analysis, optimization algorithms

and advanced post-processing techniques. These indeed represent the

basis for the implementation of the numerical methods proposed in this

work.

Before introducing these aspects, it is worth clarifying the function of

the exhaust hood in the steam turbine. It is a component that converts

the residual kinetic energy of the flow which leaves the last stage turbine

blades into static pressure by guiding and decelerating the flow up to the

condenser. This component has a significant impact on the steam turbine

efficiency since it decreases the last stage outlet pressure and, consequently

it increases the power output, this effect is thermodynamically shown in

Figure 1.1.

7
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Figure 1.1: Last stage expansion without diffuser a) and with diffuser b)

The exhaust hood performances are usually analyzed by using three

different parameters, they are defined as follow (with reference to the

nomenclature in Figure 1.1 ):

• Pressure Recovery Factor (Cp), is the main performance parameter

since it quantifies how much of the residual kinetic energy at the

diffuser inlet is converted into static pressure. It is calculated as

follows:

Cp =
Ps3 − Ps2
Pt2 − Ps2

(1.1)

• Total Pressure Loss Coefficient (Ctpl), is used to estimate the pres-

sure losses along the exhaust system flow path. It is calculated as

follows:

Ctpl =
Pt2 − Pt3
Pt2 − Ps2

(1.2)

• Residual Kinetic Energy Coefficient (Crke), corresponds to the

residual energy of the flow that is not converted into pressure
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recovery. It is calculated as follows:

Crke =
Pt3 − Ps3
Pt2 − Ps2

(1.3)

It is interesting highlighting how the sum of the coefficients is equal to 1.

Concerning a quantitative impact of the exhaust hood on the steam

turbine performances, Keller [9] calculated that an increase in the Cp

from -0.4 to +0.3 guarantees 5 MW of additional power in a 1000 MW

steam turbine. Stein et al. [10] estimated that an increase of 10% of

the pressure recovery factor translates into 1% of last stage efficiency.

According to Zaryankin et al.[11] the efficiency of the turbine can increase

by 0.15% by decreasing 10% of total pressure losses in the exhaust hood.

For these reasons, the optimization of the pressure recovery performance

of this component is a widely investigated topic in literature.

To perform the mentioned function, there are two main configurations

of the exhaust hood: axial and radial (Figure 1.2 ). The radial solution

reduces the axial length of the machine with significant benefits in terms

of costs and greater structural stability, lowering the risk of vibration;

however, it leads to significant drawbacks to aerodynamic performance.

Indeed, the steam has to turn by 90° degrees in a short distance, generating

a complex 3D flow with a strong swirl that increases the aerodynamic

losses. The axial configuration is more efficient but it drastically increases

the length of the turbine, for this reason, it is used only in small size

steam turbines while large scale steam turbines have a radial diffuser, as

illustrated in Figure 1.3, with the condenser located below the rotating

axis of the turbine.

Due to the higher complexity of the flow field and due to the widespread

use of this configuration, the radial exhaust hoods are widely investigated

in the literature on the contrary respect to the axial one. The latter

presents traditional design criteria that can be easily found in the state-

of-art of conical annular diffuser. In this work both the exhaust hood

configurations are studied, however, the optimization procedure is focused

only on the radial one.
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Figure 1.2: Different configurations of exhaust system: a) Axial b) Radial

Before presenting the state-of-art of steam turbine exhaust hood, it is

worth clarifying the nomenclature of the different surfaces of this com-

ponent and the most impacting geometric areas since the influence of

these areas on the pressure recovery performance is a recurring theme. In

this regard, in Figure 1.4 a schematic representation of a radial exhaust

hood is presented, looking at this image it is interesting highlighting how

this component can be divided into two parts: the diffuser, which is the

first zone immediately after the LSB where the pressure recovery occurs,

and the external casing, which guides the steam from the diffuser to the

condenser. The latter does not contribute to the pressure recovery but

it is fundamental to limit the pressure losses and therefore avoiding an

abrupt drop of the pressure recovery downstream to the diffuser. As will

be presented in this work the optimization of both this part of the exhaust

hood is essential in order to obtain high aerodynamic performance of the

exhaust system.
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Figure 1.3: Representation of a steam turbine with radial exhaust hood

As clarified by Figure 1.4b and c, the diffuser shape is defined by two

surfaces: the steam guide and the bearing cone. They have a strong

impact on the performance as will be presented in the section which

illustrates key parameters for the optimization process. Finally, in Figure

1.4d the main areas are illustrated, A0 is the exhaust system inlet area,

and its dimension is defined by the rotor blade span-wise dimension and

therefore it can not be used as an optimization parameter in the exhaust

hood design. As a general criterion, this area should be maximized to

reduce the steam velocity at the LSB outlet, optimal velocity values are

around 215 m/s [5]. A1 is the final section of the diffuser, controlling

both the area-ratio and the diffuser axial size, this is a key parameter

for the optimization of the performance, as well as A2 and A3 which are

respectively the area in the upper part of the exhaust hood, linked to the
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exhaust system maximum height (upper wall in Figure 1.4b), and the

area in half joint plane.

Figure 1.4: a) Front view of a radial exhaust hood b) 2D slice of the
upper part of the exhaust hood c) Top view of a radial exhaust hood

d)Characteristic areas of the steam turbine exhaust hood

In the following of this chapter, the state-of-art of several steam turbine

exhaust system topics will be presented. This has been realized by starting

from the extensive review proposed by Burton et al. [12] and integrating

it with the most recent investigations.

1.1 Exhaust System Flow Field

This subsection is focused on the flow features which characterize

the flow field in the radial exhaust hood. In the last decade, due to the

complexity of the flow field and due to the costs related to experimental

activities, CFD has become crucial for the understanding of the fluid

dynamic behavior within this component. In this regard, Mizumi et al.

[13] presented a sector-wise streamlines flow field visualization which can

be used to understand the 3D flow field. An example of the application

of such technique is reported in Figure 1.5, the fluid domain and the

numerical setup used in this CFD simulation are explained later while
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in this section it is useful as a qualitative representation of a typical

exhaust system flow field. In Figure 1.5a the 2D velocity streamlines

computed in Y0 surface (Mid-Surface) are reported. the streamlines

show a wide separation area originating from the bearing cone wall which

drastically reduces the available passage area, such separation area is

called ”Hub Cone Separation” or ”Bearing Cone Separation” and it has

been observed in many different publications. In this regard, Zhang et

al. [14] investigated the flow field in the exhaust system with a particle

image velocimetry (PIV) highlighting the presence of this separation area,

concluding that it is generated by the adverse pressure gradient and by

the low kinetic energy of the flow in the boundary layer.

As can be seen by Figure 1.5, the bearing cone separation promotes

the onset of a recirculation region, pointed as Secondary Vortex A, which

extends along the entire exhaust hood up to the condenser section. Limited

information can be found in literature about the secondary vortex since it

is associated with small losses if compared with the Exhaust Tip Vortex,

that is explained in detail later. By looking at the 3D streamlines reported

in Figure 1.5b, it is clear how the magnitude of the secondary vortex

drastically decreases with the progression downstream, in line with the

findings proposed by Xu et al.[15]and Fu et al.[16].

Finally, both the 2D streamlines and the 3D ones in Figure 1.5b

revealed the presence of two counter rotating vortices, called Exhaust Tip

Vortices which dominate the flow field within the exhaust hood. Such

vortices are the main source of losses in this component, as highlighted

by the high value of entropy, and in the with the findings of Munyoki et

al. [17].

In figure 1.5a no separation along the steam guide is shown, although

several investigations have detected a flow separation along this surface.

However, it is strongly dependent on the Steam Guide geometry and on

the modelling of the rotor tip clearance since it has a positive impact on

the separation by energizing the flow in the boundary layer.

An important parameter that affects the exhaust hood flow field is

the inlet swirl, the effect of this parameter on the axial annular diffuser
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Figure 1.5: Exhaust hood flow field

is well-known [18, 19]: a weak inlet swirl was demonstrated to have a

positive effect on the pressure recovery by suppressing the flow separation,

respect to a purely axial flow, however, this positive effect decays at high

swirl number. However, these studies are focused only on the diffuser

neglecting the coupling with the rear stage, and consequently, they do not

consider the effect of inhomogeneous flow at diffuser inlet. Indeed, Uvarov

et al. [20] have demonstrated the limited applicability of these concepts

to a turbine exhaust system. Although the literature about stand-alone

axial annular diffusers can not be directly exploited, the strong effect of

the swirl in radial exhaust hood has still been proven by Fu et al. [16, 21].
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Specifically, the effect of the swirl angle at different span positions at the

diffuser inlet was studied, the results show that a high swirl near the hub

reduces the pressure recovery factor, due to flow separation, while a high

swirl near the tip has a positive effect on the pressure recovery. Similar

conclusions were presented by Yin et al. [22] by using the post-processing

approach proposed by Mizumi et al. [13], according to the authors the

inlet swirl is the most important parameter which affects the pressure

recovery. Beveers et al.[23] quantified the impact of this separation on

the exhaust system performance demonstrating that the earlier is the

separation the less is pressure recovered.

1.2 Exhaust System Computational Methods

In this section, the main numerical modeling strategies used to study

the flow field within the exhaust hood are presented. As already mentioned,

CFD has become crucial for the design of the exhaust system. From a

numerical point of view, the flow in the exhaust system is extremely

complex, not only for the three-dimensional and unsteady nature of the

flow but even more, because it is necessary to consider the presence of the

last stage of the low-pressure turbine in the fluid domain, due to strong

coupling between the exhaust hood and the turbine exit flow.

Modeling the unsteady full 3D turbine stage coupled to the exhaust

system results in a remarkable number of grid elements with a significant

computational effort. Such an approach is not suitable as a design

tool, however, it is essential for the off-design analysis where the flow

unsteadiness can not be neglected. In this work, unsteady simulations

have been carried out to investigate the flow field unsteadiness in off-design

operating conditions, the state-of-art of this topic is widely explained in

the following subsection.

Many simplified numerical procedures have been developed to reduce

the computational costs respect to the already cited full 3D unsteady

simulations. The initial assumptions aimed at simulating the exhaust hood

only neglecting the strong fluid dynamic coupling between this and the
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rear stage. However, it was demonstrated the imposition of the uniform

boundary at the exhaust hood inlet does not determine the resolution of

the correct flow field within this component [24, 25]. Other strategies are

focused on the definition of empirical boundary conditions to be imposed

at the exhaust hood inlet, still considering the exhaust hood only, this

can help to improve the fidelity of the numerical simulations [26, 27, 28].

In order to explain the importance of the rear stage-diffuser inter-

action, it is worth mentioning that in radial exhaust hood, due to non-

axisymmetric shape, a significant pressure gradient exists between the

upper and the lower part of this component. This pressure gradient leads

to a different loading of the rotor blades during their rotation causing

different exit velocities and swirl angles which consequently affect the flow

field in the exhaust hood. It can be concluded that the presence of the

rear stage in the fluid domain is essential. In this regard, Liu and Hynes

[24] presented a simplified model based on actuator disk theory. This

method approximates the last stage as a zero-thickness disk to produce

the asymmetry of the flow at the diffuser inlet and to consider the losses

generation across the blade passage. In the second part of the study

[24], they applied this method to improve the performance of the exhaust

hood. Recently, Sadasivan et al.[29, 30] have applied the actuator disk

model, with rotor tip clearance effect included, to study the physics of

flow behavior in the exhaust hood.

With the aim of considering the last stage-exhaust hood interaction,

Beevers et al. [23] have presented a two steps procedure, based on

one-way coupling, called exhaust design system (EDS), inspired by the

methodologies proposed by Benim [31] several years before. In the first

step, the fluid domain considers the presence of the last stage with a single

blade passage and a slice of the exhaust system to create a database of

2D diffuser inlet profiles in different operating conditions. In the second

step, CFD calculations with the entire exhaust hood, without the last

stage, are carried out with an iterative approach to impose the boundary

conditions at the hood inlet starting from the solutions stored in the

database. The main limit of the EDS method is related to the low range



1.2 Exhaust System Computational Methods 17

of operating conditions that can be computed due to numerical stability

problems [10, 32]. A similar procedure, which uses an external iteration

method, has been used by Fu et al. [33] to couple the last stage and

exhaust system to optimize diffuser performance.

In order to perform a single-step calculation, the presence of all

the components in a single CFD simulation can be modeled, exploiting

different coupling strategies to link the stator to the rotor and the rotor

to the exhaust hood domains. The most adopted strategies allow solving

steady Reynolds averaged Navier–Stokes (RANS) equations instead of

transient ones. For instance, the frozen rotor approach produces a steady-

state solution by freezing the rotor, therefore fixing the relative orientation

of the component across the interface. In the last years, the frozen rotor

approach has been successfully used to couple the rear stage with the

exhaust system with great results in terms of accuracy of pressure recovery

prediction [33, 34, 35, 36, 37]; however, it still requires high computational

effort, since the full annulus of the rear stage has to be modeled, and

hence, it is hardy to use for an exhaust system optimization procedure.

Živný et al. [37] presented a numerical validation of the frozen rotor

interface by comparing CFD results with experiments. The comparison

shows a good agreement in pressure, velocity and wetness prediction in

both exhaust hood inlet and outlet sections.

A computationally cheaper alternative to the frozen rotor interface

is the mixing plane approach that usually solves one blade passage, per-

forming a circumferential averaging of the fluxes through the interfaces.

This method, widely used in turbomachinery applications, allows a con-

siderable reduction of computational costs respect to a frozen rotor with

good results in terms of accuracy. Fan et al. [38] applied a mixing plane

interface to model the interaction between the exhaust hood and the

rear stage showing significant differences respect to the single exhaust

hood model. Verstraete et al. [39] evaluated the diffuser performance in

design and off-design operating through CFD simulations, including the

last turbine stage with the mixing plane model. The main limit of the

mixing plane approach is related to the loss of the flow circumferential
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non-uniformity at the diffuser inlet. In this regard, Burton et al. [40]

presented a novel direct coupling approach, based on a nonlinear harmonic

method capable to capture a non-uniformity of the flow at the exhaust

hood inlet, the comparison with the mixing plane shows improvement in

the rear stage-exhaust hood interaction modeling. In addition, such an

approach allows a significant reduction in computational time if compared

with the frozen rotor interface.

The limitations of the mixing plane have been overcome also with the

novel coupling approach proposed by Stein et al. [10]. Such an approach

is based on the use of multiple mixing planes in a steady-state numerical

simulation still allowing circumferential non-uniformity of the flow. The

multiple mixing plane has been compared both with a steady-state Frozen

Rotor computation and with a full annulus transient simulation, showing

a good agreement in terms of both pressure recovery factor prediction and

flow field resolution with a significant reduction in terms of computational

costs. The multiple mixing plane model is capable of predicting a similar

flow field respect to the other more computational demanding strategies,

the main difference is in the blade wakes, which are smeared out by

the mixing plane. However, the comparison between Frozen Rotor and

Transient Rotor Stator highlighted how the Frozen Rotor identified intense

wakes in the Mach number which are instead smeared by the transient

simulation.

In the same work, the authors have demonstrated the limits of the

one-way coupling, such as the presented EDS method, which is not able to

provide stable results in the same range of operating conditions simulated

with the direct approaches. The multiple mixing plane approach has

been recently validated by Mabro et al. [41] with a comparison with

experimental data showing that it is capable of predicting the flow field.

Stanciu et al. [42] performed a comparison between different interface

methodologies including mixing plane, frozen rotor up to detailed full

3D unsteady simulations. According to the authors, the steady-state

approaches tend to overestimate the exhaust hood and last stage perfor-

mance.
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Regardless of the used domain coupling approach, several researchers

have highlighted the importance of the blade tip clearance jet modeling

on the flow structure within the exhaust system. Zimmermann and Stet-

ter [43] experimentally studied the influence of tip clearance gap in a

low-pressure model turbine with a radial diffuser, the results show an

increase in the diffuser pressure recovery with increased clearance. This

finding has been confirmed by the numerical simulations presented by

Willinger and Haselbacher [44]. The physical explanation behind this

trend is the high-velocity jet, due to rotor clearance, which energizes the

boundary layer along the steam guide avoiding the separation, leading to

a significant rise of the pressure recovery as also demonstrated by Becker

and Burton [45, 46].

Most of the investigations found in the state-of-art are based on

numerical modeling and therefore quantification of the error respect to the

experiment should be useful to assess the accuracy of such models on the

flow field prediction. As a general trend, the experimental measurements

highlighted an overestimation of pressure recovery performances calculated

with CFD [21, 23], quantified by Liu et al. [28] in 7%. The quantification

of the overestimation is strongly related to the numerical setup used,

possible reasons behind this trend may be due to unrealistic boundary

conditions, not suitable turbulence models, geometric simplifications, or

wetness effect neglect. The differences between experiment and CFD are

higher in the strong off-design cases where the hub cone separation is

wide, in particular, significant differences are highlighted in the separation

area prediction. This supports the thesis that the differences between

experiment and CFD may be mainly related to an unsuitable turbulence

model. By considering the physics involved in this problem, the SST k-ω

turbulence model seems the most suitable for this application due to its

high accuracy in predicting the strong separated flow, as demonstrated

by Bardina et al.[47].

Another source of error in the numerical modeling may be related

to the wetness effect, indeed, the flow at the LSB outlet has a moisture
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content of 6-14% [48]. According to the findings proposed by Kasilov [48]

the effect of wetness on the exhaust system performance depends on the

performance itself. For high-performance exhaust hood, the losses due to

wetness are greater if compared to the ones in a low-performance exhaust

hood.

Tanuma et al.[49] presented 3D unsteady numerical results obtained

with a non-equilibrium condensation model, the comparison with experi-

ments shows that the wetness effect can be numerically reproduced. It

is worth highlighting how this investigation demonstrates how the large

vortex structures within the exhaust hood decrease the wetness due to

the entropy generated. In addition, the authors reported the effect of

inlet wetness on the vortices size showing that an increase in the wetness

from 3.5% to 8.2% results in an appreciable change in the vortex size.

The non-equilibrium condensation model applied to low-pressure turbine

has been validated also by M. Grubel and M. Schatz [50, 51] through a

comparison with experimental data.

Sadasivan et al. [30] evaluate the effects of wetness on the flow

structure and the pressure recovery of steam turbine exhaust hood by

using an Eulerian–Eulerian multi-phase equations with 3D CFD. On the

contrary, respect what was previously shown by Kasilov [48], it is found

that the wetness effect enhances the pressure recovery due to a reduction

of vortices strength. In addition, the presence of liquid droplets leads to a

decrease in turbulence intensity and consequently to a decrease in losses.

fThe simplifications of the fluid domain may be another cause of the

difference between experiment and CFD [52], among these, neglecting the

internal structural struts of the exhaust hood is one of the most adopted.

Stein et al. [53] evaluated the effect of struts by performing detailed CFD

simulations on a steam turbine exhaust system with the internal struts

included. By looking at the results it is clear how the simplification of

the fluid domain may lead to significant errors in the losses prediction.

In the second part of this work, Telschow et al. [54] presented a 1D

tool, calibrated on 3D CFD, for the estimation of the pressure losses

within the exhaust system. Xu et al. [55] numerically investigated the
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flow field in the exhaust hood with and without the steam extraction

pipelines demonstrating that a significant increase of losses (and decrease

of pressure recovery) is linked to these features.

To summarize, this literature review has shown how for a proper

resolution of the flow field within the exhaust hood it is essential to

consider the presence of the rear stage, with rotor clearance included, in

the fluid domain. In order to avoid computationally expensive 3D unsteady

simulations, a different domain coupling strategy can be adopted: starting

from the less expensive mixing plane up to the high computationally

demanding frozen rotor. The choice between these is strongly related to

the applications, the mixing plane is a valid strategy for the optimization

approaches which require a high number of numerical simulations while

the frozen rotor can be adopted as a validation tool.

Concerning the accuracy of the numerical model prediction, as a

general trend, a slight overestimation of the pressure recovery performance

of the numerical simulation respect to the experiments is reported. A

possible explanation behind this trend may be due to the numerical

setup, for instance, a coarse mesh, a not suitable turbulence model or

geometric simplifications. Among the geometric simplification, the most

adopted is neglecting the structural struts which have been demonstrated

to have a significant impact on the exhaust hood performance. Also, the

wetness effects may be a source of error in the numerical modeling, they

can indeed affect the vortices strength and consequently the pressure

recovery performances. Concerning the turbulence model, the SST k-ω is

probably the most suitable for this application, due to its high accuracy

in predicting the strongly separated flow.

1.3 Aerodynamic Optimization Strategies

This section offers a theoretical (in the first part) and applied (in the

second one) overview of the numerical optimization approaches. In the

first part, the idea and theory behind the numerical approaches used in

literature and in this work for the aerodynamic optimization is presented,
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while the second part is focused on the state-of-art of application of such

methods in the steam turbine exhaust hood context.

1.3.1 Numerical Models for Surrogate-based analysis and

optimization

As already mentioned, in this subsection the main numerical models

useful to perform optimization procedure will be presented, highlighting

concepts, methods, and techniques used in such models. A specific focus

on the techniques used in this work is considered.

In the last years, The development of computer technology has fos-

tered the spread of the CFD into many engineering problems. Numerical

simulations have been widely used not only for more in-depth knowledge

of fluid dynamic phenomena but also to improve performance. Histor-

ically, the latter task was accomplished by using trial-and-error design

procedures, often based on the designer’s experience. At the present time,

such procedures are almost completely replaced by rigorous optimization

methodologies allowing the definition of optimized geometry in a more

fast and more efficient way. Among these, the Surrogate-Based analysis

and Optimization (SBAO) has proven to be an effective tool for sev-

eral engineering applications, in particular for computationally expensive

models. The literature review proposed by Quiepo et al. [56] on SBAO

methodologies clarifies how such procedures have been widely used in the

turbomachinery context ranging from airfoil shape optimization [57, 58],

aerodynamic diffuser optimization [59] up to supersonic turbine [60, 61].

Usually, the definition of a surrogate model follows specific key steps,

as in the case of the approach proposed in this work. Such steps are

generically presented in Figure 1.6.

The first essential step is the Design of Experiment (DOE), in this

step the input variables of the procedure are selected together with the

sampling strategy to be used to generate the design points. The latter are

then simulated in the following step, is therefore fundamental to select the

number of design points as the best trade-off between the numerical costs

and the desired accuracy in the surrogate model prediction. As presented
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Figure 1.6: Key steps for the application of Surrogate-Based Analysis
Figure adapted by [56]

later, such a number depends on the sampling strategy used. Once the

numerical simulations are carried out the results are used to build the

surrogate model, the accuracy of which can be verified with different

strategies, in the model validation strategy, allowing to understand if

the surrogate model is ready for the following optimization step. If not,

additional design points are required to increase the accuracy of the model.

By considering the idea behind the definition of a surrogate model, it

seems clear how it is an inverse problem aimed at determining a continuous

function (f) of a set of design variables starting from an initial data set.

The output of the model can be therefore defined as follow:

fp(x) = f̂(x) + ε(x) (1.4)

Where f̂ represents the surrogate model and ε is the error associated
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with the surrogate model prediction.

In the application where the surrogate model is based on numerical

simulations, an error linked to the numerical noise is likely to exist. In

order to better explain the concept of error it is worth considering two

different parameters linked to it:

• Bias: quantifies how much the surrogate model prediction differs

from the true value.

• Variance: quantifies how much the surrogate model prediction is

sensitive to the selected data set.

By assuming EADS as the expected value, the following equations can

be used to calculate these parameters:

Ebias2(x) =
{
EADS[f̂(x)]− f(x)

}2

(1.5)

Evar(x) = EADS

[
f̂(x)− EADS[f̂(x)]

]2
(1.6)

Usually, these parameters are in a natural trade-off since a surrogate

model that fits well a data set presents a large variance. As a general

strategy, a high number of design points can help to both increase the

bias and decrease the variance. However, the number of points is often

limited by the numerical cost and consequently a balance between these

parameters should be sought. The bias error can be also reduced by a

proper selection of the sampling algorithm used in the DOE.

A uniform distribution of the samples can help to reduce the bias,

however, a full factorial design is often unmanageable from a computational

costs point of view. As an alternative strategy, an equally spaced sampling

can be reached maximizing the minimum distances among design points.

Among the alternative strategies, it is worth mentioning orthogonal arrays

(OA) [62] or the Latin Hypercube Sampling (LHS) [63]. The latter is the

one used in the presented approach and it is therefore discussed in detail.

LHS is a stratified sampling strategy with the constraint that each of

the input variables (xk) has all portions of its distribution represented
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by input values. This concept is illustrated in Figure 1.7, which shows

how by considering a number of samples Ns=6, the LHS can be built by

diving the range of each input variable (reported in x and y-axis) into a

number of Ns strata of equal marginal probability 1/Ns, in each stratum

is then inserted a design point.

Figure 1.7: Schematic representation of the Latin Hypercube Sampling
strategy with Ns=6 and Nv=2.

Figure adapted by [56]

As depicted in Figure 1.6, once selected the design points and simulated

them, the following step is the definition of the surrogate model. The

main distinction among these is if they are parametric or non-parametric

models. The parametric models imply the knowledge a priori of the global

functional form of the relationship between the response variable and

the design variables, while the non-parametric ones use distinct kinds of

functions in different regions of the data in order to obtain an optimal

fitting. In this work, due to the difficulty in predicting the shape of the

global function, a non-parametric method has been used. Among the

several non-parametric models, the Non-Parametric Regression Method
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available in Ansys Design Exploration has been used. Such a model

uses the Support Vector Regression (SVR) method to optimally fit the

data. The SVR is an optimization problem that entails finding the

maximum margin separating the hyperplane while correctly classifying

as many training points as possible. Such a task is accomplished by

introducing ε-insensitive region around the function, called ε tube. This

implies the reformulation of the problem in the research of a tube that

best approximates the function, while at the same time balancing model

complexity and prediction error. The hyperplane is represented in terms of

support vectors, which are training samples that lie outside the boundary

of the tube. In other words, SVR gives the flexibility to define how much

error is acceptable in the model and finds the appropriate hyperplane to

fit the data.

This concept is illustrated in Figure 1.8 where a mono-dimensional

example of linear SVR is reported. The data points out from the ε-tube

are not used to build the model. The role of ξ is discussed later.

Figure 1.8: One dimensional linear SVR.
Figure adapted by [64]

Considering a general polynomial regression:
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f(x,w) =

M∑
i=1

wix
i, x ∈ R, w ∈ RM (1.7)

Finding the narrowest tube centered around the surface, which is the

primary objective of SVR, means solve the following equation:

min
w

1

2
‖w‖2 (1.8)

with the constrain of the error minimization:

|yi − wixi| ≤ ε (1.9)

Considering the equation 1.7, it is worth mentioning how the higher is

the number of wi different from zero the higher is the order of the solution.

For instance, the 0th-order polynomial solution has a very large deviation

from the desired outputs, and thus, a large error. On the other hand, a

high order solution has an almost zero error but a high complexity and

consequently, it is likely to over-fit the data set. Therefore, it seems clear

how the magnitude of w acts as a regularizing term by providing control

on the optimization problem in both the accuracy and the complexity

of the solution. In addition, the introduction of the ε-insensitive region

allows the reduction of the effect of the noise, making the model more

robust. However, on the basis of ε extension, significant information may

be lost. This problem can be overcome by considering a soft-margin

approach based on slack variables ξ. These variables determine how many

points can be tolerated outside from ε-tube, as illustrated in Figure 1.8.

To summarize, considering the equations 1.8 and 1.9, the optimization

problem for the application of SVR method can be written:

min 1
2
‖w‖2 + C

∑N
i=1 ξi + ξ∗i ,

yi − wTxi ≤ ε+ ξ∗i i = 1 . . . N

wTxi − yi ≤ ε+ ξi i = 1 . . . N

ξi, ξ
∗
i ≥ 0 i = 1 . . . N

(1.10)

Where C is regularization and tuneable parameter useful to target
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the problem to minimize the flatness or the error for the multi-objective

optimization problem. This constrained quadratic optimization problem

can be solved by finding the Lagrangian.

An alternative to the non-parametric regression is the Kriging Mod-

elling (KRG). In this work, this model has been tested and compared

with the non-parametric regression, such comparison shows how for the

present application the latter is the more suitable. The explanation can

be found by considering the main difference between these models, in-

deed, the KRG model, in contrast to the concept already shown for the

non-parametric regression, automatically fits through all data points and,

in the present work application, this leads to an overfitting problem. The

detailed explanation of the mathematical derivation behind the KRG is

out of the scope of this work, however, it is interesting highlighting the

working principle of this method. The KRG method estimates the value

of a function in some unsampled location as the sum of a linear model plus

a fluctuating component composed of low and high-frequency variation

components.

The construction of the surrogate model is usually followed by a

verification step aimed at assessing the quality of the surrogate prediction.

The simplest scheme which can be used for this step is the so-called

Sample Split (SP). It is based on a distinction between training and test

points, the former are used to build the surrogate model while the latter

to check its quality allowing to compute an unbiased estimate of the

generalization error. The main limit of this approach is the high variance

often obtained in the error estimation. An improvement of this scheme

is the Cross-Validation (CV). The scheme is based on the definition of k

subsets, the surrogate model is constructed k times and each time leaving

out one subset from training and using it to compute the error. The main

improvement respect to the SP is the lower variance of the error, which

is obtained by considering that some design points are used both as test

and training points. The main drawback is the necessity to compute the

surrogate model k-times.

Once verified the quality of the surrogate model, it can be used by an
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optimization algorithm to find out an optimal solution for the investigated

problem. It is worth highlighting both the fundamental importance of the

surrogate model quality check since it is interrogated by the optimization

algorithm, and the huge saving in computational cost and time respect a

direct optimization approach, which uses the numerical simulation (i.e.

CFD) to identify the optimum.

In this work a multi-objective optimization approach has been used,

it aimed at achieving multiple goals by respecting a series of constraints.

The traditional schemes used to solve this problem are based on a weight

vector that specifies the relative priority of each objective and then

combines them into a scalar cost function. Since the objectives are

often in conflict, it is not easy to determine an optimal solution. For

this reason, the multi-objective optimization methods commonly adopt

a set of Pareto optimal solutions, which represent a trade-off between

the different objectives. Among the different models used to build the

Pareto front, the Evolutionary Algorithms (EAs) are the most efficient,

the idea behind this approach is to mimic natural processes that are

inherently multi-objective. Unlike the classical optimization schemes,

the EAs identify many different Pareto-optimal solutions in a single run

allowing significant speed-up respect to the classical scheme. Several

EAs exist, the one used and described in detail in this work is the Multi-

Objective Genetic Algorithm (MOGA). However, all the EAs follow the

same principle inspired by the evolution of the natural process, where

the individuals represent possible solutions, and a set of individuals (or

possible solutions) is called a population.

The first step of an EA consists of the application of a fitness factor

to evaluate the population in the objective space, in other words, an

assessment of the solution quality; a mating pool is then created by

selecting the population from the previous step using a likelihood-based

selection criterion, individuals with a high fitness measure are more likely

to be selected to the mating pool. This concept can be expressed with

the following equation:
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Pi =
Fi∑N
j=0 Fj

(1.11)

Where P represents the probability of an individual to be selected for

the mating pool, while Fi represents the operating fitness of the individual

solution and the N is the total number of individuals in the population.

Once built, the mating pool is subjected to a recombination and

mutation process which determines a second-generation population. The

mating pool is an essential step of the procedure since it allows to identify

an optimal solution as a consequence of a combination of the high-quality

individuals of the previous generation. The solutions with the weaker

fitness measures are naturally discarded. A Schematic representation of

this process is illustrated in Figure 1.9.

Figure 1.9: Genetic Algorithm scheme
Figure adapted by [64]
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1.3.2 State-of-Art of Exhaust System Optimization

The aerodynamic optimization of the exhaust hood is a widely inves-

tigated topic in literature since the maximization of the pressure recovery

has a direct effect on the steam turbine efficiency. In this subsection,

several investigations will be presented, with a specific focus on the most

influential exhaust hood geometric parameters and different optimization

strategies.

One of the first studies aimed at comparing two different geometries

was proposed by Tindell et al. [25], the work is focused on the Steam

Guide geometry (illustrated in Figure 1.5) and the results show how a

shorter flow guide results in higher performance.

Yoon et al.[65] re-designed a radial exhaust hood for a retrofitting

application, however, the new geometry causes a blockage in the upper

part of the exhaust system. Such a problem was solved thanks to cut-back

of the diffuser in the upper region resulting in a circumferential asymmetry

of this component which maximizes the aerodynamic performance.

Yin et al. [22] optimize the bearing cone geometry with a genetic

algorithm identifying a more performing geometry. Musch et al. [66]

presented an optimization strategy, focused on the steam guide, based on

the combination between a through-flow code and boundary layer solver,

then the results have been confirmed with 3D CFD. Subsequently, Mush et

al. [67] presented an optimization procedure, again focused on the steam

guide, based on CFD carried out on a simplified fluid domain validated

with a comparison with experiments. The results obtained with CFD

have been used to create a meta-model used to identify a more performing

geometry allowing a significant increase of performance respect to the

baseline geometry.

Mizumi et al.[13] discovered that the upper part of the exhaust hood

is the most critical in terms of aerodynamic performance due to the onset

of the so-called Exhaust Tip Vortex (reported in Figure 1.5). Based on

these findings, they proposed a geometric adjustment of the exhaust hood

with additional ducts capable to decrease the vortices’ strength verifying

the improvement on a scaled test rig. In the following study, Mizumi and
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Ishibashi [68] proposed a design method for the exhaust hood based on

performance charts calculated with CFD simulations. In these charts they

analyzed the effect of different geometric parameters and thermodynamic

conditions, however, the exhaust hood performances are calculated with

a single hood calculation neglecting the effect of the rear stage.

Kreitmeier and Greim [26] highlighted the central role of the kink

angles of both steam guide and the bearing cone surfaces by presenting an

optimization procedure of such angles. Fan et al. [38] presented a design

of experiment analysis based on the Taguchi method, this study revealed

how the bearing cone kink angle and the diffuser length are the most

important parameters affecting the exhaust system performance. Cao et

al. [69] investigated the influence of different steam guide tilt angles, the

results show that the pressure recovery increases by gradually increasing

the steam guide angle.

Wang et al. [70] presented an optimization procedure with 3D CFD

aimed at maximizing the pressure recovery factor of the exhaust hood.

The bearing cone and steam guide surfaces have been parameterized with

two cubic Bezier curves and a Kriging surrogate model has been used

to link the input parameter with the objective function. The optimal

geometry presents a significant improvement in the performance respect

to the baseline one. A similar approach was proposed by Verstraete et

al. [36] based on a numerical optimization method with an evolutionary

algorithm and a 3D CFD applied on the exhaust system diffuser, however,

only the exhaust hood is considered in the fluid domain. The last stage-

exhaust hood interaction is modeled in a decoupled way by imposing

as inlet boundary condition the flow field extrapolated from a Frozen

Rotor calculation. In the extension of the work [39], they evaluated the

diffuser performance in design and off-design operating through CFD

simulations, including the last turbine stage with the mixing plane model.

As a final validation of the optimized geometry, they compare results with

a frozen rotor computation. As clarified by these investigations [36, 70],

the cubic Bezier curves represent the state-of-art for the design of the

steam guide, however, Ding and Xu [71] proposed a different method
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based on Minimum Energy Curves (MEC) which allows optimizing the

diffuser performance with a speedup of 100 times the computational time

and fewer input parameters respect to the Bezier Curve. In a subsequent

study, Ding et al. [72] presented a numerical parametric study aimed at

investigating the effect of both the diffuser geometry variation, with the

procedure already presented [71], and the restaggering of the last stage

rotor blades. The restaggering of the LSB was demonstrated to be an

efficient way to control the conditions at the diffuser inlet. In addition,

they demonstrated that the geometric optimization of the diffuser is

relatively independent of the blade restaggering, meaning that these two

components can be optimized separately. They also found that optimal

values of the diffuser geometric parameters are linked to the operating

conditions.

Fu et al. [33] tested different diffuser casing configurations to improve

the aerodynamic performance of the exhaust hood. Liu and Hynes [73]

compared two different exhaust hood geometries, the first one presents

a gradually increasing cross-sectional area from A2 to A3 (in Figure

1.4) while in the other it remains constant. The latter leads to a flow

acceleration and consequently to pressure recovery drop. This effect was

also demonstrated by Finzel et al. [74] by experimentally investigating

a full-scale Mach number test rig of an exhaust hood. The influence of

A2 and A3 has been assessed and the result show how initially a small

decrease of this area leads to a small change in performance for both

the investigated operating conditions, while when this area is excessively

restricted the performance drops abruptly. Concerning A3, a stronger

effect is shown, in particular in the operating condition characterized by

1.2 Mach at the tip, and also in this case an excessive reduction of this

area leads to a decline of the performance.

Similar results were presented by Taylor et al. [32] by carrying out

numerical simulations with the EDS method already presented in the

Computational Methods sections and with experiments. The effect of

the exhaust hood dimensions have been investigated, acting on the ex-

haust hood width, maximum height and diffuser length, (which affects
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respectively A3, A2 and A1 in Figure 1.4) showing a drastic reduction

of the pressure recovery performance when the flow passage areas are

significantly restricted.

The same test rig of Finzel et al.[74] was also investigated by Munyoki

et al. [17] by performing numerical simulations to further enhance the

knowledge about the main sources of losses within the exhaust hood,

highlighting the importance of swirl flows. In subsequent studies [75],

the same authors also investigated the influence of hood height variation

but in this case, the influence of higher height respect to the baseline is

assessed in order to discover an optimum value of A2. They found that

the optimal value is linked to the operating condition and a reduction or

an increase of the hood height respect to this value leads to a decline in

performance. The optimal geometry presents a pressure recovery factor

improvement up to 9%. Finally, in an extension of this work Munyoki et

al. [76] numerically showed a geometric solution to reduce the exhaust

hood tip vortex (Figure 1.5) strength and to suppress the steam guide

separation, such solution is based on flow deflectors in the upper region

of the exhaust hood and it allows a significant increase of performance up

to 20% in design condition and up to 40% in off-design condition.

1.4 Off-Design Operating Conditions

The studies presented in the previous section aimed at maximizing

the exhaust hood performance, which is a crucial point when the steam

turbine operates in design operating conditions. However, in the already

presented energy scenario, due to intrinsic variability of the green-energy

resources, the steam turbines address the need to increase their flexibility

to ensure the stable functioning of the power grid. This higher flexibility

has led to radical changes in steam turbine design practices, which,

traditionally, were designed to operate at fixed conditions and now they

have also to operate at low loads. During low load operation mode the

machine experience a reduction of the volume flow, when volume flow

reaches almost 30% respect to the design value the last stage acts as a
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compressor extracting power from the shaft, this operation mode is known

as ventilation and it is illustrated in Figure 1.10a.

In LVF conditions the optimization of the performance is no longer of

primary importance since the LSB is no longer generating power while the

focus is moved on the structural integrity of the last stage rotor blades.

They may indeed experience non-synchronous aerodynamic excitations

triggered by the onset of unsteady rotating instabilities. The dynamic

stresses induced by these phenomena, reported Figure 1.10b, could be

extremely dangerous since they are really hard to predict during the

design process. In addition, such stresses are superimposed to the high

stresses caused by centrifugal forces leading to LSB High Cycle Fatigue

(HCF) failure.

Due to the significant fluid dynamic complexity of this phenomenon,

the determination of the off-design alternating stress is not yet included

in the industry design practices. The latter are usually based on avoiding

the resonant responses at turbine running speed, therefore neglecting the

non-synchronous aerodynamic excitations in LVF conditions, which are

measured in engine test once the design phase is largely completed. Under

these conditions, the only solution is to conservatively design low-pressure

blades by over dimensioning the blade stiffness, for instance, adding the

snubbers. In light of the above, the integration in the design process of a

numerical procedure to characterize the unsteady fluid behavior during

LFV conditions seems of primary importance.

As stated by Megerle et al. [78], the first question which arises by

thinking about this engineering problem is the link between the fluid

and the structure, more specifically: it is an aero-mechanical stability

phenomenon or is just an inherent fluid dynamic one. Recently, Bessone

et al.[79] and Pinelli et al. [80] presented an extensive experimental and

numerical campaign, split in a two-part paper, aimed at characterizing

the flutter behavior of a newly designed last stage blade at very low load

operations. Both numerical and experimental results are in agreement in

showing that blade flutter stability is reliable for low-pressure turbines

operating under low-load conditions. These results are confirmed also
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Figure 1.10: a) Stage load against volume flow b) Alternating stresses
against volume flow, Figure adapted by [77]

by Pinelli et al. [81] with different low-pressure turbine blades. In the

light of these investigations and as will be further shown in the following

of this literature review, there are pieces of evidence of the purely fluid

dynamic nature of the blade vibrations under LVF conditions.

Another potentially dangerous effect correlated to LVF conditions is

the steam increase of temperature due to windage [82, 83, 84], which could

lead to creep, rubbing or blade failure. This topic will not be discussed in

this work while significant importance will be reserved for flow-induced

vibrations.

During the LVF conditions, the flow field in the last stage presents the

characteristic behavior shown in Figure 1.11. The low reaction at the hub

implies that such a section is the first one affected by the reduction of the

volume flow, indeed, the flow can not pass throw the root of the blades

and it is centrifuged towards the tip generating a separation region in

the diffuser behind the rotor blades. Another recirculation region, called

torus vortex in the figure, appears in the axial gap between stator and

rotor. This vortex, by rotating in the circumferential direction, may lead

to non-synchronous aerodynamic excitations of the LSB.

Many researchers have identified the flow field reported in Figure

1.11 in the last stages of the low-pressure turbine, however, the major

differences among these are the onset and the size of the separation zone,



1.4 Off-Design Operating Conditions 37

Figure 1.11: Characteristic flow field in last stage during LVF conditions

probably because they are related to the turbine geometry or affected by

some modeling uncertainties. The common trait among the studies on this

topic is instead the increase in dynamic loading in the LSB during LVF

conditions, this phenomenon has been identified 50-years ago, starting

from Soviet Union studies in the 1970s. Shnee Et al. [85, 86] presented

experimental results obtained by monitoring the LSB with strain gauges

during LVF conditions. The measurements highlighted a peak in blade

stresses 2-3 times higher respect to the design case when ventilation of

the last stage occurred. Similar conclusions were presented by Gloger et

al.[77], this study identifies the operating condition with maximum blade

stresses when the volume flow is 30% of the zero work volume flow.

Schmidt et al. [87] contributed on this topic by using unsteady pres-

sure probes in a four-stage air turbine showing the peak of pressure

fluctuations in a volume flow between 10 and 25% respect to the design

one without detecting any blade vibration in such conditions; This would
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seem to confirm the fluid dynamic nature of the phenomenon since the

unsteady pressure fluctuations in the last stage of the steam turbine are

not generated by the blade vibration but they have the potential to trigger

them. The pressure fluctuations were generated by four-five pressure cells

moving in the circumferential direction with half the rotor speed; similar

fluid dynamic behavior has been widely investigated in the compressor

rotating stall.

According to Shnee et al. [86], the pressure cells responsible for

blade vibration are located in the tip region between the last stage stator

and the rotor, while the hub region of separation behind the rotor was

characterized by the minimum pressure fluctuations, due to the low energy

of the separation zone. It is worth highlighting how the latter result is

in disagreement with others reported in the following of this literature

review which identifies flow unsteadiness also in correspondence of the hub

separation vortex. The maximum of the pressure fluctuations was almost

16% of the pressure drop across the last stage in design conditions. Another

interesting finding presented by Shnee et al.[86] was the demonstration

of the non-synchronicity of this phenomenon with the rotor rotational

frequency.

W Gerschutz et al [88] carried out an experimental investigation on

two different three-stage LP steam turbines during ventilation operating

conditions, with flow rates between 0 and 30% of the design. In order

to catch the unsteady pressure fluctuations, fast response probes were

developed while the blade stresses were measured thanks to the strain

gauges. The main results of this work are presented in Figure 1.12 together

with the experimental setup.

Concerning the blade structural behavior, the study reported strong

vibration in the first turbine triggered by aerodynamic excitations at

the resonant frequency of the second mode in correspondence of a flow

coefficient of 0.13, as illustrated in Figure 1.12b. On the contrary, no

resonance was identified in the second turbine up to the fourth mode

and the highest vibrations were measured during the zero flow condition,

meaning that this phenomenon is strongly geometry-dependent.
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Figure 1.12: a) Experimental setup b) Second mode dynamic stresses at
different flow coefficients c) Frequency spectra of pressure signal in plane
31 for flow coefficient of 0.13 d) Frequency spectra of pressure signal in

plane 32 for flow coefficient of 0.13
Figure adapted by [88]

From a fluid dynamic point of view, the results are presented in Figure

1.12c, 1.12d in terms of frequency spectra of the pressure signals. In plane

31 located between the last stage stator and rotor, in addition to the

blade passing frequency of the previous last stage rotor, a region of high

amplitude can be seen at low frequency with a peak of amplitudes at 95%

of the span, these disturbances are potentially responsible for the blade

vibration reported in Figure 1.12a. A high level of unsteadiness at low

frequency has been also measured in plane 32, as shown in Figure 1.12d.

In this case, the disturbances are still maximum at the blade tip but with

a high level of unsteadiness over the entire span. By comparing the two
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signals the authors found a quite high level of coherence meaning that

they are probably generated by the same phenomenon.

To summarize, in line with the previous studies, the maximum ampli-

tude disturbances was reached in the tip section near the casing in the

operating conditions characterized by the highest pressure rise across the

blade tip. According to the authors, the rotating instability arose by the

tip leakage jet, however, subsequent studies demonstrated that [89] the

onset of the phenomenon is not directly linked to the tip leakage jet.

Concerning the parallelism between the RI in the steam turbine and

the one in the compressor, despite some similarities, there are some

differences: the rotating stall starts to a specific flow rate near the surge

limit while the rotating instability observed in the steam turbine develops

very slowly by decreasing the flow rate as reported by Gerschutz et al

[88].

Similar measurements were presented by Segawa et al. [90], they

investigated a four-stage low pressure model steam turbine under low-load

conditions (load between 0-20% of design one). Pressure fluctuations

were measured with unsteady pressure transducers installed at inner

and outer casing walls and on stationary blades. The results show how

the pressure fluctuations became higher in both outer and inner casing

by decreasing the volumetric flow in all the stages, except for L3 (first

low-pressure stage). A good agreement in reverse flow region prediction

between experiment and numerical simulations, presented by Seeno et al.

[91], is reported. Considering the 20% load case, both experiment and

CFD show pressure oscillation only after the last stage. Since any tip

vortex is shown in this operating condition is possible to conclude that

such oscillations are generated by the interaction between reverse flow and

through flow. By decreasing the fluid volume, pressure fluctuations arose

in the former stages. In particular, the dynamic pressure fluctuations

become larger just outside the reverse flow region and it is possible to

conclude that they are higher on the outer side (at the tip) than on the

inner side. According to the authors, this effect could be explained by

considering the unsteady oscillation of a vortex, which is generated by
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the reverse flow region in the inner region but which affects the forward

flow in the outer region.

In the last decades, computational fluid dynamics (CFD) has become

crucial for the analysis of the presented phenomenon. However, the

transient flow field which characterizes the LSB during low fluid volume

conditions is extremely computationally consuming, and some assumptions

are crucial in order to reduce the numerical costs, as in the case of the

numerical simulations carried out by Herzog et al. [92] based on steady-

state assumption, which is one of the first numerical studies on this topic.

The comparison with the experiment revealed that RANS simulations

were able to catch just the main features of the flow field. Steady-state

assumption has been also used by Sigg et al.[93], the comparison with

experiments shown a qualitatively good agreement in the pressure ratio

across the stages and in the power output prediction. However, the

RANS simulation fails to predict the detailed spanwise distribution of the

flow field probably due to the coarse mesh and the neglected transient

effects. It seems clear that, for in-depth knowledge of the flow field

during LVF conditions, the steady-state simulation can offer just a coarse

approximation due to the inherent unsteadiness of the flow. For this

purpose, unsteady CFD simulations are required. In this regard, Zang et

al. [89] carried out unsteady simulations to observe the basic features of

the RI in the same low-pressure steam turbine already studied by Sigg

et al.[93]. They carried out unsteady 2D whole annulus multi-passage

calculations. Although the flow field in this operating condition has a

strong radial component, as highlighted by the streamlines in Figure 1.11,

a 2D blade-to-blade approach has been used to reduce the computational

effort. This is a very strong assumption since it does not allow to consider

3D fluid dynamic phenomena which could be essential for the onset of the

RI, however, the RI has been still detected, meaning that 3D phenomena,

such as tip clearance jet as proposed by Gerschutz et al. [88], are not the

key features to trigger the RI. The frequency spectrum of the pressure

signal in a 90% span section shows a region of disturbances in the low-

frequency region with evenly spaced peaks, similar to the one found by
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Gerschutz et al. and Sigg et al. [88, 93]. Another interesting finding

proposed by Zang et al.[89] is the identification of the circumferential

nodal pattern of the RI, this has been accomplished by carrying out a

circumferential spatial Fourier analysis at several time instants identifying

a 16 cells flow structure.

To summarize, the main finding of this work is the demonstration

that the non-synchronous rotating instability can be found also with a 2D

simulation, meaning that 3D phenomena, such as tip clearance vortex, are

not the key features to trigger the RI. The same authors have extended

their investigation with a subsequent study [94] aimed to perform a 3D

unsteady simulation with the LP pressure turbine and the exhaust diffuser.

The main objective of the work is to understand the role of the exhaust

system on the formation of rotating instability since this component has

a strong effect on the last stage. Due to the findings of their previous

investigation [89] tip clearance jet is not modeled. Since a whole annulus

3D calculation would be extremely time-consuming, a reduced domain

with an approximate blade counts ratio is considered. As a first finding,

the authors show how the large-scale hub cone separation of the diffuser

is not linked to the onset of the RI since this separation is also present in

an operating condition outside the instability range. They suggest that a

more likely key for the onset of the instability might be the compressor

mode operation of the blade tip, as already pointed out by other works

[88, 92, 93]. By comparing the 2D e 3D results in the tip section, the

authors pointed out that the 2D simulation leads to an underestimation

of the flow separation in the rotor passage and consequently it generates

an instability signal much stronger than in the 3D case. The 3D effect

seems to stabilize the flow, however, such 3D results are obtained with a

periodic assumption that may affect the accuracy of the numerical results.

In light of the already mentioned studies, the vibration of the rotor

blade seems to be connected with pressure fluctuations in the tip region

of the axial gap between the last stator and rotor blades. In this regard,

N. Shibukawa et al. [95] have carried out a series of experiments aimed at

investigating the link between the pressure field and the vibration stresses.
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The test rig studied is a model 10 MW steam turbine with a typical

last stage of a large size nuclear power plant. The experimental results

identified a peak of stresses when the axial velocity goes down between 30-

25 % respect to the design in the operating point with maximum pressure

rise across the LSB tip, in line with previous investigations [88]. However,

this does not seem a sufficient condition but just a necessary one, indeed,

another operating point, characterized by a similar pressure rise across

the last stage blade tip, presents a low level of vibrations. The unsteady

pressure signals have been post-processed with FFT and the results show

that the pressure fluctuation can excite the blades, and its frequency

depends on the steam condition. The operating point characterized by

maximum vibration stress coincides with the one with the highest pressure

oscillations.

In a subsequent investigation reported by N. Shibukawa et al. [96]

the measurements were instead realized on a six-stage full-scale steam

turbine, the experimental setup is shown in Figure 1.13a. As illustrated

in Figure 1.13b, two different approaches have been used to investigate

the LVF conditions: Test A has been realized by maintaining a constant

condenser pressure and therefore varying the mass flow while Test B

on the opposite so by keeping the mass flow constant. Test A presents

gradually increasing stresses up to reach a peak of stresses around 40 m/s

of L0 outlet axial velocity, further reduction of axial velocity leads to a

decrease of the stresses. A different trend is instead obtained in Test B

where the stresses gradually increase with a rise of the condenser pressure.

It is worth noticing how the difference between the stresses in Test B

and Test A is almost equal to the density ratio, this highlights the key

role of the density in determining the blade vibration stresses. Although

the effect of the density ratio the Test A presents an abrupt increase of

the blade stresses, even higher respect to the Test B maximum, which is

necessarily linked to unsteady fluid force excitations.

The link between blade vibration and fluid dynamic pressure fluc-

tuations is reported in Figure 1.13c, as can be seen, the stator exit tip

pressure fluctuations are the only good indicator for blade vibrations
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while the others flail to predict the blade vibration trend. This is the

demonstration that the source of the blade vibration should be sought in

the area where the RI has been found by other studies. Concerning the

hub measurements, a much different behavior between pressure fluctua-

tions and blade vibration is reported meaning that the flow unsteadiness

in the separation area behind the blade has less potential to trigger blade

vibration probably due to the high stiffness in such region.

Figure 1.13: a) Experimental setup b)measured vibrations stress against
axial velocity at L0 outlet c) Pressure Fluctuations (and vibration

stresses) against axial velocity at L0 outlet
Figure adapted by [96]

In Figure 1.14 the frequency spectra of the pressure signals at the

last stage stator and rotor outlets are reported. Concerning the stator

exit tip, both the operating points showed a high level of unsteadiness

probably due to the presence of the RI while at the stator hub strong

disturbances are revealed for Case 3 which are not due to the RI since

it is usually located near the tip. The source of such unsteadiness seems

instead located at the rotor exit hub where huge pressure oscillations

are measured (Figure 1.14b), such oscillations may be linked to the hub

separation vortex presented in Figure 1.5.



1.4 Off-Design Operating Conditions 45

Figure 1.14: a) Frequency spectra at last stage stator blade exit b)
Frequency spectra at last stage rotor blade exit

Figure adapted by [96]

Once demonstrated the existence and the dangerousness of the flow-

induced vibration under LVF conditions, several FSI approaches arose

in literature to numerically evaluate the impact of such vibration on

the structural integrity of the LSB. A fully coupled FSI is not required

due to the already mentioned purely aerodynamic nature of the rotating

instability phenomenon and the focus of the analysis is one-way: from

fluid to solid. In this regard, Tanuma et al. [97] have extended the results

obtained by N. Shibukawa et al. [95] by carrying out 3D unsteady simula-

tions at LVF conditions, however, they considered just a two nozzle and

three-blade spacing domain to save computational time respect to a full

arc simulation. Despite the fluid domain simplification, they numerically

demonstrated that a rotating instability exists. The unsteady pressure

field computed with the URANS simulation has been used to generate

unsteady load for a one-way FSI analysis. However, the authors reported

that a full arc unsteady simulation would be necessary to predict with

accuracy the vibration stress by taking into account any asymmetries

induced by fluid dynamic effect or by the radial exhaust hood. In this
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regard, a methodology to predict to consider blade vibration during LFV

in the design phase is presented by Tanuma et al. [98]. The procedure is

based on boundary conditions taken from measured data in real steam

turbines, full 3D CFD and unsteady structural analysis with a six-blade

group. The results of the analysis are in line with ones already reported

in the literature: the source of blade vibration seems the tip torus vortex.

Another FSI approach has been proposed by Zhou et al. [99], it is

based on transient CFD and structural modal analysis. The one-way

coupling FSI analysis used is the sequentially coupled forced response

approach, proposed by Moffat and Ning [100, 101], in which the aerody-

namic load is calculated stand-alone without the input of blade vibration

and is only subsequently coupled with a structural model to predict blade

response. The transient history of the blade integral pressure is converted

into the frequency domain and compared with vibratory modes. After

this screening phase, the 3D pressure distribution at the frequency of

interest can be extracted and interpolated over the blade surface to derive

a modal force. Finally, a single degree of freedom (SDoF) analysis is

performed with damping coefficients obtained from test data. In this work

two operating points have been investigated: TP-C6 and TP-A2, both

present an axial velocity at the diffuser outlet of almost 61 m/s with a

different exhaust pressure, TP-C6 has a higher exhaust pressure roughly

3 times respect TP-A2. Despite the density ratio existing between the

two operating points, it is worth highlighting how the experimental data

presented by Zhou et al. [99] in Figure 1.15a shows a peak of frequency

response, in correspondence of the 1st axial mode, for the TP-A2 strongly

higher respect to the response of the other operating point. The explana-

tion of this effect can be understood by looking at Figure 1.15b where

the frequency spectrum of the integral blade pressure is reported. This

spectrum shows clear peaks corresponding to nozzle passing frequency

(NPF), tip vortex frequency and low engine order frequency (LEOF)

generated by the separation area downstream of the last stage rotor blade

since only the lower half of the bucket is exposed to LEO excitations,

where flow separation and circulation exist. According to the authors,
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the low engine order instabilities are responsible for the first axial mode

excitation.

Figure 1.15: a) Blade response in frequency spectra b) Frequency spectra
of unsteady blade pressure for TP-A2

Figure adapted by [99]

The presented FSI approaches are based on harmonic or multi-blade

analysis, however, Qi et al.[102] highlight how only the full annulus

can predict an asymmetric stress oscillation caused by uneven frictional

damping generated by the presence of shrouds and snubbers. Qi et al.[102]

presented an aerodynamic and structural coupled method based on full

annulus FEM calculation. The fluid domain includes the full annulus of

the last stage with shrouds and snubbers coupled with a radial exhaust

hood. It is worth noting how, contrary to what was found by Gerschütz

and Shibukawa [88, 95], the condition of maximum stress is not the same

one with the maximum pressure rise in the blade tip. According to the

authors, this may be due to the effect of the shrouds.

The CFD investigations presented up to this point, except for [98, 102],

which are recent work, are characterized by strong assumptions in the

numerical setup: the most limiting seem to be the steady-state and the

fluid domain simplifications, such as 2D or periodic 3D. The first attempt

to simulate the full 3D annulus of the last stage coupled with a simplified

exhaust hood has been presented by Megerle et al.[78]. The unsteady CFD

simulations have been carried with the commercial code CFX by using the

turbulence model standard k-ε with the automatic wall treatment to limit
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the number of near-wall computational nodes. Both the experiment and

numerical model are with air, but the existence of the rotating stall cells

is demonstrated, meaning that such phenomenon is not linked to the fluid

type. Two different exhausts are tested in order to evaluate the effect of

different boundary conditions on the investigated phenomenon, one with a

convergent outlet extrusion, with a standard outlet, to avoid recirculation

at fluid domain boundary and another with an opening boundary type,

which allows reverse flow at the outlet. The outlet boundary affects the

number of tip stall cells, which is an expected trend since it is stochastic,

while rotational speed is very similar meaning that this phenomenon is

not so sensitive to the outlet type. Also the effect of the tip clearance is

evaluated, and, in contrast with the results presented by Gerschutz et al.

[88], the number of cells and their rotational speed seem to be insensitive

to such flow feature. Concerning the comparison with experiments, the

author reported differences in the fractional speed of the stall cells.

The effect of the exhaust hood on the unsteady fluid behavior has

been also experimentally assessed by Sigg et al. [103]. The same LSB

were tested with different exhaust shapes, obtained by varying the back

wall distance, of the model air turbine already investigated by Megerle et

al [78]. The results show how the rotating instabilities can be influenced

by the exhaust shape. Indeed, for a fixed operating point (fixed flow

coefficient), the amplitude of the RI is strongly affected by the back wall,

specifically, it ranges from zero to the maximum value by increasing the

back wall distance (increasing B, the ratio between diffuser length and

blade span). This monotonically increasing trend is interrupted when

a peak of amplitude is reached, beyond this value it seems insensitive

to the back wall distance. It is also worth highlighting how the exhaust

hood affects the value of the flow coefficient by which RIs are detected.

According to the authors, a possible explanation behind this trend is

the dimension of the diffuser hub separation area, which is influenced

by the exhaust volume. Different behavior of the recirculation zone may

indeed impact the flow impulse, density and turbulence leading to different

behaviors of the RI mechanisms.
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In a further investigation Megerle et al. [104] studied a model steam

turbine with a 7 m2 exhaust area. As in the previous work the full

annulus of the last stage is considered coupled with a 3D radial exhaust

hood. The steam is considered an ideal gas since the measurements

show that under LFV conditions it is far above the saturation line. The

results obtained with such an exhaust hood are compared with the ones

calculated with symmetric exhaust hood, similar to the one shown in [78],

such comparison shows how the amplitude of the pressure fluctuations is an

order of magnitude higher in the realistic exhaust case while the frequency

of the peak is almost the same. These results demonstrated again that a

real exhaust configuration is necessary to capture the amplitude of the

pressure fluctuations, while the triggering of the rotating instability seems

to be not affected by the exhaust type. Despite the differences existing in

the geometry and in the material respect to the previous work [78], the

tip RI is found for a similar value of the flow coefficient, between 0.04

and 0.15. It can be concluded that the flow coefficient is a key parameter

to investigate this phenomenon. Finally,a discrepancy in the fractional

speed numerical prediction respect to the experiments is reported also for

the steam model turbine.

Concerning the parallelism between this phenomenon and the com-

pressor rotating stall, the authors highlight some similarities, in particular

with the part-span stall. The first one is the propagation speed that

in compressor stall is usually counter rotating respect to the rotor and

with fractional speed values ranging from 50 and 80%, this mechanism

is similar respect to the RI phenomenon observed in steam turbine LSB.

Another similarity is on the trigger mechanism, which is linked to a suc-

tion side separation in compressor leading to the blockage of the passage;

Consequently, the flow is deflected towards the adjacent passage with high

incidence and this causes the stall of also this passage. With a similar

mechanism also the RI onset may be linked to a suction side separation.

In the light of the above investigations, the prediction of the RI prop-

agation velocity is an extremely challenging task for the CFD modeling.

In this regard, Megerle et al. [105] carried out an enhanced numerical
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simulation by using a scale-resolving turbulence modeling: Scale Adaptive

Simulation (SAS), which is able to simulate large-scale turbulent fluctua-

tions in an extremely pragmatic way since it demands less mesh density

requirements respect to a Large Eddy Simulation (LES) or other hybrid

approaches. The comparison between URANS, SAS and experiments show

small differences between the numerical models in the flow field resolution

and both fail to predict the axial velocity near the casing, probably due

to the coarse mesh used.

Significant differences between the numerical models are instead re-

ported by considering the STFT (Short Time Fourier Transform) of a

static pressure time history in a monitor point located between stator and

rotor at 87% span, where SAS shows a higher level of unsteadiness over the

entire range of frequencies. The URANS predict only two major sources

of unsteadiness, one, at high frequency, is the effect of the stator wake

and the other, at low frequency, is the effect of the RI. The SAS model

is able to predict a two-band behavior of the rotating instability at low

frequency, which means that two RI patterns are present simultaneously.

In particular, a stronger 7 stall cell pattern at 3.2 EO (ratio between

frequency and rotational frequency) and a 13-14 weaker one at 7-6 EO.

In the experimental results, a strong instability between 3.5 and 4 EO is

clearly visible and, consequently, the low stall cell pattern is confirmed,

while the high stall cell is hardly observable. It is worth highlighting

the huge disparities between the experimental and CFD conditions, in

particular in the experiments several rotor revolutions con be measured

rapidly in contrast with the CFD where each rotor revolution is extremely

time-consuming and the physical time simulated is inevitably lower. On

the other hand, the time step used for the CFD is significantly lower

respect to the time of acquisition of measuring instruments this means

that the CFD can predict physical phenomena at higher frequency respect

to experiments.

Concerning the velocity of propagation of the stall cells, the SAS

model presents a good agreement with the experimental results. Both

the experiment and simulation show a reduction of the propagation speed
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with an increase in the volume flow and it can be concluded that the

fractional speed of propagation is linked to the flow coefficient.

Further developments in the numerical modeling of the LVF conditions

are proposed by Ercan and Vogt [106] by carrying out improved Delayed

Detached Eddy Simulations (iDDES). In this work, a comparison between

URANS, iDDES and experiments in different operating conditions is

presented, characterized by 6,3%, 12% and 18% of the design mass flow,

with a fixed outlet pressure of 23.5 kPa. The fluid domain consists of

3 stages with a full annulus extension and a radial exhaust hood. The

tip gap is included in the fluid domain and the steam is considered an

ideal gas. Both the experimental measurements and numerical simulation

monitor points are focused on the axial gap between the last stage stator

and rotor where previous investigations [78, 88, 104, 105] have shown the

RI. A comparison between the FFT spectra of the pressure signal in this

area is reported for different operating conditions. In the 18% design

mass flow, the experiments show a high amplitude region between 0-2 EO

and another between 7-10, while both the CFD models predict only the

high-frequency region. At the 12% design mass flow, both the numerical

models predict the region of instability between 0-2 EO in agreement with

experiments, while a higher frequency region of instability, observable in

the experiments, is well predicted only by the iDDES. A similar trend

is shown in the 6.3% design mass flow case. To summarize, both the

CFD models agree quite well with experiments for the lower mass flow

cases while they fail to predict the lower frequencies at 18% mass flow.

The improvements achieved with the iDDES are linked to the tendency

to show more RI configurations due to the instabilities of the flow field

generated by the turbulence effects. Concerning the prediction of the

propagation velocity of the stall cells, a very good agreement between

numerical models and experiments is shown for the 6.3% design mass flow

while in other operating conditions the agreement is slightly worse.

Most of the works presented up to this point were focused on pressure

monitor points located in the axial gap between the last stage stator and

rotor, which has proved to be a valid strategy for the identification of the
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RI. A different approach has been instead proposed by Liu et al. [107] and

Rzadkowski [108], both these investigations are focused on the unsteady

blade forces using a full 3D numerical model of the last stage coupled

with the exhaust hood. The results show how also this strategy can be

used to detect the flow instabilities caused by unsteady phenomena such

as stator wakes, last stage-diffuser interaction and the RIs at the LSB tip.

To the author’s knowledge, in literature, there is a lack of investiga-

tions concerning axial exhaust systems during LVF conditions. Recently

Hoznedl et al.[109] presented experimental results of flow in the LSB of a

steam turbine with an axial diffuser, the experimental setup presented in

Figure 1.16 consists of pressure tap and temperature measurement at the

hub and tip of the blades. In addition, the blade vibrations are measured

with the blade tip-timing.

Temperature and pressure measurements highlight how the steam at

L1 inlet is superheated during LVF conditions. They also demonstrated

how a flow coefficient of 0.17 is the transition point for the ventilation of

the last stage. In Figure 1.16b the blade vibration as a function of flow

coefficient is reported, it is worth highlighting how the blade vibration

experiences a significant increase in correspondence of a flow coefficient of

0.27 where the hub separation appears in the diffuser. Such vibration may

be triggered by the flow unsteadiness in the hub separation vortex. The

blade vibration increase continuously by decreasing the flow coefficient in

the region of ventilation (pressure ratio at the tip higher than 1) up to

reach a maximum in correspondence of a flow coefficient of 0.05, with the

maximum pressure rise across the blade tip. Further decrease of the flow

coefficient beyond this value leads to a decrease of blade vibration.
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Figure 1.16: a) Experimental Setup b) LSB vibration and
temperature/pressure ratio against flow coefficient

Figure adapted by [109]

1.5 Post-Processing Techniques

In this section, the theory behind the modal analysis techniques used

in Chapter 4 is presented. Starting from a description of the classical

Discrete Fourier Transform (DFT) analysis up to the advanced data-driven

technique Proper Orthogonal Decomposition (POD). The latter is a useful

tool to extract as much information as possible from large amounts of

data, specifically, it enables the identification of coherent structures within

a turbulent flow, which are often embedded, favoring the understanding

of how they interact and how they contribute to the development of a

specific phenomenon.

The DFT analysis is used to decompose a signal, the evolution in time

of a specific quantity, into a sum or an integral of harmonic functions.
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In this work, to be clear, the Fast Fourier Transform has been used,

which is an algorithm that computes the discrete Fourier transform (DFT)

allowing significant speed-up respect to the classical DFT [110]. Although

this, it is fundamental starting to describe the DFT, which is given by:

f̂k =

n−1∑
j=0

fje
−i2πjk/n (1.12)

Where j identifies the time domain, n identifies the frequency domain.

It is worth mentioning how the DFT is not a data-driven technique (such

as POD) since its temporal basis is defined a priori and it depends on the

number of time steps and sampling frequency.

The DFT is therefore a linear operator that maps the data points

from f (i.e. time domain) to the frequency domain f̂ . For a specific

number of points n, the DFT allows representing the data using the sine

and cosine functions with an integer multiple of a fundamental frequency.

Considering:

ωn = e−2πi/n (1.13)

The DFT may be calculated with a matrix multiplication:



f̂1

f̂2

f̂3
...

f̂n


=



1 1 1 · · · 1

1 ωn ω2
n · · · ωn−1

n

1 ω2
n ω4

n · · · ω
2(n−1)
n

...
...

...
. . .

...

1 ωn−1
n ω

2(n−1)
n · · · ω

(n−1)2

n





f1

f2

f3
...

fn


(1.14)

The output vector f̂ contains the Fourier coefficients for the input

vector f. It is worth highlighting how the matrix F is complex-valued,

consequently, the output f̂ has both a magnitude and a phase.

The calculation of DFT implies O (n2) operations, while, as mentioned

earlier, the FFT rapidly computes such transformations by scaling as

O(nlog(n)) allowing a significant speed-up.
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Figure 1.17: a) Schematic representation of DDMA
Figure adapted by [111]

In this work the results of the FFT are presented by computing the

amplitude of the oscillations, the amplitude is calculated as the ratio

between the magnitude and the number of points in the time-domain

signal (N):

Amplitude =
Magnitude

N
(1.15)

Although the Fourier Transform provides information about the fre-

quency content of a signal, it does not provide any information about

the evolution in time of that signal. For signals non-stationary time, like

the ones presented in this work, it is essential to characterize both the

frequency content and its evolution in time. In this regard, the Short

Time Fourier Transform (STFT) computes a windowed FFT in a moving

window allowing the characterization of the frequency content in time,

the so-called spectrogram.

Before directly describing the POD, it is worth introducing the idea

behind the Data-driven modal analysis (DDMA) which is a branch of the

data analysis aimed at decomposing a set of data into a series of modes,

as schematically shown in Figure 1.17.

The starting data set can be obtained by recording the evolution of a

specific quantity in time and space, the DDMA decomposes this set into a

linear combination of several modes. The modes may evolve in non-linear

way but their combination is still linear. Each mode Mj presents a spatial

structure (xi) and a temporal structure (tk). The DDMA can be used for
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multiple purposes:

• pattern recognition: The mode spatial distributions can provide

information about coherent structures usually embedded in turbulent

flow, this application of DDMA is used for the post-processing of

experiments (e.g. PIV) and CFD simulations, as in the case of the

present work.

• data compression/filtering: The identification of low-importance

modes, which may be related to background noise, can help to

remove useless information in the data set acting as a filter. In the

fluid dynamic context, this can be useful for removing background

noise from PIV images or CFD analyzes

• model order reduction (Reduce Order Model ROM): This application

of DDMA can be used to reduce the complexity of a problem by

projecting the problem into the basis generated by a few high-

importance modes significantly reduce the computational costs.

The first step for the application of the DDMA is to build the data

matrix D (snapshot matrix), which is the matrix to decompose. It can be

expressed as follow:
d1[[1] · · · dk[1] · · · dnt [1]

...
...

...
...

...
...

...
...

...

d1 [ns] · · · dk [ns] · · · dnt [ns]

 (1.16)

This matrix is composed by recording the evolution of one or more

variables in space and time and placing a snapshot of the system in

each column. So, the rows represent the time evolution while the space

distribution is presented along with the columns. Ns is the total number

of points in the space, the computational grid nodes for the CFD, and nt

is the number of snapshots considered.

This matrix can be viewed from two different perspective, the space

view:
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D[i, k] =

R∑
r=1

cr[k]φr[i] =

R∑
r=1

σrψr[k]φr[i] (1.17)

And the time view:

D[i, k] =

R∑
r=1

cr[i]ψr[k] =

R∑
r=1

σrφr[i]ψr[k] (1.18)

Where:

• σr are the eigenvalues of the data correlation matrix (explained

later), they identify the energy content of each mode and conse-

quently the weight in reproducing the starting data set D

• ψr are the eigenvectors of the correlation matrix, they characterize

the time evolution of each mode. By performing an FFT of these

terms is possible to identify the frequency content of each mode.

• φr represent the spatial distribution of each mode allowing to identify

of the coherent structures in the starting data set

In the spatial view (row variation), each snapshot can be seen as a

linear combination between of spatial bases φr and the coefficients of this

linear combination change in time cr (controlled by the set of ψr). On the

other hand, the temporal view (column variation) can be obtained as a

linear combination of temporal bases ψr and the coefficients of this linear

combination change as we consider different spatial locations (controlled

by the set of φr). However, spatial and temporal basis are linked and so

it is coupled a problem. It is worth considering how is suitable to consider

both the basis of unitary length (‖φr‖ = ‖ψr‖ = 1) so the σr directly

represents the contribution, or amplitude, of each mode. In the light of

the above, it is convenient to write the linear combination as the sum of

outer products:

D =

R=rank(D)∑
σrφrψ

T
r (1.19)
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Each outer product together with its amplitude σr represents a rank-

1 approximation of the data D, so the sum of all the possible rank-1

contributions is possible to reconstruct the original set of data D. It is

interesting highlighting how if the number of modes considered is equal

to the rank of the original matrix, no approximation is done. Otherwise,

if the number of modes is less than the rank of D (as usually done in

practical applications) the reconstructed matrix is an approximation of

the starting one.

By writing the equation 1.20 in a more compact way, the following

matrix expression is obtained:

D = Φ
∑

ΨT (1.20)

where:

Φ =

 φ1[i] φ2[i] . . . φL̇R[i]
...

...
...

...

 (1.21)

Σ =


σ1 0 0

0
. . . 0

0 0 σR

 (1.22)

Ψ =

 ψ1[k] ψ2[k] . . . ψR[k]
...

...
...

...

 (1.23)

Since Σ is diagonal and the columns of φ and ψ are normalized is not

possible to choose simultaneously φ and ψ. Indeed, usually, ψ is fixed

and φ is calculated. In addition, if, as already mentioned, the number of

modes (R) is less than the rank of D a reduced model is obtained and

expressed as follow:

D̃ = Φ̃Σ̃Ψ̃T (1.24)

The decomposition approaches differ on how Ψ is obtained. Usually,

the matrix ψ is orthogonal and consequently, the following expression is
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true:

D
(

ΨT
)−1

= ΦΣ = C (1.25)

By considering also that each spatial basis element has unitary length,

it is possible to calculate σ by normalizing each of the columns of the

product ΦΣ = C, as expressed by the following equation:

σr = ‖Cr‖ = ‖φrσr‖ (1.26)

Once calculated all the σ, it is possible to assemble the inverse of the

matrix Σ and therefore calculating Φ with the following equation:

Φ = D
(

ΨT
)−1

Σ−1 (1.27)

As mentioned earlier, the way in which the data Ψ is computed

determines the difference between the different DDMA techniques, the

decomposition can indeed be classified in two main categories: energy or

frequency-based, the latter is not discussed in this work.

The POD is the fundamental energy-based decomposition technique,

and it is a data-driven technique since its basis is tailored to the data set.

The POD is aimed at determining the best approximation of a data set

for a given rank. By recalling the equation 1.20, a rank R approximation

of the data set can be written as follow:

D = ΦΣΨT −→ Φ = DΨΣ−1 −→ D = DΨΨT −→ D̃ = DΨ̃Ψ̃T (1.28)

with Ψ ∈ Rnt×ntand Ψ̃ ∈ RR×nt , by considering the equation D =

DΨΨT , it is clear how if Ψ is a complete orthonormal basis then the

equation becomes D=D, however if an approximation is introduced by

considering only R columns of Ψ (Ψ̃) then Ψ̃Ψ̃T is no more the identity but

it is a projection matrix which leads to the definition of an approximated

data set D̃. In the specific case of POD, the temporal basis computed is the

optimal one that minimizes the approximation error. The decomposition
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problem is therefore traced to an optimization problem that can be solved

in two different ways, for the first mode this problem can be solved with

error minimization:

min
(
||D − D̃||2

)
=
(
||D −DΨ̃1Ψ̃T

1 ||2
)

(1.29)

or with energy maximization:

max (σ1) = max (||Φ1σ1||2) = max
(
||DΨ̃1||2

)
(1.30)

the constrain of the procedure is

〈ψ,ψ〉 = ψTψ = 1 (1.31)

By using the energy maximization approach, it is possible to solve

it with the Lagrange multipliers method. First of all, it is necessary to

define an auxiliary function A, defined as follow:

A =
{

(Dψ)†(Dψ)
}

+ λ
{

1− ψ†ψ
}

(1.32)

Where the first term is the maximization object while the second

is the constraint, λ is the Lagrange multiplier. In order to solve the

optimization problem is necessary to derive the auxiliary function respect

to the independent variable:

∂A
∂ψ

=
(
D†D

)
ψ − λψ = 0 (1.33)

The equation 1.33 is true when:

(
D†D

)
ψ = λψ (1.34)

The equation is an eigenvalue problem, since the best basis to make a

rank-1 approximation is must be the eigenvector of the temporal correla-

tion matrix K, defined as K = D†D. So, the eigenvalue problem involves

determining the eigenvalues λ and the associated eigenvectors starting

from the expression indicated above. It is worth mentioning how the
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same procedure can be repeated by firstly computing the spatial basis Φ,

depending on this choice different POD methods can be implemented.

In this regard, POD was first applied to the fluid dynamic context

by Lumley [112] in a space-only form (spatial POD) and it was focused

only on the calculation of the modes spatial distribution, neglecting their

temporal evolution. The link between spatial and temporal evolution of

modes was found by Sirovinch [113, 114] with the so-called Snapshot POD,

which is the one used in this work since such method is suggested when

the spatial points are greater than the temporal ones, as often happens

in CFD simulations. The algorithm to calculate the Spanshot POD has

been implemented in Matlab by following these steps:

• Prepare K: K =
(
DTD

)
• Diagonalize K: K = ΨPΛPΨT

P

• Compute spatial POD modes and modes amplitude coefficients:

ΣP =
√

ΛPΦP

ΦP = DΨpΣ
−1
P

In the last years, POD analysis is more and more frequently used

in different applications even outside the fluid dynamic context. For a

detailed description of this method applied to fluid dynamic problems, it

is worth mentioning the work presented by Berkooz et al. [115]. However,

since this work is focused on the low-pressure turbine, for a sake of

brevity, only the applications of such a technique in a similar scenario are

presented. At this regard, S. Sarkar [116] performed a POD analysis of

fluctuating flow field obtained from a LES simulation on a low-pressure

turbine cascade showing that it is able to identify the dynamics related

to the passing wake events. D. Lengani et al. used POD to investigate

loss generation mechanisms in a low-pressure turbine (LPT) cascade

[117, 118, 119, 120, 121]. In this works, POD is used to identify coherent

structure in complex flow field allowing the assessment of their impact in

the loss generation. The link between Reynolds stresses and dissipation

mechanisms is also evaluated. In [121] they apply POD to high-fidelity



62 1. Background

LES simulation to quantify the entropy generated by each of the different

dynamical features which characterize the blade passage. It seems clear

how the POD can help to the most important modes in a chaotic flow field,

ranking them on the basis of their energy content, however, sometimes the

physical interpretation of each mode may be complex since, as shown by

Mendez et al. [122], it may happen that coherent phenomena are mixed

over different modes.

To the best of the author’s knowledge, this is work presents the first

application of this technique for the study of transient instabilities in the

exhaust system during LVF conditions. This can further enhance the

understanding of this phenomenon by decomposing the different sources

of instabilities. In addition, the post-processing techniques presented in

the literature review are based on the analysis of a local signal (obtained

with probes or monitor points), the results are so strongly dependent on

the position of the monitor points. This can lead to a loss of essential

information, which may be instead avoided by using techniques (such as

POD) based on 2D or even 3D sets of data.



Chapter 2

Exhaust System Numerical

Modelling

This chapter is focused on the application of different numerical models,

already introduced in the previous chapter, to compute the flow field

within an exhaust hood. The main differences between the investigated

approaches concern the stator-rotor and rotor-exhaust hood interfaces

modeling. In line with the findings proposed by the literature review

both steady, i.e mixing plane and frozen rotor, and unsteady solutions are

tested. A numerical grid sensitivity approach is presented, which has been

systematically used for the results presented in this work. In other words,

this chapter aims to present and justify the numerical choices behind the

optimization method proposed in the following chapters, in chapter 3.

This chapter is split into two different sections, in the first one the

influence of different numerical setups on the flow field of a radial exhaust

hood, manufactured by Baker Hughes, is assessed while in the second the

focus is moved to an axial exhaust hood, still manufactured by Baker

Hughes, where similar setups are tested. The parallelism between the

different geometries allowing to understand the huge differences in the

aerodynamic flow field and the different impacts of the interface used on

the performance. It is worth highlighting how all the results presented

63
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in this section are obtained with design operating conditions, while the

off-design assessment is presented thereafter (in chapter 4).

2.1 Radial Exhaust Hood

In this section a numerical investigation on the flow-field and aerody-

namic performance of a low- pressure steam turbine exhaust hood through

CFD simulations is presented, it aims at comparing results coming from a

full mixing plane approach (FMP) with those resulting by the frozen rotor

approach (FFR), that is considered as the reference simulation in the

industrial practice. The results described in this section are also reported

in [123].

The geometry under investigation consists of a turbine stage and

an exhaust system, as shown in Figure 2.1a. In the full mixing plane

approach, all computational domain interfaces are treated with a mixing

plane model, namely between the stator and rotor domains, as well as

between the latter one and the exhaust hood. As a result, only a single

rotor blade has to be modeled (2.1b) on the contrary respect to FFR

setup in which the full annulus mesh of the rotor is included (2.1c). Both

the approaches consider a single passage of the stator domain whose

downstream interface is linked to the rotor domain through the mixing

plane approach, this is a typical approach found in the industrial design

practice since the stator domain of the last stage is usually chocked and

only weak variations of the flow in the circumferential direction are present.

The rotor tip leakage jet and the exhaust hood struts are included in the

simulation due to their high importance in the numerical accuracy in the

light of the literature review presented in chapter 1.

The blade rows were meshed using ANSYS Turbogrid, therefore struc-

tured grids were realized then converted into unstructured meshes. The

parameters used for the grids generation are decided from the author’s

experience, allowing the generation of sufficiently refined grids, which

sizes are summarized in Table 2.1.

The exhaust system was meshed by using ANSYS Meshing, realizing
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Figure 2.1: a) Illustration of the computational sub-domains , b)
stator-rotor domains for FMP model, c) stator-rotor domains for FFR

model d) Mid section of exhaust hood e) post-processing surfaces

tetrahedral grids with prismatic layers at near-wall regions in order to

well reconstruct the viscous boundary layer, with a y+ value of 2.
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Table 2.1: Elements number of stator and rotor grids.

CFD model Stator elements number Rotor elements number

FMP 249k 480k
FFR 249k 18.9M

ANSYS CFX v.18 has been used to solve 3D RANS equations, using

the coupled solver available in the code. Although the impact of steam

wetness is documented in the literature, an ideal gas assumption has

been used for a sake of reducing computational costs. Such an approach,

widely used in literature, is still valid for qualitative comparisons between

different models. In addition, it is worth recalling how such work is

preparatory at the development of an industrial optimization procedure,

where the speed of the numerical simulation is a key point in order to

limit the duration of design time.

By virtue of the findings proposed in the literature review, the tur-

bulence was modeled adopting the SST k-ω model [124] combined with

the automatic wall treatment model, which applies a smooth transition

between a low Reynolds and standard wall function approach as a func-

tion of y+ value. Such turbulence model was developed to offer a better

prediction of the separated flow and therefore it is expected to be the

most suitable for strongly separated flow as demonstrated by Bardina et

al.[47].

The advection fluxes of continuity, momentum and total energy equa-

tions are calculated with a high-resolution scheme, essentially a second-

order and bounded scheme, while a first-order scheme has been used for

the convective terms of turbulence equations since it has a low impact

in this application; viscous work term has been included in the energy

equation.

Concerning the boundary conditions, by referring to Figure 2.1 for

surfaces’ names, at the stator inlet were imposed a constant total pressure

and total temperature, a normal flow direction and 5% of turbulence

intensity, while at the exhaust system outlet a constant static pressure

was imposed. As highlighted in Figure 2.1a, the exhaust hood outlet does



2.1 Radial Exhaust Hood 67

not match with the surface representing the condenser inlet (pointed as

condenser surface), but it is located downstream; this extrusion of the

geometry was performed in order to avoid a back flow phenomenon in

the numerical outlet during the computation. All walls were treated as

adiabatic, smooth with a no-slip condition, therefore a zero speed was

assigned to the stator nozzle and endwalls, to the walls of the exhaust

hood and to the rotor blades and hubs, while a counter-rotating speed

condition was imposed to the tip surface since the equations in the rotor

domain are solved in the rotating frame. Periodic boundary conditions

have been applied at the stator domain, as well as in the rotor domain

of the FMP model. The simulations were stopped when monitor points

and integral quantities had achieved a steady condition, and the scaled

residuals had reached a minimum of 1 ∗ 10−4 for every equation.

2.1.1 Mesh independence study

Before illustrating the results of the different interface models, the

computational mesh is presented. It has been selected by virtue of a grid

refinement study aimed at assessing the dependency of the numerical

results on the mesh grid by applying the grid convergence index (GCI)

method proposed by Roache [125]. Such a method is based on the gener-

alized theory of Richardson extrapolation and involves the comparison

of discrete solutions at three different grids spacing: hc (coarse mesh),

hm (mid mesh) and hf (fine mesh). The representative mesh spacing was

computed using the following equation, as proposed by Celik [126], where

Vi is the volume of the i-th cell and N is the total number of the grid:

h =

[
1

N

N∑
i=1

∆Vi

]1/3
(2.1)

The different meshed predictions are compared in terms of static

pressure recovery coefficient (Cp), defined in Equation 1.1, which measures

the static pressure recovered, at a specific section, from the available total

energy at the inlet of diffuser.
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Figure 2.2 shows the pressure recovery coefficient trend as a function

of grid refinement, evaluated along the flow path on the post-processing

surfaces, these are highlighted in Figure 2.1e; the recovery coefficient is

normalized by a reference value (Cp) that will be used, from henceforth,

in the normalization of every result.

0 1 2 3 4 5 6 7 8
0.0

0.2

0.4

0.6

0.8

1.0

C
p/

C
p*

 [-
]

Post-processing Surface [-]

 coarse
 mid
 fine

1.0

1.2

1.4

1.6

1.8

2.0

2.2

2.4

2.6

2.8

3.0

 A/A
0

 A
/A

0

Figure 2.2: Behavior of Cp on post-processing planes as a function of
grid refinement

As can be seen from Figure 2.2, the Cp trends resulting from the fine

and mid grids as quite overlapping, with the main deviation, less than 3%,

located at the diffuser exit (surface 4). At surface 7, corresponding to the

condenser section, the fine mesh shows a Cp very close to the mid grid

value, in fact, the difference is below 1%. The Mid mesh is illustrated in

Figure 2.3.

On the contrary, the pressure recovery coefficient computed by the

coarse grid is always below the fine grid trend, with an average deviation of

7%. In the same chart, the geometrical area variation that is experienced

by the flow is represented in terms of area ratio (AR), namely the ratio

of the post-processing surface area to the diffuser inlet area. As expected,

the recovery process is totally localized in the diffuser, where the area
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ratio is increasing. Downward from the diffuser, in the collector box,

which acts as a junction between the diffuser and the condenser, the Cp

drops as the effect of losses although the AR is still increasing. As will be

in-depth explained in the chapter 3 and observable in Figure 1.5 the flow

field this region is dominated by the presence of strong vortices which are

sources of significant losses leading to the drop of performance shown.

Figure 2.3: Last stage and exhaust hood computational mesh

To conclude the grid independence study, the GCI criteria are reported

below, and the outcomes for each mesh resolution, as well as the properties

of the grid are summarized in Table 2.2. The pressure recovery coefficient,

computed at the condenser inlet, has been considered as the variable

subject of the GCI analysis. The results demonstrate that the discrete
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solutions converge monotonically as the grid is refined, as shown in

Figure 2.4. The ratio of the characteristic grid spacing from coarse to

medium (rcm) and from medium to fine (rmf ) is 1.68 and 1.44 respectively,

consequently the order of convergence of the discretization (p) can be

computed solving Equation 2.2 iteratively [126], where Cpc, Cpm, and

Cpf are static pressure recovery coefficient of coarse, medium and fine

grids.

p =

ln
[
Cpc−Cpm
Cpm−Cpf

]
+ ln

[
r
p
mf
−1

r
p
mf

r
p
cm−1

]
ln(rmf )

(2.2)

As the apparent order of discretization is known, the GCI for the fine and

medium grids are given by Equations 2.3 and 2.4.

GCIf =
1.25|(Cpm − Cpf )/Cpf |

rpmf − 1
(2.3)

GCIm =
1.25|(Cpc − Cpm)/Cpc|

rpcm − 1
(2.4)

Table 2.2: Grid refinement results and mesh properties.

Grid Refinement level Elements number h [mm] Normalized Cp

coarse 0.84 Million 13 0.559
mid 4 Million 7.8 0.575
fine 12 Million 5.4 0.579

The GCI measures the distance between results and the asymptotic

value. In the analysis under consideration, the observed order of conver-

gence is equal to 1.93, with a GCI for medium and fine grids of 1.97%

and 0.97% respectively, indicating that the computation is within the

asymptotic range, the reason why the medium size grid has been selected

to perform the interface models comparison.

2.1.2 Rotor-Hood Interface Model Assessment

In this sub-section, the results coming from the FFR and FMP sim-

ulations are compared, by studying the trend of normalized Cp along
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Figure 2.4: Results of GCI criterion: behaviour of Cp as the mesh is
refined

the flow path, as well as analyzing the pressure and velocity field distri-

butions within the exhaust hood. In the mixing plane approach, at the

stage interface, ANSYS CFX allows two possible averaging operations for

velocity on the downstream side. The total pressure can be conserved

performing a circumferential average of flow direction in the rotating

frame (Constant Total Pressure option, referred as CTP), in this way

the downstream velocity profile adjusts naturally to downstream static

pressure values; alternatively, the downstream velocity can be computed

by circumferentially averaging the absolute velocity in the rotating frame

(Stage Average Velocity option, referred as SAV). In this work both op-

tions were assessed, therefore the model recurring to the CTP option will

be referred to as FMP-ctp model, while the other as FMP-sav model.

The FMP-ctp model was adopted in the grid sensitivity study discussed

in the previous sub-section.

Figure 2.5 shows the trend of normalized pressure recovery coefficient

as a function of interface coupling models, computed along the flow path

on the post-processing surfaces.

As it can be seen, both FMP models predict a lower recovery perfor-
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Figure 2.5: Behavior of Cp on post-processing planes as a function of
interface coupling modeling

mance of the exhaust system with respect to the frozen rotor solution

but, whereas the mixing plane model with the CTP option averagely

underestimates about 25 percent, the FMP-sav simulation shows results

very close to the FFR ones. Focusing on the FMP-sav model, a very

well agreement with the FFR in the diffuser region is clear: it is shown a

difference that grows along the flow path, however reaching a maximum

underestimation of just 3.8% at the diffuser exit (surface 4). Downstream,

the drop of pressure recovery coefficient occurs in every simulation, which

is less intense in the case of CTP option, but in the final part of the

exhaust hood gets up again in FFR and FMP-sav models. The plot

shape of these last simulations is practically the same with a negative

deviation of the pressure recovery coefficient at the condenser surface

equal to 5.2 percent: such a difference is more than acceptable, given the

significant saving in terms of numerical cost, which was reached thanks

to a reduction by 80 percent of the grid elements number. For a better

understanding of the differences in the pressure recovery coefficient coming
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from the interface coupling modeling and, in particular, from the effect of

the various averaging options available in the mixing plane model, the

contour plots of static pressure and the absolute velocity at the inlet of

the exhaust system are presented in Figure 2.6.

Figure 2.6: Contour plots of static pressure and absolute velocity module
at the Rotor-Exhaust hood interfaces, for both FFR and FMP models.

From a qualitative point of view, it can be seen how, in the frozen rotor

simulation, the static pressure distribution is characterized by a radial

gradient located on the half upper part of the rotor-diffuser interface, while

in the lower part the pressure is more uniform. As regards velocity contour,

it can be considered uniform in the circumferential direction with a good

level of approximation. Focusing on the mixing plane simulations, both

models compute a radial pressure gradient at the interface upper region,

with the CTP model showing pressure values closer to the FFR solution,
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whereas SAV pressure values are lower in average on the interface upper

zone. As far as the velocity distributions are concerned, the mixing planes

models show significant differences at the maximum radius, right where

the rotor tip leakage jet is located, clearly visible in the velocity contour

relative to FFR simulation. The circumferential averaging operation of

the velocity vector applied by the FMP-sav model leads to a uniform

distribution of the velocity field at the exhaust system inlet, while, on

the contrary, the CST option introduces a non-uniformity in the rotor

tip leakage speed distribution: in detail, such a velocity is constant and

with a unit value (normalized velocity) in the lower part of the interface,

whereas in the half upper it decreases from the rotating axis towards the

top region, where the speed stands at 67 percent of the maximum. In

addition, it is interesting highlighting how the asymmetry of the radial

diffuser affects the pressure field at the LSB outlet, indeed, as already

presented in the literature review the strong pressure gradient between

the upper and lower leads to a different load of the rotor blades which

moves in that region. By virtue of this, It can be therefore concluded

that is essential to consider the exhaust hood in the last stage numerical

calculation.

The effect of these differences on the pressure recovery coefficient

is assessed through a study of the Cp’s circumferential distribution on

the post-processing surface S2, shown in Figure 2.1. Such a surface

has been circumferentially divided into 40 sectors having the same area,

hence on each one, the Cp, as well as the velocity, have been computed,

collecting the results into the polar charts shown in Figure 2.7. It is

worth mentioning how this approach to characterize the tangential Cp

distribution should be used only when the swirl of the flow at the diffuser

inlet is near to zero, as in the case of the design operating condition.

Otherwise, due to the effect of the swirl, the Cp distribution should be

computed by considering the stream tube of the flow.

By looking at Figure 2.7 it can be shown how the diffuser does not

work uniformly over the 360 degrees, indeed, the pressure recovery occurs

mainly in the upper half, with a reduction in the recovery performance
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Figure 2.7: Polar charts of absolute velocity (on the left) and normalized
Cp (on the right) computed on the post-processing surface S2 for the

different interface coupling models.

even the 50% in the lower half. The data related to the FMP-sav model,

green triangles in the right chart of Figure 2.7, compares very well with

those coming from the frozen rotor simulation, with small deviations

mainly located within the angular sector 0° 135°. On the contrary, the

FMP-cst model shows Cp values (blue dots) lower than the FFR ones

(black squares) on almost the overall annular channel, except for the

angular sector 162° 207°, with a maximum deviation between 288° and

63°, precisely in the region where the rotor tip jet is very weak. Moreover,

by studying the velocity polar chart, left plot in Figure 2.7, it can be seen

how, in that angular region, the area-averaged velocity computed for the

FMP-ctp simulation is always below the FFR and FMP-sav results. For

an in-depth investigation of this effect is useful to observe the velocity

contour reported in Figure 2.8. In particular, by looking at the velocity

field on the vertical plane cutting the exhaust hood geometry into two

halves, it is clear how the FMP-ctp exhibits a flow separation along with

the steam guide. This flow separation acts as an aerodynamic blockage

reducing the available flow passage area and causing the pressure recovery

drop shown in both Figure 2.5 and 2.7. The FFR and FMP-sav do not

reveal this flow feature since, in line with what is shown in literature, it is



76 2. Exhaust System Numerical Modelling

strongly affected by the tip leakage flow and both these interfaces predict

a strong leakage jet in the tip of the rotor-hood interface, as observable

in Figure 2.6, such jet energizes the flow in the boundary layer avoiding

the flow separation. This is additional proof of the beneficial action of

the tip jet in countering the flow separation at the steam guide, therefore

it is paramount that the interface coupling model does not alter the jet

velocity on the downstream interface. In addition, it is also interesting to

highlight how the presence of counter-rotating tip vortices is revealed by

all the numerical setups, the cores of these vortices are clearly visible in

the post-processing surfaces located in the collector box with almost zero

velocity regions. This means that the formation of these flow structures is

not correlated with any flow separation in the diffuser, but it is linked to

the radial geometry of the diffuser which forces the flow to experience a

90° degrees change of direction in a very short distance. Such a problem,

largely responsible for the pressure recovery drop downstream of the

diffuser, can not be therefore solved with an optimization of the diffuser

itself but can be just mitigated by acting on the collector box shape.

To summarize, the FMP model has proved to be a good tool to assess

the exhaust hood performance, with acceptable deviations from results

coming from a frozen rotor simulation and with a significant reduction

in numerical cost, especially in the view of using CFD simulations to

carry out DOE studies oriented to geometry optimization. Moreover, this

research has highlighted as, for the mixing plane model, it is relevant

to choose the right velocity averaging operation to be performed on the

domains’ interfaces, in order to achieve results consistent with the frozen

rotor ones, in particular, a circumferentially averaging operation of the

absolute velocity in the rotating frame should be adopted (Stage Average

Velocity option in ANSYS CFX). However, it is worth recalling how

these findings have been obtained in design operating condition where

the swirl of the flow at the diffuser inlet is near to zero. In this regard,

it is appropriate to expect higher deviation for the interface model in

off-design conditions, which are characterized by stronger disuniformities

of the flow in the tangential direction.
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Figure 2.8: Absolute Velocity field within the exhaust hood: FFR,
FMP-sav and FMP-ctp

2.2 Axial Exhaust Hood

In this section, a numerical investigation on the flow-field and aerody-

namic performance of a low-pressure steam turbine axial exhaust hood

through CFD simulations is presented. The characteristic flow field of the

axial exhaust hood is presented and the differences respect to the radial

configuration are highlighted. Due to the strong coupling between the

last stage and exhaust hood, the assessment on the interface models has

been repeated and in this case and even expanded with an unsteady nu-

merical simulation which represents the most accurate numerical solution

in the state-of-art. In the final part of this section, the focus is moved

on the influence of struts by evaluating their impact on the aerodynamic
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performances of the diffuser. Both the investigations presented in this

chapter are obtained by considering design operating conditions, with an

average diffuser inlet swirl near to zero. The effect of swirl on both the

interface models and structural struts is instead presented in Chapter 4.

2.2.1 Rotor-Hood Interface Model Assessment

The computational mesh used for this study has been obtained with

the same procedure presented in the previous section 2.1. Concerning

the numerical setup, for the steady-state simulation, the same choices

presented in the section 2.1 are replicated.

In this investigation two different fluid domains, reported in Figure 2.9,

have been studied: periodic and fully 3D. Rotor tip clearance is included

in both the fluid domains. The periodic model uses the mixing plane as

frame change type and it consists of a single last stage passage coupled

with a periodic slice of the diffuser, therefore, neglecting the presence of

structural struts which break the symmetry of the diffuser.

The 3D domain considers a full annulus mesh of both the last stage

and the axial exhaust hood with struts included, as shown in Figure

2.10. In this case, the frame change types used are the already presented

Frozen Rotor and the transient interface. Such a method, available in

CFX, is capable to capture the flow unsteadiness by using a rotor moving

mesh. The main drawback of this approach is the huge computational cost

required, almost twenty times higher than the expensive Frozen Rotor

and four hundred times respect to the Mixing Plane.

The transient (URANS) simulations have been solved with a second-

order backward Euler scheme and a time step of 2.3e-5 [s], resulting in

15 rotor mesh steps per pitch angle, which is sufficient to properly catch

the blade passing effect. The total physical time simulated is equal to

10 complete rotor revolutions (REV). Considering the fluid domain and

the high physical time simulated, the average computational cost of each

unsteady simulation is almost 100 K CPUh. As convergence criterion

for unsteady simulations the summation of the resultant force on all

blades has been considered, the minimum number of time steps is then
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Figure 2.9: Axial exhaust hood numerical setups

reached when this monitor is stable with relative oscillation below 3%,

the additional time steps above this minimum have been decided based

on the author’s experience in order to collect sufficient transient data for

the post-processing.

The effect of a different numerical setup on the flow field can be

understood by looking at Figure 2.11. The flow field obtained with the

mixing plane has been expanded over 360 deg for a better comparison

with the others. This interface model offers a diffuser inlet flow field

prediction in agreement with the others confirming the findings proposed

in the radial exhaust hood investigation, with the exception of the rotor

wake. The latter can be predicted with the Frozen Rotor, however, as

already found in the literature review, this method shows a tendency to

overestimate the wake effect if compared with the instantaneous transient

solution. For a broader perspective of the flow field, it is interesting to

look at Figure 2.12.
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Figure 2.10: Last stage and axial exhaust hood computational grids

Figure 2.11: Velocity field in rotor-hood interface: FMP-sav, FFR and
Transient

First of all, it is clear how the flow field of the axial exhaust is less

complex than the radial one. The strong vortices which characterized

the flow field of the latter are almost absent in the design operating

condition of the axial diffuser, this leads to reduced losses and therefore

higher pressure recovery. The main weak point of this exhaust hood
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Figure 2.12: Velocity field within the exhaust hood: FMP-sav, FFR and
Transient

is the hub separation, as visible in Figure 2.12. However, in design

operating condition it is extremely reduced as predicted by Frozen Rotor

and Transient numerical setups, while the Mixing Plane shows a higher

hub separation. This effect can be explained by considering the main

difference between these models found in Figure 2.11: the wake effect.

Indeed, the Frozen Rotor model which presents the highest wake intensity

prediction is also the one with the smallest hub separation.

Concerning the performance estimation, the mixing plane setup presents

a Cp of 21% higher respect to the transient one, however, this can be

explained with the absence of the struts in the periodic model. The Frozen

Rotor estimates a Cp 15% higher than the transient one, this effect can

be instead justified with the different resolution of the hub separation.

2.2.2 Influence of Struts

This sub-section examines the effect of the struts on the exhaust

system performance. The struts are the supports of the exhaust hood
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which ensure its structural integrity, in the investigated geometry they

are located in the lower part of the exhaust system, as can be seen in

Figure 2.10.

This analysis is an excerpt, focused on the design condition, of a

wider investigation reported in Chapter 4. Due to the high number of

simulations analyzed in the complete study, the mixing plane interface

has been selected to perform this assessment. The axial exhaust hood has

been simulated with and without the presence of struts and the results

are shown in Figure 2.13.

The exhaust hood performances are analyzed by computing the pres-

sure recovery factor (Cp) (Equation 1.1), the total pressure loss coefficient

(Ctpl)(Equation 1.2), and the residual kinetic energy coefficient (Crke)

(Equation 1.3) in the post-processing surfaces located along the flow path.

All the post-processing coefficients are normalized respect to a reference

value and their trend is plotted against the normalized axial length.

The strong impact of the struts on the performance is clear by looking

at the charts reported in Figure 2.13. The first and second dashed

lines highlight the struts region, where a significant drop of the pressure

recovery is present and at the same time an increase of Ctpl and Crke.

The drop of performance in the struts region seems therefore linked to

a dual effect: increase of losses and flow acceleration (an increase of

residual kinetic energy). The first effect can be explained by considering

the flow separation due to the effect of non-aerodynamic bodies (struts),

such an effect can be seen in Figure 2.14 with a zero-velocity region

generated behind the struts. This effect dramatically increases in off-

design conditions as the effect of the high inlet swirl (deeply discussed

in Chapter 4). The flow acceleration is instead linked to the decrease of

the flow passage area generated by the presence of struts which leads to

an increase of axial velocity flow field. Finally, it is worth noticing the

significant difference in the Cp evaluated at the real outlet (third dashed

line in Figure 2.13) and the numerical outlet. Although the geometric

area ratio is constant in this region, the pressure recovery increases due

to a dissipation of the vortices generated by the struts.
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Figure 2.13: Cp,Ctpl and Crke trend along the diffuser with and without
struts
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Figure 2.14: Pressure and velocity field with and without struts



Chapter 3

Exhaust System Design Approach

This chapter describes the development of a numerical procedure for

the design of a steam turbine exhaust system. The description of such

a procedure is split into two parts, which corresponds to the main steps

toward the definition of the final tool. These steps are also reported in

two publications [127, 128].

The developed design tool has been applied only on the radial config-

uration of the exhaust hood, since it is the more complex one from an

aerodynamic point of view, as explained in Chapter 1. The axial configu-

ration does not need a dedicated procedure since its design is standard

and obtained with years of experience in the axial annular diffuser design

criteria.

The CFD setup has been decided by virtue of the findings proposed in

Chapter 2 and it is based on mixing plane interfaces. Despite the impact

of the struts shown in the previous chapter, such geometry feature is

neglected in the first instance for the sake of reducing the computational

cost. The numerical procedure is indeed based on a high number of

numerical simulations and it is, therefore, necessary to minimize the

computational burden of each simulation. The detailed aspects, such as

the 3D effect of the LSB or the presence of struts, can be considered in a

following step of the design process.

85
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3.1 Development of Design Approach-Part 1

This section describes the first step toward the development of the

exhaust system design approach. The findings of this investigation are

indeed essential for the identification of the complete procedure.

As already described in chapter 1, the radial exhaust hood is char-

acterized by a complex flow field with highly rotational flow structures

which are the main source of losses within the diffuser and exhaust hood

outer casing. This section will illustrate how such losses can be mitigated

with a proper design of the exhaust hood casing. Such a task has been ac-

complished by using a design of experiment (DOE) analysis implemented

through CFD simulation.

Before proceeding with the DOE analysis, an example of retrofitting is

presented. Indeed, a baseline geometry has been generated by integrating

a new generation of low-pressure blades, manufactured by Baker Hughes

for mechanical drive applications, with a previously designed radial ex-

haust hood. Such analysis shows the issues linked to the retrofitting by

highlighting the low aerodynamic efficiency of the exhaust hood. The

impact of a different exhaust hood geometry on these aerodynamic ineffi-

ciencies is assessed with a DOE analysis based on a parametric geometry

of this component. It is worth highlighting how in this step the focus is

only on the external casing while the diffuser is kept constant during the

analysis due to an industrial design constraint.

3.1.1 Baseline Geometry Analysis

In this sub-section, the results of the baseline geometry (Dp0) are

discussed. The exhaust hood performances are analyzed both exploiting

flow field visualizations and by computing the pressure recovery factor

(Equation 1.1), the total pressure loss coefficient (Equation 1.2), and the

residual kinetic energy coefficient (Equation 1.3) in the post-processing

surfaces located along the flow path (red surfaces in Figure 3.1). The

trend of the normalized Cp is reported in Figure 3.1, it is normalized by a

reference value used in the normalization of every Cp of this section. The



3.1 Development of Design Approach-Part 1 87

same is valid for the other coefficients.

Figure 3.1: Cp behavior along the postprocessing surfaces for the baseline
geometry.

As can be seen in Figure, the Cp rises in the diffuser up to the D4

surface where it stops growing. The flat trend between the surfaces D4

and D5 is an indicator of the non-optimal performance of the diffuser

in this region. The physical explanation behind this trend is presented

later by using a graphical representation of the flow field in the diffuser.

Concerning the drop of the pressure recovery downstream of the diffuser

(D5-R1), it is a very usual behavior of the radial exhaust system because,

in this region, the low momentum flow coming from the upper part of

the exhaust hood, which has already lost a substantial part of its kinetic

energy, is mixed with the high momentum flow coming from the lower

part of the exhaust hood. The mixing implies the onset of high velocity

gradients between the two streams and consequently high viscous losses
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as can be seen by the abrupt rise of the Ctpl in this region in Figure 3.2.

In addition, as already mentioned in Chapter 1, in this region two strong

counter-rotating vortices are generated leading to a further increase of

losses. In the same graph also the residual kinetic energy behavior is

shown: it presents a decreasing trend, as expected, with a change of slope

between the section D4-D5 that justifies the flat trend of the Cp identified

in this region. This behavior is an indicator of local acceleration of the

flow which is due to aerodynamic inefficiency of the final section of the

diffuser, that the averaged values reported in Figures 3.1 and 3.2 are not

able to catch. For a deeper understating of this effect, the circumferential

Cp behavior is reported in the polar charts computed on D4 and D5

surfaces in Figure 3.3.

Figure 3.2: Ctpl andCrke behaviors along the postprocessing surfaces for
the baseline geometry.

The polar chart shows how the diffuser does not work uniformly over

360° deg since the pressure recovery occurs mainly on the upper part. This

effect is particularly pronounced in the D4 surface, while in the D5 one

the performance difference between the upper and lower part is smaller,

mainly because in the upper part the diffuser does not work efficiently.

This zone of low performance leads to the flat behavior of the Cp observed
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Figure 3.3: Polar charts of normalized Cp computed on the postprocessing
surface D4 e D5 for the baseline geometry.

in Figure 3.1.

To clarify, this aspect is useful to observe the 2D velocity streamlines

in Y0 plane reported in Figure 3.4a. The Y0 plane cuts in half the low

performance region identified by the polar chart: the streamlines show a

wide separation area originating from the internal diffuser wall (the so-

called hub cone separation) which drastically reduces the available passage

area for the flow and, therefore, it acts as an aerodynamic blockage. The

reduction in the aerodynamic area leads to a flow acceleration causing

the Cp local decrease and the slope change in the Crke trend.

The hub cone separation promotes the onset of a recirculation region

(pointed as A in 3.4) which extends along the entire exhaust hood up

to the condenser section through the secondary vortex pointed as A in

Figure 3.4b. Moreover, the acceleration of the flow due to the aerodynamic

blockage affects the magnitude of the main vortex (exhaust tip vortex),

indicated as B. Figure 3.4b illustrates the 3D velocity streamlines which
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Figure 3.4: Flow field visualization of DP0 (a) 2D velocity streamlines
and normalized velocity contour plot on Y0 plane, (b) 3D velocity
streamlines originating from the top section colored by normalized

entropy.

originate from the top section of the diffuser inlet, colored by normalized

entropy. This sector-wise streamlines flow field visualization, also used

by other authors [13, 76], allows to show the complex 3D flow inside the

exhaust system. Only the streamlines originating from the top section are
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shown since previous investigations have demonstrated how the strongest

vortices are located in this region. The high values of entropy qualitatively

identified for vortex B clarify how this vortex is the main source of losses

in the exhaust system. These post-processing techniques have been

systematically applied for all the design points.

3.1.2 Design of Experiment

The results presented in the literature review show how the optimiza-

tion of the exhaust system geometry can help to reduce the vortices’

strength, leading to a decrease in the overall losses and consequently

increasing the Cp.

As already discussed in chapter 1, a fundamental step before the

implementation of an optimization procedure is the definition of the

geometric parameters to be varied in the DOE. In this regard, the results

presented in this chapter deals with a sensitivity analysis aimed at assessing

how the three geometric parameters, illustrated in Figure 3.5, impact,

both qualitatively and quantitatively, on the exhaust system performance.

The geometric parameters are defined as follow:

• R: is the radius of the cylinder forming the upper part of the exhaust

hood

• ∆z: is the vertical distance between the axis of the cylinder forming

the upper part of the exhaust hood and the turbine axis of rota-

tion. This parameter allows to obtained a gradually increasing flow

passage area from top to mid sections of the external casing, as

schematically shown by the red arrows in Figure 3.5a. The combi-

nation of R and ∆z determines the maximum height of the exhaust

system.

• L: is directly linked to the axial size of the exhaust hood

Different values of these parameters lead to a change of two character-

istic areas of the exhaust system: A2 and A3, reported in 3.5c, the same

areas investigated in a previous work found in literature [74]. A0 has not
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been varied since it is defined by the rotor blade spanwise dimension, as

well as A1 which is related to the diffuser geometry, fixed in this investi-

gation and designed with Baker Hughes’ best practice defined by previous

investigations [36, 39]. It is interesting highlighting how the latter design

constraint is one of the main limits of this first attempt to develop a

design approach, as will be shown later in this Chapter. Finally, as a

further design constraint, the width of the exhaust hood outlet section

is fixed by the dimensions of the condenser’s flange. In this chapter R,

L, and ∆z are presented as normalized quantities by the last stage blade

height (h) calculated in the final section of the rotor.

Figure 3.5: Parametric geometry: a)Frontal view with R and Z b) top
view with L c) Significant exhaust hood areas.

The design points were created with the Latin Hypercube Sampling

algorithms available in ANSYS workbench. The total number of design

points simulated is 32 however, for the sake of ease the description of the

results, only a selection of the most representative of these are deeply

discussed; the geometric features of such a cluster are reported in Table

3.1 , together with the percentage changes of volume (W) respect to the
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baseline geometry.

Table 3.1: Geometrical dimensions of the investigated design points.

Design Points ∆z/h R/h L/h (W -WDp0)/WDp0

Dp0 0.87 5.00 1.11 0%
Dp2 1.46 6.02 1.11 10%
Dp3 1.26 5.34 1.11 1%
Dp4 1.07 3.98 1.11 -12%
Dp5 0.88 6.36 1.11 22%
Dp9 0.10 4.32 1.11 -3%
Dp13 0.87 5.00 2.01 28%
Dp14 0.87 5.00 0.29 -29%
Dp22 0.57 4.46 0.86 -14%
Dp25 0.77 5.00 1.11 17%
Dp29 1.60 6.27 1.86 38%

3.1.3 Response Surface

The results of the numerical simulation have been post-processed in

ANSYS workbench to define a four dimensions response surface. The

coefficient of determination of the response surface is 0.99, and it is,

therefore, able to predict with good accuracy the CFD Cp at the condenser

section as a function of the geometric parameters.

The influence of each investigated parameter can be understood by

analyzing the response surface using a 2D slice representation, illustrated

in Figures 3.6 and 3.7. More in the point, in Figure 3.6, the three-

dimensional response surface, achieved for a fixed value of L, is sliced with

planes at constant R, while in Figure 3.6, the same 2D slicing is done to

the three-dimensional response surface resulting by a fixed value of ∆z.

In the same charts, the simulated design points are illustrated, pointed as

small squares. The grey ones are those discussed with greater attention

in this investigation.

The strong influence of R on the exhaust hood performance is clear

by observing both the graphs reported in Figures 3.6 and 3.7 , where an
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Figure 3.6: 2D slice of 3D response surface generated with a fixed value
L/h, the contour lines have a fixed value of R/h.

Figure 3.7: 2D slice of 3D response surface generated with a fixed value
Dz/h, the contour lines have a fixed value of R/h.

increase of R usually leads to higher performance of the exhaust hood.

Concerning the variations of ∆z, the response surface identifies, for high

values of R, an optimum Cp value when ∆z is near to 0, meaning that
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for high values of the radius the misalignment of the rotation axis and

cylinder axis should be avoided. This misalignment allows to obtain

a gradually increasing cross-sectional area moving from A2 toward A3,

which could promote the deceleration of the flow, but, as a side effect, it

reduces the exhaust hood maximum height for a fixed value of R.

For medium-low values of R, the shape of the response surface radically

changes. In this region, ∆z becomes more important by determining a

minimum of the Cp in correspondence of ∆z/h 0.9. This trend can be

explained considering that the combinations of values of ∆z/h around

0.9 and values of R/h below 5.2 represent the worst tradeoff between the

two aforementioned aspects, meaning that the maximum height of the

exhaust hood is not enough to ensure high performance in the diffuser,

as will be shown in the following, and the misalignment of the rotation

axis induced by ∆z is not such as to ensure a high deceleration of the

flow or mitigation of the vortices’ strength. From this point, an increase

of ∆z improves the performance of the exhaust hood by decelerating the

flow and a decrease of ∆z still enhances the performance by increasing

the maximum height of the exhaust hood.

The effect of the axial size L is reported in Figure 3.7 , where it

is clear how, for a sufficiently high value of R, an increase of L has a

positive influence on the pressure recovery performance until a peak of

Cp is reached. Further increase of L does not lead to an improvement

in the performance but only contributes to an unnecessary increase in

the volume of the exhaust hood. For medium values of R, the effect

of L is almost zero, meaning that if the exhaust hood height has not

reached optimum values, an increase of the hood depth does not impact

the performance.

The global trends of the post-processing coefficients along the flow

path are shown in Figure 3.8.

The most performing exhaust hoods are Dp25 and Dp5, with a per-

centage increase in volume, compared to the baseline geometry, of 17%

and 22%, respectively. As can be seen, the most performing geometries are

those in which the diffuser works optimally with a constantly increasing
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a)

b)

c)

Figure 3.8: (a) Cp, (b) Ctpl, and (c) Crke behavior along the
postprocessing surfaces.
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trend of the pressure recovery from the Rotor-Hood interface (Int) up to

the final section of the diffuser (D5). The increase of the performance in

the diffuser is directly linked to the reduction of the separation region

pointed as A in Figure 3.4. By remembering that the diffuser geometry

has not been varied in the DOE procedure, all the differences showed in

diffuser pressure recovery in Figure 3.8 are a consequence of a change

in the geometry downstream of the diffuser, meaning that there is a

strong interaction between the diffuser and the outer casing of the exhaust

system.

3.1.4 Impact of Exhaust Hood Height

For in-depth knowledge physical mechanisms behind the illustrated

trends it is useful to observe the flow field visualization reported Figures

3.9 and 3.10. Specifically, in Figure 3.9 the influence of the maximum

hood height is presented by comparing the Dp5, which has the maximum

hood height, and the Dp4, characterized by one of the lowest hood heights.

Both the compared geometries have the same value of L, and consequently,

all the effects shown are related to the hood height variations only.

By observing the 2D streamlines reported in Figure 3.9a, related to

Dp5, it can be seen a reduction in the hub cone separation area into

the diffuser compared to the baseline geometry (Figure 3.4); this aspect

justifies the improvement in the performance of the Dp5, identified in

Figure 3.8 with an upward trend of the pressure recovery along the entire

length of the diffuser. However, the separation area is still present since it

is strongly affected by the diffuser hub cone geometry, which is constant

in this investigation; the separation area dimension is still reduced and

consequently, the local drop of the Cp due to flow acceleration is minimal;

this effect, combined with a greater volume of the upper part of the

exhaust hood, help to mitigate the strength of the main vortex B, as

indicated by the small increase of losses between the section D5 and R1

in Figure 3.8 and by the lower values of the entropy showed in the Figure

3.9c. As a further contribution to the decrease of losses, the reduction of

the separation help to suppress the secondary vortex A.
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Figure 3.9: 2D velocity streamlines and normalized velocity contour plot
on Y0 plane for Dp5 (a) and Dp4 (b); 3D velocity streamlines originating
from the top section colored by normalized entropy for Dp5 (c) and Dp4

(d).
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In Figures 3.9b and 3.9d, the effect of the hood height reduction is

assessed. The overall performances are drastically reduced as already

illustrated by Figure 3.8, where the Dp4 has shown the worst value of

the Cp at the condenser section. One of the main reasons for these

low performances can be understood by observing the 2D streamlines

reported in Figure 3.9b, where the separation area in the diffuser is greater

compared to Dp0 and Dp5 geometries; this leads to a poorly functioning

of the diffuser, especially in the final sections as shown by the flat trend

of the Cp between the planes D3–D5 in Figure 3.8. The 3D streamlines

(Figure 3.9d) further clarifies the drop of the performance of this geometry

by showing the high strength of the vortex B caused by the coupling effect

of the aerodynamic blockage of hub cone separation, as well as the low

volume of the upper part of the exhaust hood, which does not allow a

proper diffusion of the vortex.

3.1.5 Impact of Exhaust Hood depth

The influence of the hood depth is discussed in Figure 3.10 by com-

paring the baseline geometry with the Dp13 and Dp14, which have,

respectively, a greater and a lower value of L respect to the Dp0. Both

the compared geometries have the same value of R and ∆z and conse-

quently, all the shown effects are related only to the hood depth variations.

By looking at the Dp13 2D and 3D streamlines very small differences

respect to the Dp0 can be seen. This supports the point made previ-

ously that an increase of L does not lead to the improvements of the

exhaust hood performance when L has already reached optimal values.

On the contrary, by looking at the Dp14 2D and 3D streamlines it can be

understood how a decrease of L results in a considerable decline of the

exhaust system performance. An excessively reduced depth of the hood

provides a changed flow field with three distinct vortices that consider-

ably increase the drop of the performance downstream of the diffuser, as

illustrated by the trend of the Cp between surface D5 and R1 in Figure 3.8.
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Figure 3.10: 2D velocity streamlines and normalized velocity contour plot
on Y0 plane for Dp13 (a) and Dp14 (b); 3D velocity streamlines

originating from the top section colored by normalized entropy for Dp13
(c) and Dp14 (d).
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3.1.6 Concluding Remarks

To summarize, the influence of the investigated parameters has been

studied both quantitatively, with the trends of three different performance

parameters, and qualitatively with the visualization of the streamlines for

an in-depth understanding of loss mechanisms, mainly linked to the onset

and the spreading of the recirculating vortices. The considerable amount

of data obtained in the DOE procedure has been processed to obtain a

response surface which can support the design of the exhaust system. The

design information resulting from the response surface trends, which are

consistent with those reported in the literature, showing that there is an

optimal value of the exhaust hood height below which the performance

suffers a strong deterioration. Concerning the hood depth, its impact is

closely linked to the hood height: for optimal values of the latter, there

is a cut-off value of the hood depth below which the exhaust system

showed very low performance. An increase of the hood depth above the

cut-off value does not contribute to improving the aerodynamic behavior

of the exhaust system but leads only to an unnecessary rise of volume.

The procedure has led to a new exhaust hood geometry (Dp25) which

shows an improved pressure recovery coefficient, about 24% greater than

the baseline geometry for the investigated design operating condition.

The Dp25 has been finally verified with both frozen rotor and transient

numerical setup to numerically validate the performance improvement.

The results of such verification are not reported since they confirm the

findings already proposed in Chapter 2, which shows how the mixing

plane can be used for qualitative comparison between different geometries

since it is able to predict the major exhaust hood flow features during

design operating conditions.

In view of the development of the design procedure, one of the most

interesting findings proposed by this investigation is the strong effect of

the exhaust hood upper wall (controlled by R) on the diffuser performance

since it affects the hub cone separation. However, the optimization of

the external casing can not be used as a single parameter to avoid this

separation since it also depends on the diffuser hub cone geometry. It is
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therefore possible to conclude that the optimization of the aerodynamic

performance of the exhaust hood can not disregard the parameterization

of both diffuser and external casing.

3.2 Development of Design Approach-Part 2

This section describes the development of the complete strategy for the

exhaust hood design, it can be considered as an evolution of the one pre-

sented in the previous section. The latter shows the strong fluid-dynamic

coupling between the diffuser and the exhaust hood casing, pointing out

the importance of including into the DOE study the geometrical param-

eters of both components to increase the exhaust system performance.

The complete procedure has been applied to the same exhaust system

studied in the previous chapter and the major differences concerns an

increased number of input parameters and a significant increase of the

pressure recovery performance of the optimized geometry respect to the

one described in the previous section.

3.2.1 Simplified Fluid Domain

On the basis of the aforementioned fluid dynamic coupling existing

between the exhaust hood casing and the diffuser, a parametric model

has been developed including geometrical parameters of both components.

Due to the increased number of parameters, the DOE has to take into

account a simplification of the fluid domain was necessary to reduce the

overall computational costs of the procedure. For this purpose, a periodic

CFD model has been conceived to significantly reduce the number of

grid elements, basically modeling as periodic the exhaust hood domain as

illustrated in Figure 3.11. The introduction of such simplification allows to

significantly reduce the computational costs respect to a 3D exhaust hood

domain (illustrated in Figure 3.11a), even if specific boundary conditions

are required to replicate the flow field of the 3D diffuser.

The idea behind the proposed approach is to approximate the flow in

the diffuser as symmetric, neglecting, at first instance, the effects related
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Figure 3.11: a) 3D exhaust hood numerical setup b) Periodic model
exhaust hood numerical setup

to the asymmetry of the radial exhaust system casing. Similar approaches

can be found in literature [67], however, the one presented in this work

differs from others as it considers the presence of the exhaust hood upper

wall to replicate the upper part of the 3D exhaust hood, where the most

important aerodynamic flow features occur. In fact, as already found

in the previous DOE investigation, the upper wall strongly affects the

diffuser performance and, for this reason, it is crucial to replicate this

effect also in the simplified model.

The achieved reduction of the computational cost allows realizing

the very high number of simulations required for the presented design

procedure. The computational cost of each simulation is 20 CPUh, 10

time lower respect to the double mixing plane approach with 3D exhaust

hood. One of the key feature for the definition of this simplified model

is the outlet condition. Three different outlet types have been tested as

shown in Figure 3.12. By looking at the 3D baseline geometry flow field
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the main flow features are the hub cone separation and the tip vortex in

the region downstream of the diffuser. Among the boundary conditions

available in CFX, the one able to replicate both this flow features is the

Periodic Axial Out while the others alter the flow field predicted by the

3D model. Thus, the static pressure outlet has been imposed as boundary,

since CFX automatically switches the boundary condition from “outlet”

to “free-slip wall” in the cells with a back-flow, guaranteeing the formation

of a flow field similar to the one observed in the 3D model. The pressure

value has been adjusted to match the 3D model flow conditions, both in

terms of total-pressure and axial velocity at the diffuser inlet. Periodic

boundary conditions have been used in both the stator, rotor and diffuser.

Figure 3.12: Velocity field comparison between 3D and different periodic
models

With the aim of performing an automatic procedure, the definition of

a smart convergence criterion is essential. In this regard, the convergence

criterion used in the CFD simulation is based on a statistic monitor

located in the diffuser inlet surface. Simulation convergence is achieved

when the standard deviation of the static pressure calculated in the last 50

iterations is below 0.5 [Pa] and the residuals are lower than 1∗10−5. These

conditions have been imposed based on an initial sensitivity analysis.
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3.2.2 Design of Experiment

After the definition of the simplified model, the next step was the real-

ization of parametric geometry and the choice of the Design of Experiment

input parameters presented in Figure 3.13.

Figure 3.13: Input parameter of the optimization procedure

Based on the findings proposed by the literature review and on the

previous investigation, four geometrical parameters (illustrated in Figure

3.13) have been selected to modify both the diffuser and outer casing

geometry:

− α1, α2 and α3, which are the angles of the hub cone wall. They

directly influence the shape of the diffuser and the flow passage

areas

− R, which is the radius of the cylinder forming the upper part of the

exhaust hood. It is the same parameter investigated in the previous

section where it has been shown how strong is the influence of this

parameter on the diffuser performance.

These parameters will be presented as normalized quantities respect

to the their variation range.

The geometry of the steam-guide wall (illustrated in the Figure 3.11)

has not been changed since it has already been optimized in previous
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investigations by Verstraete et al. [36, 39] on a similar exhaust hood and

it has been confirmed as aerodynamically effective in the previous section

exhaust hood baseline geometry analysis, indeed no separation area has

been detected in this area. In the latter study, it has been also shown

that the axial width of the baseline geometry is very close to the optimum

one, the reason why it has been kept constant in this investigation. On

the contrary, the hub cone wall has been identified as the most critical

region of the exhaust system due to the presence of a wide separation

area which drastically reduces the available passage area for the flow.

For these reasons, the optimization procedure, represented in Figure

3.14, has been carried out with the presented parameters to optimize

the diffuser aerodynamic performance. Due to axial length constrain A1

has been kept constant along with A0, which is fixed by the rotor blade

dimensions. Moreover, the axial position of the points illustrated in red

in Figure 3.13 are fixed to reduce the parametric geometry degrees of

freedom.

Concerning the DOE output variable, the pressure recovery factor

calculated at the diffuser outlet section (A1) and the exhaust system

volume have been selected since this work aims to define an optimal ex-

haust hood as a trade-off between overall dimensions and the aerodynamic

performances.

The Latin Hypercube Sampling [63] has been chosen as a sampling

strategy to obtain a uniformly distributed data-set to avoid unwanted

correlation in the input data that could affect the Design of Experiment

analysis. The parameters variation range has been defined according to

the geometric constraints provided by Baker Hughes.

3.2.3 Response Surface

The total number of geometry created in the DOE step is 50 and each

of them has been tested with a CFD simulation, employing the numerical

setup presented in Chapter 2 combined with the presented simplified fluid

domain. Eight geometries have been removed by the procedure due to

convergence issues. The others have been used to generate a first attempt
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Figure 3.14: Input parameter of the optimization procedure

response surface with the non-parametric regression method available in

Ansys Workbench, described in Chapter 1. The accuracy of the response

surface is then tested with 4 additional geometries, defined as verification

points, which are not used to generate the response surface but just to

calculate the error (verification error) between the Cp predicted by the

response surface and the Cp calculated by the CFD simulation. The

idea behind this procedure is that, if the model can predict the Cp of

these geometries, with an average error below 5% without using them for

building the response surface, then a desired level of accuracy is reached

and the response surface can be used by the optimization algorithm. On

the contrary, if the verification error is above 5%, the verification points

become refinement ones so they are integrated into a second attempting

response surface. This iterative process has been repeated four times

until good predictability of the response surface has been reached with 51

design points, excluding failed geometries.

Once completed the verification step, the response surface presents a

coefficient of determination around 0.99 and a verification error of around

4%. Therefore, the model can predict with good accuracy the CFD

pressure recovery in the final section of the diffuser. This is confirmed In

Figure 3.15, where the Cp predicted by the response surface is plotted
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against the one calculated by the CFD simulation. This comparison

highlights how the model can predict the CFD results with a good level of

accuracy: in fact, the response point trend line is very close to the graph

bisector, meaning that there is almost a 1:1 match between the predicted

and the calculated Cp.
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Figure 3.15: Cp predicted by the response surface plotted against the one
calculated by the CFD simulation

Before presenting the optimized geometry, it is useful to discuss the

influence of each parameter on the exhaust system performance. In this

regard, the 2D slice representation of the response surface, reported in

Figures 3.16, 3.17 and 3.18, is an effective tool for this evaluation. More

to the point, Figure 3.16 is obtained by a 3D response surface, achieved

for a fixed value α2 and α3, sliced with planes at constant R. The fixed

values of α2 and α3 are coincident with the optimum ones. The same

criterion is used to generate Figures 3.17 and 3.18. The description of

the response surface results is focused on the most significant regions in

terms of aerodynamic performance.

The strong influence of R on the exhaust hood performance, observ-

able in the same figures, is consistent with the findings of the previous

investigations found in literature [74, 75] and with the one reported in the

previous section. Indeed, an increase of R usually leads to higher perfor-

mance of the exhaust system. Concerning the influence of α1, Figure 3.16
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shows how an increase in α1 leads to an improvement in the performance

until a peak of the Cp is reached. A further rise in this angle results in

a decline of the Cp. For a deeper understanding of this effect is useful

to observe the sketch reported in Figure 3.14, where it is shown how an

increase in α1 leads to a decrease in the flow passage area.

From a fluid-dynamic point of view, this results in a slower deceleration

of the flow and ideally in a reduced pressure recovery. But, contrary to

what is expected, the response surface shows how an increase in α1 has a

positive impact on the Cp calculated in A1. In fact, a weak deceleration in

the first sections of the diffuser could prevent or postpone the separation,

due to the higher momentum of the flow, with the related benefits in

terms of aerodynamic performance. This effect will be further explained

by looking at the velocity contours reported later. It is also important

to underline how the response surface identifies that a further increase

in α1 beyond the peak of Cp leads to a decrease in the performance.

By considering the aforementioned aspects, this is probably due to an

exceedingly weak deceleration, or even a soft acceleration, of the flow that

the final sections of the diffuser are not able to recover, since A1 is fixed.

0.0 0.2 0.4 0.6 0.8 1.0
α1 [-]

0.6

0.7

0.8

0.9

1.0

C
p [

-]

0.00
0.14
0.29
0.43
0.57
0.71
0.86
1.00
R [-]

Figure 3.16: 2D slice of the response surface generated with a fixed value
of α2 and α3.

The effect of α2 is reported in Figure 3.17. For medium-high values of

R the link between pressure recovery and α2 is very similar to that one
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presented for α1: in fact, also in this case an increase in the performance

is obtained by rising the angle until a peak is reached. The physical

explanation behind this trend is the same reported for α1.
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Figure 3.17: 2D slice of the response surface generated with a fixed value
of α1 and α3.
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Figure 3.18: 2D slice of the response surface generated with a fixed value
of α1 and α2.

Concerning the effect of α3, illustrated in Figure 3.18, the response

surface identifies, for high values of R, a monotonically increasing trend

which means that, for an optimal aerodynamic behavior, α3 should be
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maximized. In fact, in this final region of the diffuser, the flow has

already lost a substantial part of its initial velocity and it is, therefore,

particularly inclined to separate; an increase in the flow passage area

would just promote this trend. For medium-low values of R the influence

of α3 is almost zero, since it is very likely that the flow is already separated

in this region and the geometric area does not coincide with the fluid-

dynamic one, and, therefore, changes in the geometric area do not have

an impact on the aerodynamic behavior of the flow.

To summarize, for a given diffuser area ratio, the response surface

identifies regions having maximum pressure recovery performance for

specific values of α1, α2, and α3 that are related to the value of R and to

the operating conditions as well, as will be shown in the Chapter 4.

3.2.4 Optimization

The response surface creation is followed by the multi-objective opti-

mization, which uses the response surface, instead of CFD simulations,

to find out the optimal geometry. The optimization algorithm used is

Multi Objectives Genetic Algorithm, described in Chapter 1. The main

objective of the MOGA is the maximization of Cp, while minimizing the

exhaust hood volume as secondary target. The algorithm carries out 20

000 evaluations of the response surface to find out three optimal geome-

tries and the most interesting one is then verified firstly with the simplified

model and then with the 3D one. A comparison of the geometrical and

performance data between the baseline geometry (Dp0) and the optimized

one (Dpopt) is reported in Table 3.2. By observing this data, it is inter-

esting to notice that the optimized geometry is obtained by increasing

all the studied parameters, resulting in a significant improvement of the

performance. In particular, the Cp increases by 30% with respect to the

baseline geometry at the expense of an increase in the volume, which is

however kept contained.

A comparison of the performance between the optimized and baseline

geometry is reported in Figure 3.19b. In the same Figure the post-

processing surfaces are shown, in which the Cp has been calculated with
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Table 3.2: Input e output normalized data for the baseline and optimized
geometry.

Dp α1[-] α2 [-] α3[-] R[-] Cp,A1[-]
V−VDp0
VDp0

[%]

Dp0 0.43 0.38 0.22 0.45 0.69 0
Dpopt 0.66 0.65 1 0.64 0.90 7.77

the Equation 1.1. As already mentioned in the previous subsection, the

optimal geometry exhibits lower performance in the diffuser initial areas,

largely offset by a stronger pressure recovery in the final ones.
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Figure 3.19: a)Periodic model post processing surfaces b) Cp behaviour.

For a deeper understanding of the Cp behaviour, it is useful to observe

the normalized absolute velocity contours reported in Figure 3.22. The

baseline geometry flow field shows a wide separation area originating from

the internal hub cone wall which drastically reduces the available passage

area for the flow, therefore, acting as an aerodynamic blockage. This

blockage opposes the flow deceleration causing the slope change in the

Cp behavior. This effect is almost absent in the Dpopt, and, therefore, it

justifies the improvement in the performance shown in the Figure 3.19b.
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3.2.5 Optimized Geometry Verification

The results presented up to this point have been obtained with a fluid

model which considers the fluid as symmetric in the diffuser. However,

since it represents an approximation of the real geometry, verification with

a 3D model is required. The CFD simulations with the 3D domain have

been carried out by employing the numerical setup presented in Chapter

2.

The 3D optimized geometry has been obtained by merging the periodic

geometry replicated over 360° (blue area in Figure 3.20) and the diffuser-

condenser junction (grey area in Figure 3.20), which is the same as the

baseline geometry. For the way in which the upper region of the optimized

exhaust system is generated, the misalignment between the axis of the

cylinder that forms it and the turbine rotation axis, present in the baseline

geometry, is lost. The latter allows obtaining a gradually increasing fluid

area in the upper region of the exhaust hood, with a maximum in the

horizontal plane and a minimum in the vertical one. As shown in the

previous section, larger fluid areas moving towards the horizontal plane

have a positive impact on the performance by mitigating the strength of

the fluid vortices, which dominate the 3D flow field of the exhaust system.

By observing the graph in Figure 3.21, it can be seen how the periodic

model (dashed lines) is able to replicate the Cp calculated in the diffuser

in good agreement with the 3D model (continuous line) for both the

baseline and the optimized geometry. This is an interesting finding

for the current design procedure since the diffuser is the region in the

exhaust system where the whole pressure recovery takes place. In fact,

the downstream region, characterized by a geometrical asymmetry, acts as

a junction between the latter and the condenser but it does not contribute

to the pressure recovery and it is just a source of losses, as shown in

the previous chapter. The optimization of the diffuser performance can

therefore be realized with the simplified approach with a reasonable

degree of approximation and a significant reduction of the numerical cost.

Nevertheless, as a second step of the design procedure, it is necessary

to properly design the exhaust system outer casing in the downstream
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Figure 3.20: Frontal view of baseline and optimized geometry.

region to minimize the aerodynamic losses.
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Figure 3.21: Comparison of the Cp trend between periodioc and 3D model
for baseline and optimized geometry.

The flow fields of the Dp0 and Dpopt computed on the Y0 surface are

presented in Figure 3.22. The disappearance of the hub cone separation

is predicted by both periodic and 3D models and this justifies the im-
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provement in the final sections of the diffuser observable in Figure 3.21.

In addition, it is worth highlighting how the flow fields obtained with the

periodic model are consistent with those obtained with the 3D ones.

Figure 3.22: Velocity flow fields of both periodic and 3D model for
baseline and optimized geometries.

The graph in Figure 3.23 presents a comparison between the Cp

calculated for the baseline geometry (Dp0) and the optimized geometry

(Dpopt) on the surfaces in red located along with the entire exhaust system

up to the condenser section. The plot shows the strong increase in the

performance obtained with the optimized 3D geometry with a volume even

lower by 4% than to the baseline one, highlighting the strong improvement

that the procedure represents in comparison to the previous one, in which

an important improvement in the Cp value was reached by strongly rising

the casing radius, generating an optimized exhaust hood with an increase

in the volume of 17%.

Finally, by observing Table 3.2 it is worth noticing how α1 and α2

assume very close values in the optimized geometry (0.66 and 0.65),

suggesting the use of only two angles for defining the diffuser hub cone

geometry with reduced complexity and cost for the manufacturing.
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Figure 3.23: Comparison between baseline and optimized geometry of the
CP trend along the entire exhaust hood.

3.2.6 Concluding Remarks

The numerical procedure presented in this section can be used to

optimize the performance of a steam turbine exhaust hood by acting on

both diffuser shape parameters and exhaust hood maximum height. The

comparison between the simplified and 3D models has shown the accuracy

of the periodic model in replicating the flow field with the diffuser. The

optimized geometry identified with the presented procedure presents a

pressure recovery factor, calculated in the condenser section, 28% greater

than the baseline one. The improvement of the performance is achieved

even with a reduction of the exhaust system volume equal to 4%. However,

by looking at the Cp trend reported in Figure 3.23 it can be understood

how a further improvement of the performance can be reached by acting

on the external casing of the exhaust hood and therefore limiting the

drop of performance between D5 and R1. Indeed, as already mentioned
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previously, the periodic model due to its inherent symmetry assumption

can not act on the ∆z parameter investigated in the previous section.

However, it can be added to the optimized geometry by using the response

surface presented in Figure 3.6.

In the light of the above, a third attempt optimized geometry has

been generated by adding a ∆z on the optimized geometry found in this

section. This geometry is illustrated in Figure 3.24 together with the

other geometries.

Figure 3.24: Comparison between baseline and different optimized
geometry.

By observing Figure 3.24 it is clear how the first optimized geometry

(Optimum 1) found in the previous section by acting in the external

casing only presents very high volume with respect to the others. The

non-optimal fluid behavior in the diffuser is indeed compensated with a

significant increase of the exhaust volume in the upper region to reduce
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the vortices strength which ensures an increase of Cp of 24% respect to

the baseline.

The second attempt optimized geometry (Optimum 2) presents a

volume significantly reduced respect to the first one, even lower respect

to the baseline, with an increase of Cp of 28% obtained by optimizing

both the diffuser hub cone shape and the exhaust hood maximum height.

However, the simplified procedure neglects the ∆z generating more losses

downstream of the diffuser, as shown in Figure 3.25 between the surfaces

D5-R1 where the Optimum 2 presents the highest Cp drop. This can

be solved by acting on the ∆z as shown by the Optimum 3 geometry,

generated starting from the optimum 2 and adding a ∆z with the results

of the response surface presented in Figure 3.6. The Optimum 3 presents

indeed optimum performance in both diffuser and condenser neck.
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Figure 3.25: Comparison between baseline and different optimized
geometry.



Chapter 4

Off-Design Assessment

In this chapter different aspects related to the aerodynamic behavior

of the exhaust system during off-design conditions are investigated. In

the first part the influence of the swirl number at the diffuser inlet on

the performance is assessed, since it is a key parameter to describe the

different operations of the machine. In design operating condition the

LSB is designed to operate with an outlet swirl number near to zero, while

by reducing (or increasing) the mass flow this parameter takes values

different from zero. The tangential inclination of the flow at the diffuser

inlet drastically affects the performance of the exhaust hood, especially

when it interacts with the structural struts.

In the second part of the chapter the focus is moved on the influence of

the operating conditions on the exhaust system design approach proposed

in Chapter 3. In this regard, has been demonstrated how the optimum

geometry depends on the operating condition considered.

Finally, in the concluding part of the Chapter the fluid dynamic

mechanisms potentially accountable for flow-induced vibration of the LSB

during Low Volume Fluid conditions are investigated in both axial and

radial exhaust hood configurations.

119



120 4. Off-Design Assessment

4.1 Influence of diffuser inlet swirl

In the light of the findings proposed by the literature review, the

central role of the inlet swirl on the exhaust system performance seems

clear. It is therefore crucial, once defined the exhaust hood geometry to

test its performance at different inlet swirl angles. In this section, the

pressure recovery performances of the axial exhaust hood presented in

Chapter 2 are evaluated as a function of this parameter. The performances

of a periodic model without struts are compared with the ones obtained

with a 3D exhaust hood, with struts included, by using the numerical

setups already presented in Chapter 2. The results of this analysis are

presented in Figure 4.1 with normalized Cp and Swirl Angle. The negative

swirl angle operating points have been obtained by increasing the outlet

pressure and consequently decreasing the mass flow, or by decreasing the

inlet pressure at the last stage stator. The positive swirl angle has been

instead obtained with an opposite criterion.
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Figure 4.1: Influence of inlet swirl angle on diffuser performance with
and without the exhaust hood struts.

By looking at Figure 4.1 the strong impact of the swirl number on

the performance is visible, and its effect is strongly emphasized when the
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struts are integrated in the fluid domain. As expected, the maximum

performances of the exhaust hood, for both the fluid models considered,

are obtained in correspondence of swirl number near zero. It is worth

mentioning the different trends identified by the fluid models for positive

values of swirl, such operating points are characterized by high axial

(higher mass flow respect to the design) and tangential velocity. The

physical explanation behind this trend is explained later in this chapter

with additional post-processing.

In order to assess the influence of Swirl Angle, the performance pa-

rameter behaviors along the exhaust hood of two operating points with

opposite Swirl Angle (reported in Table 4.1 ) are compared with the

design one in Figure 4.2. The curves reported in this figure have been

obtained with the 3D model and therefore can be seen the effect of the

interaction between the swirl of the flow and the struts. In the initial part

of the diffuser, no differences between the operating points can be seen,

while a significant change of the performance parameter trends is visible

in the struts region. The interaction between swirl and struts leads to a

drastic drop in performance due to a significant increase in losses. It is

useful to distinguish between the positive and negative swirl conditions

in order to properly understand the two mechanisms responsible for the

drop in performance.

In the positive Swirl Angle condition, the drastic drop of performance

is due to both an increase of losses and residual kinetic energy of the

flow. Figure 4.3 clarifies how both these effects are due to the interaction

between swirl and struts since the periodic model does not identify these

effects. The mentioned performance parameter trends can also be seen

in the negative Swirl Angle condition in Figure 4.4, however, the effects

are significantly weaker. It is, therefore, possible to conclude that the

high velocity magnitude characteristic of the positive swirl condition

determines a further decrease of performances.

In order to understand these effects is useful to observe the velocity

contours reported in Figure 4.5 and 4.6. Specifically, by looking at Figure

4.6 it can be seen how the interaction between the swirl of the flow
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and the struts promotes the onset of zero-velocity recirculation regions

which reduce the available flow passage area. The increase of the residual

kinetic energy is therefore linked to the local flow acceleration due to the

reduction of the fluid dynamic area, this effect is surely stronger in the

high-velocity cases (positive swirl angle). This justifies the diversification

on the residual kinetic energy trend in Figure 4.2.

The separation area also affects the increase of losses identified in

Figure 4.2, indeed, the high velocity gradient between the recirculation

region and the high-velocity flow in the free stream leads to significant

losses, which are stronger in the high-velocity operating points. These

effects are canceled in the no struts fluid domain leading to the different

trends of performance parameter observable in Figures 4.3 and 4.4.

However, the chart reported in Figure 4.1 highlights a drop of perfor-

mance for negative Swirl Angle also in the periodic model. This effect

can not be related to the struts. The explanation behind this trend

can be understood by looking at the velocity contour 4.5 where a hub

separation is clear for the negative Swirl Angle operating points. Such a

separation is not linked to the struts but to the low momentum of the flow

in the boundary layer due to low velocity characteristic of these off-design

operating points. The mechanism which leads to the drop in performance

is the same one already explained with the hub cone separation of the

radial exhaust hood in Chapter 3. This effect is not detectable in the

positive Swirl Angle operating points, as visible in Figure 4.5, since they

are characterized by higher momentum of the flow in the boundary layer

avoiding the flow separation. This is the reason why the periodic model

does not identify any drop in performance in these operating points.

Table 4.1: Operating pints with different inlet Swirl Angle

OP θ[-] Uax[-] pout[-]

Design 0 1 1
Positive Swirl +0.15 1.1 0.88
Negative Swirl -0.15 0.9 1.11
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Figure 4.2: Effect of inlet swirl on performance parameter trends of 3D
exhaust hood model with struts included.
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Figure 4.3: effect of struts on performance parameter trends for a fixed
θ=+0.15.
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Figure 4.4: effect of struts on performance parameter trends for a fixed
θ=-0.15.
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Figure 4.5: Influence of inlet swirl on the exhaust system flow field.

Figure 4.6: Influence of inlet swirl on the exhaust system flow field.
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4.2 Optimization approach in off-design conditions

For a given exhaust hood geometry, the influence of different operat-

ing conditions on exhaust system performance has been assessed in the

previous section with an axial exhaust hood configuration. The focus

of this section is instead on the impact of such off-design conditions on

the input geometric values of the optimum geometry found with the

design approach proposed in Chapter 3. Before presenting the results of

this analysis, it is interesting to investigate how the optimum geometry

(the Optimum 2 in Figure 3.24 ) found in Chapter 3 reacts to different

operating conditions. This analysis further expands the findings proposed

in the previous section by considering also a radial exhaust configuration.

The results of this analysis are illustrated in Table 4.2 where Cp of the

Dp0 and Dpopt calculated in design and off-design operating conditions

are reported. By observing this table, it is interesting to highlight how the

optimized geometry performs better than the baseline one also at off-design

conditions. The results confirm the findings proposed in the previous

section, it can be concluded that a high velocity operating condition (and

high Swirl Angle) improves the performance by energizing the flow in the

boundary layer in the internal side of the diffuser, contrasting or avoiding

the separation in this region; a decrease in velocity leads to an opposite

effect with the onset of the Hub Cone Separation Vortex. It’s important

to underline how other studies [39] identify a drop in performance if the

velocity is further increased respect to the values simulated in this case.

Table 4.2: Cp of the Dp0 and Dpopt calculated in A1 in different operating
conditions.

OP Pout [-] Uax [-] Cp,Dp0[-] Cp,Dpopt [-]

OP1 0.82 1.24 0.75 0.98
OP2 (Design) 1 1 0.69 0.90
OP3 1.08 0.77 0.40 0.52
OP4 1.17 0.72 0.27 0.37
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In order to gain more in-depth knowledge about the impact of the

off-design conditions on the exhaust system design, the developed opti-

mization approach, reported in Chapter 3, has been applied to the other

operating points (see Table 4.2). The goal of this investigation is to find

out an optimal geometry for each operating condition, comparing such

geometries to the Dpopt generated at design condition (OP2). It is worth

mentioning how the off-design conditions analyzed are still far from the

LVF (axial velocity at diffuser inlet below 50% of the design one), since

in such conditions the pressure recovery is no longer of interest. The

off-design conditions presented in this investigation are close to the design

where the exhaust hood performances are still of primary importance.

The influence of the input parameters on the diffuser performance

for different operating conditions is presented in Figure 4.7. The results

obtained with the OP3 are not shown in this Figure since they are similar

to the ones obtained with the OP4. The curves illustrated in Figure 4.7

show the effect of each parameter on the Cp and they have been generated

by fixing the other three parameters in the optimal values. Each line

represents the effect on the Cp of a specific parameter within its variation

range, reported in the abscissa axis. The black squares show the optimum

value of each curve.

The strong influence of the operating conditions on the Cp is clear by

observing Figure 4.7. Concerning α1, it is interesting to highlight how

its impact is strongly related to the operating conditions. In particular,

by increasing the axial velocity (OP1) the peak of the Cp is shifted

towards lower α1 values, meaning that a higher deceleration is allowed

still avoiding the separation. This effect is consistent with what was

expected since the flow in the boundary layer has already been energized

by the growth of the inlet axial velocity and the area can, therefore, be

increased abruptly without separation. By decreasing the axial velocity

(OP4), the influence of α1 is totally different: in fact, as can be seen, the

curve presents a constantly increasing trend and the optimal value is close

to the upper limit of the variation range. Also, this trend is in a line with

the expectation since the flow in the boundary layer is more prone to
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Figure 4.7: Influence of input parameters on diffuser performance at
different operating conditions.

separation, due to the reduction of the inlet axial velocity, and a more

gradual increase in area is required to avoid it.

Moreover, at off-design conditions, the response surface identifies an

impact of α2 similar to α1, according to the already presented results of

the design investigation. As a matter of fact, α2 optimum in the OP4

case is shifted towards a higher value due to the effect already mentioned

for α1.

By considering the off-design operating conditions, α3 is confirmed

as the least impacting parameter. In particular, in the OP4 where a

very weak influence on Cp is observed in Figure 4.7. This effect can be

explained by considering that, at reduced axial velocity, this region is

probably dominated by a separation area and changes in the geometric

area do not have an impact on the aerodynamic behavior of the flow.

Finally, the exhaust hood maximum height, defined by R, is considered

as the most important parameter for the exhaust system performance in

the design condition. However, its impact is reduced in the maximum

axial velocity condition (OP1): in fact, in this case, the constantly growing

trend of the Cp with the increase in R, that has been already identified
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in the OP2, is lost since the curve remains constant also after the peak is

reached. This allows picking a reduced optimal value of R as shown also

by Figure 4.8 with a significant reduction of the exhaust system volume

(-13%).

In reference to the OP4, the response surface identifies a strong impact

of R, even greater than in the OP2. Due to the greater slope of the R

curve, the optimization algorithm shifts the optimal value of R at a higher

value with respect to the design condition with a considerable increase of

volume (+17%).

The trend of the optimal values in the different operating conditions

are presented in Figure 4.8 and summarized in Table 4.3.

Table 4.3: Optimal geometries in different operating conditions.

OP α1[-] α2 [-] α3[-] R[-] Cp,A1[-]
V−VDp0
VDp0

[%]

OP1 0.56 0.71 1.00 0.39 0.99 -7.1%
OP2 0.66 0.65 1.00 0.64 0.90 +7.8%
OP3 0.84 0.79 0.95 0.81 0.64 +12.1%
OP4 0.93 0.95 0.58 0.85 0.51 +26.2%

As shown in Figure 4.7 it is noteworthy that, despite the procedure

optimizing the investigated parameters to face a reduction of the inlet

axial velocity, the static pressure recovery is far below with respect to

design condition, meaning that a reduction in the Cp is inevitable at

low-speed conditions.

By comparing the Tables 4.2 and 4.3, it can be noticed that the values

of the Cp obtained by optimizing the geometry in each operating point

(see Table 4.3) are comparable to the ones obtained by testing the Dpopt in

off-design conditions (see Table 4.2). For this reason, it can be concluded

that, within the range of variation of the parameters here investigated, the

optimization procedure should be applied to the design operating condition

only. In other words, the complexity of considering an optimization

approach that takes into account also different operating conditions to
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select the optimum geometry is not justified by evidence of significant

improvement in the performance respect to an optimization approach

carried out on fixed operating conditions. In addition, presumably, the

design operating point is the one in which the turbine operates for a

longer time and consequently the one in which high performances are

of higher importance, consequently, unless of a pioneering design of a

variable geometry, the optimum geometric parameters should be selected

in design operating point.
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Figure 4.8: Optimal input parameter in different operating conditions.

4.3 Low Volume Flow Condition Analysis

The off-design operating conditions studied in the previous sections can

not be considered as Low Volume Flow conditions since the values of axial

velocity at diffuser outlet are above 50% of the design value. This chapter

is instead focused on the LVF conditions where the performances of the

exhaust hood are not of interest since the last stage is extracting power

from the shaft (ventilation). These operating conditions are of extreme

interest in this research topic due to the greater flexibility required in a

modern steam turbine which is linked to even increasing LVF conditions.

As widely reported in the literature review proposed in Chapter 1, during

these operations the flow field could trigger dangerous non-synchronous

aerodynamic excitations of the last stage bucket (LSB). In order to discover

the source of such excitations, an extensive numerical study has been
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carried out to investigate different mechanisms potentially accountable for

flow-induced vibrations. In the first part of the section, the radial exhaust

hood designed with the optimization approach proposed in Chapter 3 has

been investigated in strong off-design conditions with unsteady simulations

in order to detect rotating instability phenomena that might arise in the

last stage during LVF conditions. The second part of the section is instead

focused on determining the same phenomena in an axial exhaust hood.

Such aerodynamic instabilities are detected by performing 3D unsteady

CFD simulations (URANS) of the low-pressure turbine the last stage

coupled with the axial exhaust hood, with structural struts included.

4.3.1 Radial Exhaust Hood

The optimization approach proposed in this work allows to find out

a high-performing exhaust hood geometry for a given set of design con-

straints. A further fundamental step to complete the design process is the

analysis of such geometry in all the operating ranges of the machine with

a specific focus on the most dangerous ones in terms of structural stability,

as schematically shown in Figure 4.9. This analysis is essential to define

the operation limits of the turbine avoiding the operating conditions which

may trigger LSB vibration. In this sub-section, a generic description of

the instabilities found during LVF conditions is presented, while a more

in-depth characterization of this phenomenon is reported in the following

sub-section where an advanced post-processing technique has been used

to extract a graphical representation of these instabilities.

As the first step of the off-design assessment, the periodic simplified

model presented in Chapter 3 has been used to study the evolution of the

flow field from the design to the LVF conditions. The output of this step

is the selection of the most significant operating condition to be simulated

with the 3D setup. In order to select such condition the LSB performance

parameters are monitored to identify the ventilation of the last stage and

the compressor mode operation at the rotor blade tip.

The different operating conditions have been obtained by varying the

outlet pressure as illustrated in Figure 4.10a where the outlet pressure is
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Figure 4.9: Scheme of workflow for the exhaust hood design.

plotted against the flow coefficient at the diffuser inlet. The latter has

been selected as a key parameter to investigate the off-design conditions

by virtue of the findings proposed in the literature review. It is calculated

as the ratio between the axial diffuser inlet axial velocity and the blade

tangential velocity at the medium radius. The low computational cost of

the periodic model has allowed simulating 28 operating points in an ac-

ceptable with steady-state simulation. Indeed, several investigations have

shown the applicability of RANS simulation to capture the characteristic

flow features during LVF conditions [92, 93] reason why this setup has

been used to study the evolution of the flow field as a consequence of the

reduction of the mass flow.
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a)

b)

c)

Figure 4.10: a)Effect of outlet pressure on flow coefficient b)LSB power
in off-design conditions c)Rotor tip pressure ratio in off-design operating

conditions.
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By looking at the Figures 4.10 b and c it can be seen how for φ below

0.25 the last stage extracts power from the shaft and the rotor tip acts

as a compressor. According to the findings of the literature review, the

latter seems a necessary condition for the onset of the rotating instability.

The evolution of the flow field associated with the LVF conditions can be

seen in Figure 4.11. By looking at this figure it is clear how from design

condition to the LVF one the flow field experiences a radical change. As

already presented in the previous section the reduction of the axial velocity

leads to flow separation in the hub region of the diffuser and the flow in

the LSB becomes strongly radial, as shown by the velocity streamlines for

the φ=0.228 condition. By further reducing the axial velocity (φ=0.132)

the Tip Torus Vortex appears in the region between stator and rotor and,

as will be demonstrated later, it is responsible for pressure oscillation

which may trigger LSB vibration. Finally, in the minimum axial velocity

condition (φ=0.076) both the Tip Vortex and the Hub Separation increase

in intensity.

Among the operating points simulated with steady-state numerical

setup, 3 points have been selected to perform URANS simulations with

the simplified numerical domain. The design operating point has been

selected as a reference point, the others are the operating point just inside

the ventilation region of the LSB (φ = 0.23) and the operating point with

maximum pressure rise across the blade tip (φ = 0.18). The URANS

simulations with the simplified model have been carried out with the Tran-

sient Blade Row Method, available in CFX, which significantly reduces

the computational effort of a transient simulation by allowing to simulate

a single blade passage of the last stage. Among the different models in

CFX Transient Blade Row, the Time Transformation method has been

used. Such a method, based on phase-shifted periodic boundaries, handles

the problem of the unequal pitch of stator and rotor by transforming the

time coordinates of the rotor and stator in the circumferential direction

in order to make the models fully periodic in “transformed” time.

The definition of the post-processing surfaces and monitor points is

an essential step to detect the flow instabilities. These are illustrated
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Figure 4.11: Evolution of the exhaust system flow field in off-design
operating conditions.

in Figure 4.12 for both the periodic and 3D models. Concerning the

periodic model (Figure 4.12 a), 12 monitor points have been used to
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record the pressure oscillations and consequently to detect unsteady

phenomena. These monitor points are located in 3 different regions, in

stator-rotor inter-space, indicated in Figure with R1, in the rotor-diffuser

space, indicated in Figure with R2 and finally in the diffuser. in both the

R1 and R2 surface the monitor points are located at 3 different spanwise

locations: 20, 50 and 85% of blade span. The monitor points used for

the 3D model follow the same criterion with the further extension in the

circumferential direction, as shown in Figure 4.12c.

Concerning the nomenclature of the monitor points used in the 3D

model, the first code (i.e. ”SL11”) indicates the streamwise location of the

post-processing surfaces, which are illustrated in Figure 4.16, the second

code shows the spanwise location (i.e. ”SPA85” means 85% of the span)

and finally, the last number indicates the circumferential location of the

monitor point (i.e. ”0” means theta=0, that is coincident with y-axis).

The pressure signals recorded with the presented monitor points have

been post-processed with the FFT to identify the different sources of

instabilities and the results are presented in Figure 4.13. Specifically,

in Figure 4.13a the FFT spectra of the pressure signal at the tip of R1

surface is reported for the 3 operating points simulated with the periodic

model. By looking at this figure it is clear how in the operating point

with φ = 0.18 significant pressure oscillations arise in the low-frequency

region. Such oscillations are generated by two different sources, the first

ones are the Low Engine Order Frequencies which are explained in detail

in the next sub-section, while the second is the Rotating Instability (RIF)

well documented in the literature review. The oscillations generated by

these instabilities are significantly stronger than the one associated with

the Blade Passing Frequency (BPF), which are well discernible for the

design operating condition since they are proportional to the mass flow

rate. By comparing the charts in Figure 4.13 it seems clear how the RI is

almost absent in the mid and hub section, contrary to the LOEF which

are distributed over the entire span. Concerning the operating point with

φ = 0.23 no RI has been detected, this confirms that the ventilation of the

last stage is not a sufficient condition for the onset of this phenomenon.
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Figure 4.12: Post-Processing surfaces: a) Periodic model monitor points
b) 3D model post-processing surfaces c) 3D model monitor points

The same conclusion can be obtained by looking at the flow field reported

in Figure 4.11 where for φ = 0.23 no Tip vortex is shown further justifying

the applicability of RANS simulation for a qualitative analysis of the most

critical conditions.

In Figure 4.14 the FFT spectra of the monitor points located in the

R2 surface are presented. The RI is not clear anymore since it is located

in the region upstream respect to these monitor points while the LEO

disturbances are still present. Indeed, as will be clarified later these

instabilities are generated in the region between rotor and diffuser where

the R2 surface is located.
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Figure 4.13: a)FFT spectra of pressure signal computed on relative
monitor point at the tip of R1 surface in different operating conditions
b)FFT spectra of pressure signal computed on relative monitor point at

the mid of R1 surface in different operating conditions c)FFT spectra of
pressure signal computed on relative monitor point at the hub of R1

surface in different operating conditions.
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Figure 4.14: a)FFT spectra of pressure signal computed on relative
monitor point at the tip of R2 surface in different operating conditions
b)FFT spectra of pressure signal computed on relative monitor point at

the mid of R2 surface in different operating conditions c)FFT spectra of
pressure signal computed on relative monitor point at the hub of R2

surface in different operating conditions.
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It is worth mentioning how, in line with the findings proposed by the

literature review, the periodic unsteady numerical setup is capable to

detect the RI phenomena, despite the strong assumption of axial symmetry

of the fluid domain. It is now of primary interest to assess the comparison

with a full 3D unsteady setup in order to highlight the differences due

to axial symmetric assumption. For this purpose, the operating points

characterized by maximum pressure oscillations have been simulated with

the 3D optimized exhaust geometry illustrated in Chapter 3 and the full

annulus mesh of the last stage. The presence of RI is confirmed only

with this numerical setup, the results of this analysis are reported in

Figure 4.15 in terms of FFT spectra of the pressure signal. By comparing

the periodic and 3D results is interesting mentioning how the presence

of a real geometry exhaust system leads to a shift of the characteristic

frequency of the RI and a significant reduction of the amplitude of the

pressure oscillations. This means that the simplified model can be used to

qualitatively identify the most dangerous conditions in terms of unsteady

disturbances but not for quantitative characterization of the frequency of

the phenomenon. With the 3D model, the RI is characterized by different

peaks concentrated in a region of disturbances, while in the periodic model

prediction the RI manifests itself as a single strong peak. The physical

explanation behind the trend identified by the 3D model will be explained

in the next subsection thanks to POD analysis.

Concerning the axial and span distribution of the instabilities the

results obtained with the 3D model (in Figures 4.15a and b) are in line

with the ones already observed for the periodic model. Finally, the

circumferential distribution reported in Figure 4.15c shows how the RI is

uniformly distributed over 360° degrees.
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Figure 4.15: a) FFT spectra of pressure signal computed on relative
monitor point at SL11 surface at different spanwise location b) FFT
spectra of pressure signal computed on relative monitor point at SL19
surface at different spanwise location c)FFT spectra of pressure signal

computed on relative monitor point at 85% span of SL11 surface at
different circumferential location
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4.3.2 Axial Exhaust Hood

This sub-section is focused on aerodynamic instabilities in the axial

exhaust system which operates under LVF conditions. As already dis-

cussed in the previous sub-section such instabilities have been detected by

carrying out unsteady simulations on a full annulus the last stage coupled

with a real geometry axial diffuser of a steam turbine manufactured by

Baker Hughes for Concentrated Solar Power (CSP) system applications.

To the author’s knowledge, in literature, there is a lack of investigations

concerning axial exhaust systems during LVF conditions and this is the

first time that they are investigated with unsteady simulations. As already

depicted in Chapter 1, recently Hoznedl et al.[109] presented experimental

and steady-state numerical results of flow in the LSB of a steam turbine

with an axial diffuser. Temperature and pressure measurements highlight

how the steam at the L1 inlet is superheated during LVF conditions. This

justifies the ideal gas assumption adopted in many investigations [104, 104,

106] in literature and in the present work. They also demonstrated how a

flow coefficient of 0.17 is the transition point for the ventilation of the last

stage. In addition, by analyzing the trend of blade vibration as a function

of the flow coefficient it is worth mentioning how the blade vibration

experiences a significant increase in correspondence of a flow coefficient of

0.27 where the hub separation appears in the diffuser. Such vibration may

be triggered by the flow unsteadiness in the hub separation vortex. The

blade vibration increase continuously by decreasing the flow coefficient in

the region of ventilation (pressure ratio at the tip higher than 1) up to

reach a maximum in correspondence of a flow coefficient of 0.05 with the

maximum pressure rise across the blade tip This peak of vibration may

be due to the presence of the RI. Further decrease of the flow coefficient

beyond this value leads to a decrease of blade vibration. Due to the

primary importance of the flow coefficients in classifying the different

steps towards the evolution of the transient flow field, in this investigation,

similar values of flow coefficient respect to the ones presented by Hoznedl

et al.[109] have been investigated.

The numerical setup used for this investigation is the one presented in
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Chapter 2. In virtue of the findings proposed in the previous sub-section,

two different fluid domains, reported in Figure 4.16, have been investigated:

periodic and fully 3D. Several studies have indeed shown the applicability

of RANS simulation to capture the characteristic flow features during LVF

conditions [92, 93] reason why this setup has been used to perform a mesh

sensitivity and to study the evolution of the flow field as a consequence of

the reduction of the mass flow. This assessment has allowed to find out

the most interesting operating points to be simulated with the full 3D

unsteady approach.

The 3D domain considers a full annulus mesh of both the last stage

and the axial exhaust hood (Figure 4.16), with struts included since

the real geometry of the diffuser seems necessary to accurately predict

the amplitude of pressure fluctuations[104]. In order to capture the flow

unsteadiness the stator-rotor transient interface, available in CFX, coupled

with the rotor moving mesh has been used. Additional full 3D RANS

simulations with the frozen rotor interfaces have been carried out to

initialize unsteady calculations.

The URANS simulations have been solved with a second-order back-

ward Euler scheme and a time step of 2.3e-5 [s], resulting in 15 rotor

mesh steps per pitch angle, which is sufficient to properly catch the blade

passing effect, as shown by Fu et al. [129]; consequently, the selected

time step can be used to detect both the tip RI which present a charac-

teristic frequency far below the blade passing one [104, 106] and the hub

separation vortex disturbances which act at even lower frequencies [99].

The total physical time simulated is averagely equal to 10 complete rotor

revolutions (REV), which are, in some cases, essential to properly catch

all the unsteady flow features, the exact number depends on the operat-

ing condition. Considering the fluid domain and the high physical time

simulated, the average computational cost of each unsteady simulation is

almost 100 K CPUh. As convergence criterion for unsteady simulations

the summation of the resultant force on all blades has been considered,

the minimum number of time steps is then reached when this monitor is

stable with relative oscillation below 3%, the additional time steps above
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this minimum have been decided based on the author’s experience in

order to collect sufficient transient data for the post-processing.

As already mentioned, the selection of the monitor points and post-

processing surfaces plays a key role in the identification of transient

instabilities. Similar approach respect to the one used for the radial

exhaust has been used to locate the monitor points. A schematic rep-

resentation of these is reported in Figure 4.16, they are spaced in two

different rotor surfaces, at 3 different span sections (20,50,85%) and in

8 angular positions, making a total number of 48 monitor points. Each

monitor point records the transient history of static and total pressure in

both relative and absolute frames of reference. In addition, the integral

pressure, the resultant force and the torque of 4 different rotor blades

have been monitored.

Despite the significant number of monitor points, the analysis of a

local signal may lead to an information loss, reason why also the 2D

pressure fields, in plane SL11 and SL19 (Figure 4.16) have been stored

to perform more in-depth post-processing based on Proper Orthogonal

Decomposition (POD). Such a technique, proposed by Lumley [112],

applied to fluid dynamic allows the decomposition of a complex flow

field into several modes, ordering them according to their energy content.

The graphical representation of each mode enables the identification of

coherent structures within a turbulent flow, which are often embedded,

favoring the understanding of how they interact and how they contribute

to the development of a specific phenomenon. In this work, the so-called

Snapshot POD proposed by Sirovinch [113, 114], as a development of the

technique presented by Lumley [112], has been implemented in Matlab

script. The theoretical explanation of the POD can be found in Chapter

1.

Concerning the boundary conditions, a total pressure, total tempera-

ture and flow direction profile have been imposed at the numerical inlet,

such profiles have been calculated with the multi-stage steady-state cal-

culation presented in [81] while at the outlet section an average static

pressure value has been imposed. In order to study the evolution of
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Figure 4.16: Numerical setup and post processing surfaces.
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the flow field during LVF conditions, six different operating conditions,

summarized in Table 4.4, have been investigated. The operating points

studied in this chapter follow new nomenclature respect to one described

in the previous section.

Table 4.4: Investigated operating conditions.

OP TEST m [-] Uax [-] φ [-] θ [-]

OP0 B 1 1 0.52 0
OP1 A 0.224 0.195 0.10 0.96
OP2 A 0.375 0.375 0.25 0.73
OP3 B 0.653 0.653 0.16 0.87
OP4 B 0.322 0.322 0.06 1
OP5 B 0.522 0.522 0.13 0.92

The mass flow (m) and axial velocity (Uax) at the diffuser inlet are

normalized respect to the design value, while the swirl angle, calculated

as the arctangent of the ratio between the tangential and axial velocity

at the diffuser inlet, is normalized respect to OP4 value (maximum swirl

condition).

The flow coefficient φ is calculated as the ratio between the axial

velocity at the diffuser inlet and the tangential rotor speed at the mean

radius. The OPs have been selected with two different strategies: TEST

A starts from the off-design point and decreases the condenser pressure up

to reach a safe condition within the stability range while TEST B starts

from the design condition (OP0) and gradually increases the condenser

pressure up to unsafe operations out from the stability range. It is worth

highlighting how OP1 and OP4, and OP5 present flow coefficients within

the range of instability identified by both Megerle et al.[104] and Hoznedl

et al.[109].

The evaluation of 6 different operating conditions allows to define

the application limits of the investigated steam turbine, illustrated in

Figure 4.17, between these, the OP1 and the OP4 are defined as unsafe

conditions due to the presence of strong unsteadiness in the flow field
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which may trigger blade vibrations. In order to gradually characterize the

transient behavior of the instabilities, the numerical results are presented

starting with TEST A simulations, followed by TEST B ones.
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Figure 4.17: Steam turbine application limits.

The TEST A results are presented in Figure 4.18, in terms of FFT

spectra of the pressure signals recorded in the relative monitor points

presented in Figure 4.16. In this section, the amplitude of the pressure

signal is presented as normalized quantity respect to a reference value,

while the frequency is normalized respect to the rotational one, expressed

as EO, and the physical time is normalized respect to the value to complete

an entire rotor revolution, expressed as REV. The nomenclature of the

monitor points follows the same criterion already explained in the previous

sub-section.

In Figure 4.18a the FFT spectra of the pressure signal at 3 different

span locations for a fixed stream-wise location is presented. By looking at

this graph the higher level of unsteadiness of the tip section (85% span)

is clear. In particular, a very strong peak of amplitude at 8 EO is well

visible, as will be demonstrated later this peak is due to the presence of a

rotating instability (RI) at the tip of the region between stator and rotor

blades, reason why it is referred as RIF (Rotating Instability Frequency).
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a)

b)

c)
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Figure 4.18: FFT spectra of relative monitor point pressure signal a)
Effect of Spanwise location in the OP1 and surface SL11, b) Effect of

Spanwise location in the OP1 and surface SL19, c) Comparison between
OP1 and OP2 in surface SL11 at 85% span.
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In line with the results presented in the literature review, the amplitude

of the RIF is well above the one of the stator blade wake, pointed as BPF

(Blade Passing Frequency). In addition, other low-frequency disturbances

(LEOF) can be seen in the spectra, as explained later, such disturbances

are due to diffuser asymmetry generated by the structural struts and to

the hub separation vortex illustrated in Figure 1.11.

The LEOFs are clearly discernible also in Figure 4.18b, where the

FFT spectra of the pressure in the surface SL19, between rotor blades

and diffuser, are shown; while the RIF is no longer so evident. It is worth

highlighting how the LEOF amplitude is well distinguishable in all the

spectrum, meaning that such phenomenon, on the contrary respect to

the RI, affects a wide section of the span. Specifically, the effect of the

diffuser asymmetry at 1 EO is the same on the 3 signals since this is due

to the presence of full-span structural struts only in the lower part of the

diffuser, as shown in Figure 4.16. In Figure 4.18c is shown the effect of

a different operating condition on the pressure signal in a monitor point

located in the tip section of the SL11 surface. By looking at this graph

it is clear how both the RIF and LEOF, except for the 1 EO linked to

the diffuser asymmetry, disappear by decreasing the condenser pressure,

while the stator wake effect amplitude is slightly stronger due to the

higher mass flow of the OP2. For a sake of brevity, the effect of different

circumferential locations of the monitor point is not presented, but it is

worth mentioning how the signal of the RI is almost the same over the

entire full annulus extension. Finally, in Figure 4.19 the FFT spectrum

of the blade resultant force is reported, by looking at this graph it is

clear how both the RI and the LEO instabilities observed in the pressure

signals have a direct effect on the blade force since the same characteristic

frequencies are clearly distinguishable.

As observed by previous investigations [105, 106], the RI is inherently

unstable and changeable in time and for this reason, a STFT (Short Time

Fourier Transform) is useful to study the evolution of the transient signal

in the physical time. In figure 4.20b the STFT of the OP1 pressure signal

at 85% of the SL11 surface is reported.
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Figure 4.19: FFT spectrum of a singular blade resultant force.

a)

b)

Figure 4.20: a) Pressure transient history with FFT moving windows (in
red), b) STFT spectra of pressure signal.
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The STFT is realized by considering a moving FFT window of 1 REV

with an overlapping interval of 0.2 REV, as illustrated in Figure 4.20a.

As can be seen by the STFT the signal of the RI is not constant in time,

contrary to the stator wake visible at the top of the contour at 54 EO

with a constant signal. Specifically, in the first part of the time window

considered, between 8 and 9 REV, the RI signal is clearly visible with

a characteristic frequency of 6 EO while in the final part of the time

window, between 9 and 12 REV, the dominant frequency is shifted to

8 EO. In addition, another weaker signal of instability is visible at 11

EO, which, as will be shown thanks to POD, is associated with another

RI configuration. Also the unsteadiness at LOEFs are present in this

spectrogram with an unstable signal, between 2 and 4 EO, which reaches

a maximum of amplitudes around 11 REV.

For a deeper investigation about the unsteady flow field in the SL11

surface, a POD analysis of the pressure field has been realized by processing

a series of 1740 snapshots allowing the identification of the dynamics

related to the different sources of unsteadiness observed in the FFT

spectra. The time difference between each snapshot is equal to 2 time

steps which determines a total time of 4 REV. The POD results are

reported in Figure 4.21b,c,d while in Figure 4.21a is a snapshot of the

pressure field.

In the snapshot of the pressure field, the stall cells near the casing

can be seen. Such flow structures, by rotating in the circumferential

direction with a fraction of the rotor speed, lead to the pressure oscillation

observed in Figure 4.18. However, due to the instability of the signal

shown in STFT this pattern shown by the snapshot is not stable in time,

in this regard POD can be used for the identification of spatio-temporal

evolution of this flow feature. As clarified in the numerical setup section,

the POD is an energy-based decomposition that aims at determining the

best approximation of a data set with a series of modes, each of which

is characterized by spatial and temporal distribution and by its energy

content. Figure 4.21b shows the singular and cumulative energy content

of each POD mode. Since the energy is a measure of the importance
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Figure 4.21: a) OP1 instantaneous pressure field on SL11 , b) POD
modes energy contribution, c) Statistical POD Modes spatial distribution,

d) FFT spectra of POD modes temporal coefficients.
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of each mode it can be concluded that the first and second POD mode

largely contributes to the resultant pressure field. The statistical spatial

distribution of POD modes is presented in Figure4.21c, mode 1 is the

principal mode and this is exactly the graphical representation of the

RI with 16 stall cells pattern with a dominant frequency of 8 EO (RIF)

clearly visible from both the spectrum of the POD temporal coefficients,

in Figure 4.21d, and from the FFT spectra of pressure signal of the

monitor point in Figure 4.18a. Mode 2 is not reported since it has the

same dominant frequency, similar energy content and a shifted spatial

distribution, this is typical behavior of convective flow [130] and it is valid

also for modes 3-4 and modes 5-6. In the spatial distribution of mode 3,

the already presented 16 stall cells pattern is still observable, however in

this case there is a non-uniformity between the upper and the lower part

of the surface. In particular, the stall cells in the upper part are more

intense respect to the ones in the lower part. This effect leads to a shift

of the characteristic frequency of the mode from 8 EO to 6 EO, already

observed in STFT in Figure 4.20, and it may be related to the geometric

asymmetry induced by the diffuser. Finally, in mode 5 another RI pattern

with a different number of pressure cells can be observed, this confirms

the thesis of temporal instability of this phenomenon. A similar dual RI

configuration has been already reported in previous studies [88, 105, 106].

The results of TEST B are reported in Figure 4.22 with the FFT

spectra of all the operating points and in Figure 4.23 with a specific focus

on the OP4 which shows the RI and high LEO unsteadiness. Figure 4.22a

reports the FFT spectra in the 85% span of the SL11 surface, the presence

of the RI, already discussed for the OP1, in the OP4 is evident and it is

worth highlighting how the characteristic frequency of such instability is

different from the one presented for OP1. This is in line with the findings

of previous studies [96, 104, 105, 106] which have already demonstrated

that the RIF is related to the operating conditions. In addition, Figure

4.22a shows the FFT spectra of the design point OP0, which in line with

expectations present only a strong peak of amplitude in correspondence of

the BPF, while OP3 and OP5 show only very weak unsteadiness located
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in the low-frequency region, meaning that the RI is not present in this

conditions.

By looking at Figure 4.22b very strong unsteadiness at LOEFs can be

seen, as already anticipated in TEST A results discussion, such instabilities

are generated in the hub separation area behind the rotor blades and

they are maximum in the OP4. For an in-depth explanation of this

phenomenon, a POD analysis has been carried out in the SL19 surface by

using 1740 snapshots of the pressure field.

a)

b)

RIF

LEOF

LEOF

BPF

BPF

Figure 4.22: FFT spectra of relative pressure signal a) Effect of Spanwise
location for all the OPs of TEST B at the tip of surface SL11, b) Effect of
Spanwise location for all the OPs of TEST B at the mid of surface SL19.
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Figure 4.23: a) OP4 instantaneous pressure field on SL19, b) POD
modes energy contribution, c) Statistical POD Modes spatial distribution,

d) FFT spectra of POD modes temporal coefficients.
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The results of the POD analysis are reported in Figure 4.23b,c,d

together with a singular snapshot in Figure 4.23a. By looking at the

pressure field in Figure 4.23a, a 6 pressure cells pattern can be easily seen.

The rotation of these cells in the circumferential direction leads to the

low-frequency instabilities observed previously and reported in Figure

4.22. These pressure cells are the cores of the helical vortices, generated

due to the high swirl of the flow, located in the interface between the

through flow and the reverse flow, as highlighted by the isoline at zero

axial velocity in Figure 4.23a, where there is a very high tangential velocity

gradient. This gradient is generated by the interaction between the high

swirled flow which crosses the LSB tip and the hub separation vortex

schematically shown in Figure 1.11.

The central role of the swirl in this phenomenon is also confirmed by

looking at the data reported in Table 4.4, the OP1, OP4 and OP5 are

the operating points characterized by the higher swirl angle and both

experience well discernible pressure oscillations in the low-frequency region.

This instability mechanism may be attributed to the Precessing Vortex

Core (PVC) observed in several fluid dynamic applications. Aleeksenko

et al. [131] described the formation of helical vortices in strongly swirled

flow and in presence of separation, which may develop a rotation in the

circumferential direction. The theory of helical vortices specifies how their

number may depend on several factors, as confirmed by looking at the

FFT spectra of OP4 and OP5 in Figure 4.22 where a slightly different

dominant frequency in the low-frequency region can be seen, meaning that

there is a different number of vortices. In addition, these vortices are not

stationary and their number may vary in time [131]. This is confirmed

by the POD analysis in Figure 4.23c where, by comparing mode 1 with

mode 3 it is clear how the number of pressure cells, and consequently

their dominant frequency, can vary during the transient evolution of

the flow field. Concerning the modes’ energy content, modes 1 and 2

largely contribute to the resultant pressure field since they are accountable

for 40% of the global energy content. The spatial distribution of mode

1 clarifies how this phenomenon affects a significant part of the span,
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contrary to the RI which is located only near the blade tip. However,

the span extension and the amplitude of the pressure oscillations are

strongly linked to the operating conditions, and in particular to the swirl

number; indeed, by decreasing the swirl this phenomenon becomes weaker,

as for the OP5 and OP1, and totally disappears in the other operating

points. The present work has allowed the identification of a mechanism of

instabilities linked to the hub separation vortex, an alternative to the tip

RI widely observed in the literature. This finding is in line with numerical

and experimental pieces of evidence proposed in the literature [90, 99, 109]

which reported an increase of blade vibration in correspondence of the

onset of the hub separation vortex in the diffuser.



Conclusions

This research activity aims at expanding the knowledge about different

aspects of the aerodynamic behaviour of the steam turbine exhaust system

through the development of numerical methods. The interest in such

investigation is justified by the current trends in the steam turbine design

practices, which are oriented towards more flexible operating conditions.

In this scenario, new low-pressure blades are designed and integrated into

an existing turbine casing, with previously designed exhaust hood. This

procedure, the so called retrofitting, could lead to a drastic reduction of the

aerodynamic performance of the exhaust system due to the strong coupling

between last stage and exhaust hood, reasons why also a redesign of the

exhaust hood should be required. In this regard, a numerical procedure

has been developed to identify an optimal exhaust hood for a given last

stage geometry and operating condition in an extremely reduced time.

Such exhaust hood geometry can guarantee high aerodynamic performance

in design operating condition with an overall volume consistent with the

industrial needs. The definition of this procedure has required a two-step

development and it is finally based on the definition of a periodic CFD

model, which is fundamental to perform the DOE study in feasible time.

The CFD numerical setup has been selected as a final output of a sensitivity

analysis aimed at assessing the influence of different numerical strategies

on the flow field resolution. Specifically, the impact of computational

grids, rotor-static component interfaces and geometric simplification has

been evaluated. The results of the periodic model DOE analysis have

been used to develop a response surface which describes the exhaust
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hood performance as a function of input geometrical parameters. For the

selection of these parameter, the lesson learnt with the first step of the

development of the procedure is crucial since it demonstrates the strong

impact of the outer casing on the diffuser performance. The parametric

model should therefore include parameters of both the outer casing and

diffuser to properly optimize the pressure recovery. It is worth recalling

how, in order to perform a DOE study with a significant number of

geometric parameter, is necessary to reduce the computational cost of

each simulation to maintain the overall time needed by the procedure

consistent with the industrial time table.

The response surface once reached an acceptable level of accuracy, is

used by an optimization algorithm to find out a high-performing exhaust

hood for the given application. Due to the strong assumption needed

to approximate a radial exhaust hood with a periodic geometry, a final

verification with the 3D model is required to check the performance

improvement. The comparison between the periodic and the 3D model

has highlighted a good agreement in both the averaged pressure recovery

factor prediction and flow field resolution within the diffuser, with a

speedup of the computational time by about one order of magnitude.

The simplified model coupled with the optimization procedure can be,

therefore, used as a design tool for preliminary screening of the most

interesting geometries, which should later be simulated with a more

sophisticated numerical approach as verification.

The application of this numerical procedure to an exhaust system

manufactured by Baker Hughes has allowed to identify an optimum

geometry with a pressure recovery factor, calculated in the condenser

section, 28% greater than the baseline one. The improvement of the

performance is achieved even with a reduction of the exhaust system

volume equal to 4%. Such significant improvement has been obtained

with an optimization of the hub cone angle which allows avoiding the

flow separation. In addition, the optimization of the outer casing allows

controlling the vortices strength reducing the losses within the exhaust

hood.
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According to the findings proposed in this work, the optimization

procedure should only be carried out in the design operating condition

since it is one in which a high pressure recovery is of primary interest.

A drop of performance in off-design operations seems unavoidable also

optimizing the geometry in such conditions. The low axial velocity and

the consequent high swirl angle at the diffuser inlet play a key role in

the drop of performance in reduced load conditions by leading to the

Hub Cone Separation which acts as aerodynamic blockage causing the

drop of performance. It is worth highlighting how such behavior is also

exaggerated when the structural struts are included in the numerical

domain, the interaction between these supports and high swirl angle leads

to a dramatic increase of the pressure losses and local acceleration of the

flow with an inevitable drop of the pressure recovery.

Once fixed the exhaust hood geometry, the assessment of the flow

field behavior in off-design conditions is essential not only to study the

trend of the performance but to investigate the unsteady fluid dynamic

phenomena in the last stage during LVF conditions. Such conditions are

indeed potentially dangerous for the low pressure turbine blades since

they may experience flow-induced vibrations triggered by the surrounding

fluid. Due to the different fluid behavior between axial and radial exhaust

hoods, the LVF analysis has been carried out with both these exhaust

configurations.

The radial exhaust hood investigated is the one identified with the

optimization procedure. The already mentioned simplified periodic model

has been used to perform RANS simulation aimed at characterizing

the evolution of the flow field during LVF conditions. Such numerical

setup has proven to be effective in showing the main flow features during

these conditions, however, due to inherent unsteadiness and strong three-

dimensionality of the flow, it fails to detect the mechanisms responsible

for the flow-induced vibration. Before considering the full 3D unsteady

numerical setup, a periodic model unsteady setup has been tested. This

allows a significant reduction of the computational costs and it allows to

detect of the unsteady phenomena responsible for flow-induced vibration,
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however, in line with the findings proposed by the literature review, it

fails to predict the frequency and the amplitude of the instabilities. For

this reason, to properly investigate these phenomena full 3D unsteady

simulations are required. In this work, such simulations are deeply dis-

cussed and studied with an axial diffuser manufactured by Baker Hughes

for concentrated solar power plant application. This diffuser, with struts

included, has been coupled with a full annulus mesh of the last stage of

the low pressure turbine. Six operating conditions have been simulated

with the 3D setup allowing to identify of the application limits of the tur-

bine aimed at avoiding the operations in unsafe conditions, characterized

by strong pressure oscillations in the LSB which may trigger vibrations.

The rotating instability accountable for a significant part of this pressure

oscillation has been detected in the tip region between stator and rotor.

The strong link between pressure oscillations and alternating blade loads

has been clarified by monitoring the blade force. The FFT spectrum of a

single blade force revealed indeed the same peaks observed in the pressure

signals.

A graphical representation of this instability has been presented thanks

to the Proper Orthogonal Decomposition which allows decomposing a

complex flow field into different modes, ranked by their energy content.

In this case, the RI is manifested with a 16 pressure cells pattern which

counter rotates respect to the rotor motion with a fraction of its speed.

The tip RI mechanism is line with other studies found in literature

[78, 104, 105, 106]. In addition, the application of 2D POD has allowed

avoiding the potential loss of information linked to post-processing based

on local monitor points allowing to identify the region of maximum

pressure oscillations in both the surfaces investigated.

The RI is not the only source of unsteadiness detected in this work,

indeed, in line with the findings of other investigations [90, 99, 109],

low-frequency instabilities behind the rotor blades are revealed. These

instabilities are generated by the interaction between the hub separation

vortex in the diffuser and the strongly swirled flow at the outlet of the

rotor, confined at the tip. The high-velocity gradient between through
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and reverse flow leads to the onset of helical vortices, with the vortex

core located in the zero velocity separation line, which rotates with a

mechanism similar to the ones observed for the tip RI. In line with the

the described phenomena.

Cornering the optimization procedure, the integration of uncertainty

Quantification techniques (UQ) may represent an interesting way of

development.
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