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Abstract

This dissertation is concerned with optimization problems related to trans-
parent machine learning. In the contemporary landscape of machine learning,
the importance of interpretability has become essential, resonating across di-
verse industries and applications. As complex machine learning models, often
characterized as "black boxes," continue to demonstrate remarkable predictive
capabilities, there arises a pressing need to explain their decision-making pro-
cesses. Interpretability is crucial not only for building trust in automated sys-
tems but also for meeting ethical, legal, and regulatory requirements. In health-
care, interpretable models can offer insights into diagnostic reasoning, aiding
healthcare professionals in decision-making and enhancing patient trust. In fi-
nance, transparent models are essential for ensuring fair lending practices and
regulatory compliance. Legal systems increasingly demand explainability to
justify algorithmic decisions, emphasizing the significance of interpretable ma-
chine learning in justice.

Within this setting, we first briefly describe the most used interpretable mod-
els then we discuss novel optimization strategies to handle their learning prob-
lem. More precisely, we describe state-of-art approaches to learn decision tree
models and, to this aim, we propose two new techniques based to genetic algo-
rithms and mixed integer programming.

Afterwards, we present a work on risk score models, enhancing their ex-
pressiveness by extending these estimators in a more generalized framework.
Finally, in the context of local explanations, we propose a recommendation sys-
tem for random forest that dinamically maps each point to a single shallow tree
in the ensemble.
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Chapter 1

Introduction

In the contemporary era of machine learning, where algorithms wield immense
power in shaping decisions across diverse domains, the call for transparency and
interpretability has never been more resonant. As artificial intelligence gradually
becomes more and more present in our lives, from healthcare diagnostics to financial
predictions and legal deliberations, the black-box nature of many advanced models
poses inherent challenges. The rise of interpretable models stands as a response to
the imperative need for understanding and trust in the decision-making processes
of these sophisticated algorithms.

Given the huge increase of complex models, such as deep neural networks, that
exhibit state-of-art predictive performance in many complex tasks, interpretability
is often sacrified to obtain more expressive power. While these models excel in dis-
cerning intricate patterns within very large datasets, the miss of explanations on
how they arrive at specific decisions raises ethical, legal, and practical concerns.
The ability to comprehend, question, and validate the reasoning behind algorithmic
outcomes becomes essential, especially in applications where human lives, financial
stability, or legal outcomes hang in the balance. Even though there is no a formal
definition for interpretability, it is worth to mention the one by (Miller, 2019):

"Interpretability is the degree to which a human can understand the cause of a decision."

The importance of interpretable models is underscored by the necessity to bridge
the gap between accuracy and transparency. It’s not merely a quest for simplicity
but a strategic imperative to empower end-users, be they healthcare professionals,
financial analysts, or legal experts, with the ability to gain insights into the decision-
making processes of these algorithms.

A common belief in the machine learning community suggests that enhanced
model complexity directly correlates with superior accuracy, implying the necessity
of intricate black-box structures for good predictive performance (see Figure 1.1).
However, this assumption often proves inaccurate, especially when dealing with

3



4 Introduction

structured data with a robust representation through inherently meaningful fea-
tures (Rudin, 2019). In these scenarios, there frequently emerges small differences
in performance between more intricate classifiers (such as deep neural networks,
boosted decision trees, and random forests) and considerably simpler counterparts
(like logistic regression).

Linear

Models
Decision
Trees
Random
Forest
Suppaort
Vector

Machines

Interpretability

Deep
Meural

Metworks

Expressiveness

Figure 1.1: A fictional graph of the relationship between the performance of models
and their interpretability.

As a compromise, a stream of research is focused on creating methods to explain
black-boxes, by fitting a surrogate transparent model to approximate the behaviour
of the black-box one. In this context, it is worth to mention the work (Ribeiro et al.,
2016) where a linear model is employed to provide explanations of single points
(local explanations) by building a first order approximator.

Within this background, in this thesis we propose and analize different optimiza-
tion approaches to handle the learning problem of the most common transparent
models. In a supervised learning context, let X" be the input space and ) be the out-
put space. For the rest of this manuscript, unless otherwise stated, we will focus on
datasets with N points and where X = IR?, using a bold notation to indicate feature
vectors * € R”. The output space ) will be chosen as R in the case of regression
and {—1,1} for binary classification. The rest of the thesis is organized as follows:

e In Chapter 2, we briefly review the most know trasparent models, focusing on
their interpretability.



e In Chapter 3, we review the literature in the context of learning decision tree.
Moreover, we propose two novel methods for handling the problem. The first
one is a new memetic strategy based on genetic algorithms which is able to
induce classification trees with competitive performance with respect to exact
formulations on real-world datasets. In the second part we introduce the con-
cept of Loss Optimal Classification Trees by encapsulating different losses in a
general Mixed Integer Programming framework. Then we propose to use the
logistic loss to induce Optimal Logistic Classification Trees.

e In Chapter 4, we address the problem of learning Risk Scores that are very
common trasparent and sparse linear estimators widely used in the health-
care context. Moreover, we extend these models by proposing a generalized
framework to induce Optimal Generalized Risk Scores.

e In Chapter 5, we propose a recommendation system to dinamically select a
single shallow decision tree in a Random Forest to obtain post-hoc local expla-
nations for each point.

e In Chapter 6, we finally give some concluding remarks and suggest possible
themes for future research.






Chapter 2

Interpretable Models

A straightforward approach to enhance interpretability is to use algorithms that
generate models that are ineherently transparent every time that it is possible. Fre-
quently employed interpretable models include Linear Regression, Logistic Regres-
sion, and Decision Trees. In this Chapter, we provide a brief overview of these mod-
els without delving into extensive details.

2.1 Linear Regression

In the regression context, let y; € R Vi = 1,..,N. A linear regression model is
a particular instance of a Generalized Linear Model (GLM) (Nelder and Wedder-
burn, 1972) where the response variable y is assumed to be linearly dependent with
respect to the feature vector = € R, i.e.:

Ely|z] = ¢ Y(wlz + B +e¢) (2.1)

where € is a normally distributed random variable to represent a noise term and
g : R — R is known as link function of the GLM model and, for linear regression, it
is equal to the identity function thus, g(t) =t Vt € R, obtaining:

y=wlz+p+e (2.2)

The method commonly employed for determining the weights is Ordinary Least
Squares (OLS), which aims to minimize the squared differences between the ob-
served and predicted outcomes by solving:

(yi —w'x; — B)* (2.3)
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8 Interpretable Models

which is an unconstrained, smooth and convex optimization problem that can be
efficiently solved with second order algorithms like the Newton Method and BFGS.

The primary strength of linear regression models lies in their linearity which
simplifies the estimation process. The additivity of the components facilitates the
straightforward isolation of their effects. However, in cases where there’s a suspicion
of feature interactions or a non-linear correlation between a feature and the target
value, this kind of models tends to be insufficiently expressive. Notably, the straight-
forward interpretation of these models is related to the fact that each weight of the
classifier can be understood. This characteristic contributes to the widespread use of
linear models and similar approaches across academic disciplines such as medicine,
sociology, psychology, and various quantitative research fields. In the medical do-
main, for instance, the ability not only to predict a patient’s clinical outcome but also
to quantify the impact of a drug while incorporating factors like sex, age, and other
features in an easily interpretable manner is crucial.

2.2 Logistic Regression

In the same way, in the binary classification context, we assume y | x to be a tar-
get random variable with Bernoulli distribution B(p). A logistic regression model
m(ax; w) is an instance of the GLM class that estimates the expected value E[y|z] =

p=Ply=1]|=):
Ely|z] = g~ (w'z + B) (2.4)

through the logistic link function g~! = o(I(x; w)) i.e., m is a linear estimator of the
log-odds or logit (Hastie et al., 2009):

logit(p) = log (%) = m(z;w) = wlx +p.

The choice of the weights of this model can be made by minimizing the logistic
loss function, which can be obtained by the maximum likelihood estimation (see,
e.g, (Hastie et al., 2009)):

H(w e + B;y) =log(1+ exp(—y(wTac +B))) (2.5)

Thus, the empirical risk minimization problem becomes the following:

N
min £(w,B) =y . log(1 +exp(—yi(w]a; + ) (2:6)
' i=1



2.3 Generalized Additive Models 9

Also in this case, the learning problem 2.6 is unconstrained and the objective
function is smooth and convex. For this reason, even this time, second order algo-
rithms can be efficiently employed.

The interpretation of the weights in logistic regression differs from the one in
linear regression. In logistic regression, the outcome represents a probability thus,
the weights no longer implies directly a linear influence on the outcome since the
weighted sum undergoes a transformation through the logistic function to yield a
probability. Indeed we have:

logit(p) = log(%) —wlz+p (2.7)

odds = % = exp(w'x + B) (2.8)

We can infer how each feature x; is related to the odds of the positive outcome by
the odds ratio:
oddsy 11 _ exp (L Wi + wj(xj +1) + B) _
oddsy, exp (X ; wrxg + B)
= exp(wj(x; + 1) — wjx;) = exp(w;) (2.10)

(2.9)

That is, a variation in a feature x; by one unit leads to a multiplicative change in the
odds ratio by a factor of exp(w;). Another way to articulate this is that a one-unit
change in x; increases the log odds ratio by the value of the corresponding weight.
Many individuals prefer interpreting the odds ratio directly, since dealing with the
log of a value is considered more difficult. Understanding the odds ratio itself can
be a bit challenging. For instance, if the odds are 2, it implies that the probability of
y = 11is twice as high as y = 0.

2.3 Generalized Additive Models

Generalized Additive Models (GAMs) represent a flexible and powerful extension
of traditional GLMs, allowing for the modeling of complex, non-linear relationships
between variables. Introduced in (Hastie and Tibshirani, 1990) , GAMs are partic-
ularly useful when dealing with data that exhibits non-linearity, interactions, and
other intricate patterns that cannot be adequately captured by linear models. The
fundamental idea behind GAMs is to extend the linear model by incorporating sin-
gle functions of the predictor variables. Unlike linear models, which assume a linear
relationship between the predictors and the response, GAMs allow for non-linear
relationships by adding a general function f;(x;) for each covariate x;.
The general form of a GAM can be expressed as follows:



10 Interpretable Models

Elyla] = g7 (L fi(x)) + B) (2.11)
J

where, as previously discussed for GLM, the link function ¢ depends on the par-
ticular task.

The key innovation in GAMs is the inclusion of a single function for each feature.
These functions are flexible and can capture complex relationships without assum-
ing a specific functional form. Popular choices for smooth functions include splines,
thin-plate splines, and local regression. Due to the potential complexity of the shape
functions, GAMs exhibit higher accuracy compared to straightforward linear mod-
els but, even this time, they lack interactions between features, resulting in easily
interpretable models.

The main approach to fit these models is the Backfitting method which is a greedy
iterative optimization algorithm. For each predictor variable, its function is updated
while keeping the others fixed. This involves fitting a univariate smoother (e.g., a
spline) to the residuals from the current model. Then, the overall model is updated
by adding the component to the predictor and this process is repeated while a con-
vergence criteria is not satisfied, for further details see (Hastie and Tibshirani, 1990).

Finally, an end user can easily undertand how a component impacts on the target
by looking at the plot of the relative function. An example of this is shown in Figure
2.1.



2.3 Generalized Additive Models

11

2
=3
w © —
2
—_ ‘J-j
o ©
— m; > o
) o o @
3 o 5 o =1 +
o 5 8o A
< g — Z e
S S vl (O,
0 0
) L
0
4 6 8 0 1 2 3 0 2 4 [} o 2 4 6 8 10
our over remove internet
e =]
o =l
—
@
Ol g " _r
° ¢ 3 -
& u = ke
— S —
o o {é a e, (g "
o =
9 ©
e 4 U : , : U ! u | d
4 6 10 0 2 4 6 o 5 10 15 20 0 5 10
free business hp hpl
w
w
w o
—_
D o
60 ~ ° ~ w
o o —_ o @
] % @ Lol
e - Na2 o
Z «
= 7 =, T e =
(=]
- =}
0 2 30 0 2 4 6 0 5 10 15 20 0 5 1015
george 1999 re edu
2
=
w
9w ~ °
—_ -
= 5 5
= % = o y
< =} 9 < e
0 (3] = 8]
= - O L
oy ‘4 o <: (L
w
w w
w
0 20 30 0 2 3 4 5 0 2000 6000 10000 0 5000 10000 15000
ch! ch$ CAPMAX CAPTOT

Figure 2.1: A GAM learned on the spam dataset from the UCI repository (Dua and
Graff, 2017). Figure shows estimated functions for significant predictors. Therug
plot along the bottom of each frame indicates the observed values of the correspond-
ing predictor. Figure credit: (Hastie et al., 2009).
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2.4 Decision Trees

The main limitation of linear models is related to all the scenarios in which the asso-
ciation between features and outcomes is nonlinear or involves interactions among
features. In these cases, in the context of supervised learning, Decision Tree (DT)
models are widely used alternatives for trasparent machine learning. Formally, a DT
is a connected and acyclic graph G = (V, £) where V and £ are the set of nodes and
arcs respectively. DTs iteratively divide the dataset based on specific threshold val-
ues within the features. This process involves creating distinct subsets of the data,
where each instance is assigned to a particular subset through successive splits. For
this purpose, the set V is divided in two subsets 5 and £ which represent the sets of
branch nodes and leaf nodes. Each branch is responsible for the creation of the split
at its level and it splits data in different subsets of points that will be forwarded to
different children. Finally, terminal nodes i.e., leaf nodes, encode the value of the
prediction for all points that have reached the leaf itself. If the output space ) is
a finite discrete set, these models are called Classification Trees (CTs) otherwise, if
y € R, they are generally called Regression Trees (RTs).

Outlook
Sunny Overcast Rain
Humidity Yes Wind
High Normal Strong Weak
No Yes No Yes

Figure 2.2: A decision tree model for rain forecasting.

The major advantage of DTs is their intrinsic interpretability. Indeed, each pre-
diction is basically represented by the path followed by the point in the tree which
is the sequence of simple decision rules taken at each branch node. Moreover, the
final user can understand how different feature contribute to the final decision. An
example of the ease in the model uderstanding can be seen in Figure 2.2 where a
classification tree has been learned for the task of rain forecasting.
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In the rest of this thesis we will focus on binary decision trees with the following
differences:

e Axis-Aligned Decision Trees: also known as decision trees with parallel splits,
are a type of decision tree where the decision boundaries are aligned parallel
to the axes of the feature space. In other words, the splits along the nodes of
the tree are made along one feature at a time, and each split is perpendicular
to the axis of that specific feature. This simplicity makes axis-aligned decision
trees easy to interpret and computationally efficient. However, it may struggle
with capturing complex relationships in the data when the decision bound-
aries are not aligned with the axes. An example of this kind of structures is
visible in Figure 2.3 (B);

e Oblique Decision Trees: also known as multivariate decision trees, on the
other hand, allow for more flexible decision boundaries that are not restricted
to aligning with the axes of the feature space. In oblique decision trees, the
splits are made through a general hyperplane wz + B, providing the model
with the ability to capture more complex relationships between features. This
flexibility allows oblique decision trees to potentially achieve better predictive
performance on datasets where the underlying patterns are not well-aligned
with the coordinate axes. However, the interpretability of oblique decision
trees may be clearly compromised. An example of this kind of structures is
visible in Figure 2.3 (A);

v
v

A) ®)

Figure 2.3: Two different classification tree on the same data. In figure (A) a single
node multivariate CT is able to linearly separate the two classes. In figure (B) the
teature space is divide by a CT of depth two in four regions.






Chapter 3

Optimization for Classification Trees

As previously mentioned in Chapter 2, in the context of supervised learning, Clas-
sification Trees (CTs) are some of the most widely used models for classification
problems (Kotsiantis, 2013; Song and Ying, 2015). Introduced in the seminal work
in Breiman et al. (1984), CTs have widely been employed for decades, especially for
tasks with small-sized tabular data.

The induction of optimal decision trees is a N'P-complete problem (Laurent and
Rivest, 1976) and, for this reason, most algorithms employ a top-down greedy ap-
proach to fit the model. Most interpretable classification trees are based on univariate
(axis-aligned) splits (Breiman et al., 1984; Quinlan, 1986; De Méntaras, 1991). With
univariate splits, a single feature is chosen at each node and the corresponding value
of each data point is compared to a given threshold; data points are thus forwarded
to one of the children nodes, based on the result of this comparison. Each prediction
of the model is therefore finally obtained following a path along the tree, based on
the sequence of “decisions” at each encountered node. Thus, it’s not surprising that
this kind of models are very common and useful especially in the healthcare context
(Intrator et al., 1992; Olanow et al., 2001; Bertsimas et al., 2019) and every time the
model understanding is a major requirement (Rudin, 2019).

In order to improve the expressive power of CTs, however, more complex split-
ting rules have been also considered in the literature for defining branching splits.
These rules can take into account linear (in this case we talk about oblique trees) or
even nonlinear relations between features (Friedman et al., 1977; Loh and Vanich-
setakul, 1988; John, 1995). However, even the simplest oblique trees, i.e., CTs using
general linear classifiers at each node to define splits, are not as interpretable as uni-
variate ones. For this reason, recent research has dealt with training algorithms to
construct CTs having both good predictive performance and intrinsic interpretabil-
ity properties. In particular, oblique trees are often considered interpretable as long
as branching linear classifiers are actually sparse models (Ross et al., 2017; Ribeiro
et al., 2016; Jovanovic et al., 2016).

15



16 Optimization for Classification Trees

Within this scenario, starting with the best known greedy algorithm CART (Breiman
et al., 1984), we present state-of-art methodologies to address the optimization for
classification tree learning.

3.1 CART

The goal of the CART algorithm is to recursively split the dataset into subsets based
on the values of input features and labels. These splits are determined in a greedy
way that maximizes the "homogeneity" of the target variable within each subset.
Thus, from the root node, the algorithm iteratively determines a split by solving an
optimization problem to identify the most "effective" division. In this framework,
the concept of most effective split is related to a proper choice of an impurity mea-
sure (discussed later in this section) that acts as a proxy for the quality of the cut.
This process is repeated recursively until a stopping condition is met and, finally, to
each leaf is associated the label of the class which is the most present in the subset
of points arriving on the leaf itself. Figure 3.1 shows two different views of the tree
model induced by CART on the Iris dataset (Dua and Graff, 2017). It is easy to see
how the feature space is partitioned in an hierarchical manner as the result of the
tive leaves generated by the algorithm.

| Petal Length < 2.45 |

[Petal Width < 1.75 ]
| Petal Length < 4.95 |

yersicolor > [Petal Width < 1.55 |

4
Petal Length

N

g

,_A

Petal Width

(a) The axis-aligned feature space partition  (b) The resulting tree structure of depth
generated by the tree in Figure 3.1b. four.

Figure 3.1: Different views of the tree model learned by the CART algorithm on the
Fisher’s “Iris” dataset from the UCI Repository (Dua and Graff, 2017). Figure credit:
Dunn (2018).

For the sake of completeness, we report in algorithm 1 the pseudocode of a stan-

dard CART scheme.
The scheme of the algorithm is very similar to a Depth-First Search where new

nodes are generated by solving the inner purity optimization problem and finally
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Algorithm 1 CART scheme

1: Input: Train data D
Initialize the tree 7 with the root node Npy;
T = No;
Initialize a list for exploration £ = Ny;
while £ # @ do
N = L.pop()
Generate two children nodes N; and N, solving the splitting problem for a
chosen metric on node N

N e

8: if a chosen stopping criteria holds then
9: N.leaf = True

10: else

11: L.push(Ny)

12: L.push(Np)

13: end if

14: end while

added to the tree only in the case they violate the criteria imposed to stop the grow-
ing. Each node, for which a stopping criterion applies, becomes a leaf and it is asso-
ciated with the label of the most numerous class among the examples that arrive to
it.

Below we discuss both the most typical purity measure to determine the split
and common choices for the stopping criteria.

Splitting Criteria for Classification

Each iteration of CART involves solving of an optimization problem to define the pa-
rameters of the cut. We now discuss the two typical measures which are commonly
used as impurity function.

Gini Impurity

The Gini impurity quantifies the likelihood of misclassifying a randomly selected
element within a dataset. Specifically, it measures the degree of disorder or impurity
in a given set of class labels. In the classification context, let C be the set of possible
classes, the Gini impurity G(D) of a dataset D is defined as:

G(D) =Y p(1—p)=1-) p? (3.1)

ceC ceC

Where p. is the relative frequency of the class c¢ in the dataset D. In the case of
axis-aligned trees, the algorithm exploits a weighted version of this measure with



18 Optimization for Classification Trees

respect to the left and right partiction, i.e., let D be the set of points reaching the
current node, each split s divides the feature space and forwards the subset D, (s) of
points to the left child and the subset D, (s) to the right one. At each iteration, CART
selects the best split s by solving the optimization problem:

min - (ID(5)|G(D1(5)) + [D,(5)|G(Dy(5)) (32)

It is easy to observe that the function in the problem 3.2 has 0 as global minimum
which is obtained where both the subsets D,(s) and D;(s) are pure i.e., they contain
only points with the same label. Because of the non linear and non convex nature
of this objective function, CART solves the problem by enumerating all the possible
spits (couples feature/threshold), with a cost of O(Np), assuming that data has
been sorted before the training with respect to each feature (O(pNIogN)).

Information Gain

Another typical choice for the quality measure is the Information Gain which mea-
sures how much information a split provides to predict the target variable. This
metric is based on the entropy E of data D, that is:

E(D) = —)_ pclogpe (33)

ceC

Then, given a split s, we define the average entropy with respect to each subset of
data Dj(s), D, (s) forwarded by the split on the left and right child respectively:

E(D(s)) = %(|DI(S)IE(Dz(S)) +|Dr(s)|E(Di(s))) (3.4)

Finally the information gain I(D(s)) is defined as:

I(D(s))) = E(D) — E(D(s)) (3.5)

The goal is to maximize information gain, which corresponds to minimizing the
average entropy on the children nodes.

This metric is commonly used, in addition to CART, in other greedy algorithms
such as ID3 (Quinlan, 1986) and C4.5 (Quinlan, 2014). Also in this case, the typical
strategy to obtain the global optimum is through enumeration.

Figure 3.2 shows the graphs of the discussed impurity measures. Also, it has
been reported the misclassification error. The fact that CART uses impurity measure
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Figure 3.2: Different impurity measures in the case of binary classification tasks (y-
axis). The x-axis is the probability that an instance belongs to the positive class.

when selecting splits, rather than using directly the misclassification error, which is,
in any case, the final objective to the aim of predictions, may be a little bit strange.
To understand the reason for this choice on this latter metric, it is worth to mention
the explanation reported in (Breiman et al., 1984):

...the [ misclassification | criterion does not seem to appropriately reward splits that are more
desirable in the context of the continued growth of the tree. . . . This problem is largely
caused by the fact that our tree growing structure is based on a one-step optimization
procedure.

Thus, using directly the misclassifcation loss when bulding the tree in a greedy
fashion tends to increment the overfitting problem which is the major drawback of
this kind of models.

Stopping Conditions

For now, the described algorithm it is able to iterate by generating each time two
new children: the left and right node. This process may continue also until leaves
containing a single example of the dataset have been created. In this case, the final
model would be able to generate a feature space partition which is the most fine
grained, i.e., the estimator would reach the perfect accuracy on the train data at the
expense of a strong overfitting in out-of-sample predictions. For this reason, it is
very important to estabilish robust stopping criteria during the growing phase. We
now discuss different stopping criteria that are mostly employed for the implemen-
tation of CART.
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e Maximum depth: the algorithm terminates when the tree reaches a given
maximum depth;

e Minimum number of sample in a split: the algorithm terminates where all
the nodes have a number of samples that is less than this parameter. Each node
with a number of samples less than this threshold becomes a leaf;

e Minimum number of samples in a leaf: the algorithm terminates when each
node which has not yet been split would generate two nodes with fewer points
than this parameter. Thus each node of this kind will become a leaf;

e Minimum value for impurity decrease: the algorithm terminates when there
are not other nodes to split that can bring a reduction in their impurity of at
least this parameter.

When a splitting criterion is no longer met, a node becomes a leaf node, and a
class label is assigned based on the majority class of the instances in that node.

Pruning

After the tree is fully grown, pruning may be applied to avoid overfitting. Prun-
ing strategies play a crucial role in refining decision trees, ensuring they generalize
well to unseen data and avoid overfitting. Pruning involves the removal of specific
branches or nodes from a fully grown tree to enhance its simplicity and predictive
accuracy. Two primary approaches to pruning exist: pre-pruning and post-pruning.
Pre-pruning, also known as early stopping, involves the usage of the aforementioned
criteria during the tree-building process to halt further growth.

Post-pruning, on the other hand, takes place after the tree has been fully grown.
It entails assessing the impact of each subtree on the model’s performance and re-
moving branches that contribute less significantly to predictive accuracy. Common
metrics for post-pruning include cross-validation techniques, where the tree’s per-
formance is evaluated on validation sets. Pruning strategies strike a delicate bal-
ance, preventing the model from becoming overly complex and capturing noise in
the training data, thereby fostering a more robust and generalizable decision tree.

Limitation

The primary drawback of the top-down approach utilized by CART (Breiman et al.,
1984), C4.5 (Quinlan, 2014), and ID3 (Quinlan, 1986), lies in its inherently greedy
nature, as each split in the tree is determined in isolation without considering the
potential impact of future splits. This approach may result in trees that inadequately
capture the underlying characteristics of the dataset, potentially leading to subopti-
mal performance in classifying future data points.
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In next sections we discuss some techinques that aim to search for the optimal
classification tree in a global perspective.

3.2 Exact Formulations

The sub-optimal structure induced by greedy methods such as CART, led, during
the years, to the need for new algorithms able to explore the global space of feasible
solutions. In particular, exact formulations of the learning problem exploiting linear
programming have been considered. Back in the early "90s, Bennet et al. proposed
linear methods for constructing separation hyperplanes (Bennett and Mangasarian,
1992, 1994) and for the induction of oblique classification trees solving an LP prob-
lem at each branch node (Bennett, 1992).

More recently, thanks to the outstanding improvements in both hardware power
and software solvers capabilities (Bixby, 2012), new formulations of the learning
problem have been developed. These formulations are related to both univariate
and multivariate splits, and exploit various mathematical optimization techniques
(Carrizosa et al., 2021) for an effective modelling of the learning problem. One par-
ticularly prominent approach involves the use of Mixed Integer Linear Program-
ming (MILP) formulations. The seminal work in this context is the one by Bertsimas
and Dunn (Bertsimas and Dunn, 2017), where an exact MILP model is proposed that
can be solved up to a certifiably globally optimal CT (OCT) structure (in terms of
misclassification error).

Inspired by this work, a plethora of improved MILP-based approaches followed;
among them, we can notably cite a formulation of the problem for the case of binary
classification with categorical features (Giinliik et al., 2021), or a flow-based formu-
lation exploiting linear relaxation and Bender’s decomposition to efficiently handle
the specific case of binary classification with binary features (Aghaei et al., 2021).

Focusing on the interpretability aspect of CTs, some works take advantage of
regularization terms to limit the number of branch nodes (Bertsimas and Dunn,
2017) and total number of leaves in the model (Hu et al., 2019; Lin et al., 2020). The
above formulations can in principle generate certified globally optimal structures.
In practice, however, there is a combinatorial explosion in the number of binary
variables as the depth of the tree or the size of the dataset increases. Thus, optimality
gap can be closed by branch-and-bound type procedures only for really shallow
trees and on tasks with a few hundred examples at most.

Recently, different losses have also been investigated instead of the standard mis-
classification error. Using a mixed-integer quadratic programming (MIQP) formu-
lation, D’Onofrio et al. (D’Onofrio et al., 2022) proposed a formulation of the CT
learning problem including the concept of maximum margin. This approach allows
to define OCTs where each branch node is a maximum-margin linear classifier. The



22 Optimization for Classification Trees

maximum margin property, obtained minimizing the hinge loss at all branch nodes,
allows for significant improvements on generalization performance.

In this section, we introduce state-of-art MIP strategies for learning oblique clas-
sification trees with particular regard to the sparsity of coefficients as a proxy for
interpretability. We first show that the most relevant formulations in the literature
can be seen as being part of a more general framework of loss optimal classification
trees. Next we will show how to deal with logistic loss in a MILP framework with
the aim of induction of Optimal Logistic Classification Trees (OLCT) (Aldinucci and
Lapucci, 2024) i.e., oblique trees with a logistic classifier at each branch node.

Preliminaries

In the binary classification context, let Z = {1,..,N} and D = {(z;,y;), =; €
R?, y; € {—1,1}, i € T} be a finite dataset of N observations with p features and
binary labels. To describe each element of the MIP problem we introduce the no-
tation, largely based on (Bertsimas and Dunn, 2017; D’Onofrio et al., 2022), which
will be used for the formulation of the learning problem. Formally, let 7 be the set
of branch nodes of a generic (oblique) CT. We denote by d the number of layers of
branching nodes of the tree, i.e., its depth, by H the set {1,...,d} and by 7}, the set
of nodes at depth h, for h € H.

Each branch node t € T is characterized by a linear function th x+ b, w €
R?, by € R, which induces the hyperplane w/z + b; = 0 as decision boundary.
This has the effect of forwarding an examined data point x; to the left child of node
t if wlx; + b < 0 and to the right child otherwise. Note that, using this notation,
a glass-box axis-aligned CT can be obtained as a special case, imposing ||w¢||o =
1, Vt € T, where || - ||o denotes the ¢y pseudo-norm.

Since we are interested in CTs where each node is a binary classifier, we can let
the final prediction of the point depend solely on the decision of the last branch
node. Indeed, each splitting hyperplane is a linear classifier with decision function
sgn(w/x + b). In view of this, there is no need of tracking the points up until the
leaves, so that the number of nodes to be modelled can be reduced of 27 units, or, in
other words, cut to a half. An example of an oblique CT with branching classifiers
of depth 3 is shown in Figure 3.3.

We now introduce the essential building blocks of the MIP models proposed in
the literature for OCT training. Recalling that 7; C 7 is the set of nodes of the last
branching layer, the routing of each point to the proper branch of the last layer can
be modelled introducing the binary variables:

1 if example x; reaches node t € 7y,
Z',t =
: 0 otherwise.
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wlz+by <00 ) wiz+by>0

Figure 3.3: An oblique tree of depth 3. Branches are on white background, leaves
on gray.

Using these variables, we can force each point to be routed to exactly one of the
last branching nodes, complying with the structure of the model. In particular, this
can be obtained imposing the following constraints:

Y zip=1 Viel, (3.6a)
teTy
zir € {0,1} VieZ, teT,. (3.6b)

We then introduce the constraints to take into account the path of each data point,
which is fully determined by the sequence of decisions taken at the branch nodes.
For this purpose, we introduce the set 7;(t) C 7; as the set of branches at the last
layer that are successors of the node ¢; in other words, nodes in 7;(t) belong to the
last layer of the sub-tree rooted at t; moreover, we define the subsets 7 (t), 7:11 (t) as
a partition of 7;(t) such that:

e 7T](t) is the set of nodes of the last branching level that belong to the right
sub-tree rooted at node ¢;

e T!(t) is the set of nodes of the last branching level that belong to the left sub-
tree rooted at node t.

Each branch t forwards points to its left child if 'th x + by < 0 and to the right
one otherwise. This logic can be enforced by means of the following forwarding
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constraints:
’thCL‘l—l—thM<1— 2 Zi,s) ViEI,VtGT\E, (3.7a)
567;[(1?)
th:ci+bt2€—M<1— y zl-,s) VieI, Vte T\ T,  (3.7b)
seT](t)

where M is a suitable constant for a big-M type constraint and € is a small constant
preventing numerically degenerate cases.

For example, given t € T and a data point x;, if z;; = 1 and s € T;(t), then x;
has to be routed to the last branch node s, which either belongs to 7 (t) or 7/ ().
Hence, one and only one of the following pair of equations hold:

Z Zi,s = 1, Z Zz',s =1.
sETI(H) seTI(t)
If the former holds, then (3.7a) guarantees that w/x; + by < 0, otherwise (3.7b)
forces w/ x; + by > 0. The big-M strategy makes the constraint for the “wrong case”
irrelevant. Also, no constraint applies for branch t in case x; is forwarded to a node
s € T3\ T4(t). Moreover, we shall observe that these constraints are not required if
t € T, since the last branching level is only responsible to make the final prediction.

The Generalized Framework

In this section we show how different losses can be encapsulated in a general frame-
work through a proper definition of the slacks variables. For a CT to be meaningful,
a suitable loss function necessarily has to be used to push the last branching layers
and the overall model to correctly classify the data points. This can be done by esti-
mating the errors, or slacks ¢;, i = 1, ...,n, committed on each data point:

L=)¢, £ e R (3.8)
iel
The definition of quantities £ clearly depends on the particular loss function to be
used. For example, most MIP models for OCTs (Bertsimas and Dunn, 2017; Aghaei
et al., 2021; Hu et al., 2019; Carreira-Perpindn and Tavallali, 2018) directly employ
the misclassification loss, which is defined using additional binary variables and big-
M constraints as

’thCCZ' + b < M(2 + 79— Zi,t) Viel VteT,, (3.9a)

wix;+b > -MQ2—19;—z,;) Vi€ VteT, (3.9b)
1 . .

gi= 5(1 —yifi) VieZ, (3.9¢)

ge{-1,1}" (3.9d)
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The additional variables 7 model the predicted class for each data point; the slack
variable corresponding to each data point will be set to 0 if prediction is correct
yiJi = 1, otherwise it will be equal to 1. Constraints (3.9a)-(3.9b) guarantee that,
for a point x; arriving at the leaf t, §; = 1 if and only if w/ z; + by > 0.

However, this is not necessarily the only option for a loss function. In fact, dif-
ferent choices not only might be statistically more robust, but may also avoid the
introduction of the additional binary variables and logical constraints that increase
problem complexity. An example of a continuous loss with these features, easily
embeddable in the MIP framework, is the hinge loss, max{0,1 — y;(w”z; + b)}, that
can be modeled as:

& >1—yi(wla; +by) — M(1 —zi,t> VieI VteT, (3.10a)
>0 VieI VteTy (3.10b)

The objective function can then be defined as the sum of the total loss function
L and a regularization term for weights w;, t € 7, so that we basically have an
empirical risk minimization problem:

L+A Y O(w). (3.11)
teTy

We note that:

e By setting A = 0 and using (3.9), we actually retrieve the standard OCTs prob-
lem from (Bertsimas and Dunn, 2017);

e setting A > 0, Q(-) = || - ||% and using (3.10) we get “SVM leaves”.

In fact, loss terms can also be associated with the upper branching nodes; in this
case, we have d vectors of slack variables, £1, . . ., §;: along its path to the leaves, each
data point encounters only one node at each layer, and thus only the slack associated
with the corresponding classifier has to be taken into account. The overall objective
function for a general loss-optimal CT model is therefore given by

)3 (Z Cij +An Y Q(Wt)) : (3.12)

heH \iel teTy

It is worth noting at this point that the Margin Optimal CT models (MARGOT)
from (D’Onofrio et al., 2022) can then be retrieved as a special case of the general
framework, setting

Eon > 1—yi(wla;+by) — M(l -y zi,s) VieI,VheH,VteT, (3.13)
s€T(t)

&n>0 VieZ VheH. (3.13b)
and Q() = || - I
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Exact Modelling of /) Terms

In order to enhance the interpretability of the models, sparsity can be compelled
within the weights of branching classifiers, thus inducing features selection. The
£y norm of vectors w; can easily be modeled, in a MINLP program, by introducing
binary indicator variables, big-M constraints and linear expressions:

o € {01},  —Md <wy <Md;,  |willo =176 (3.14)

Then, the value of ||w¢||o can either be upper bounded or penalized. Following the
terminology in (D’Onofrio et al., 2022) we talk about Hard Feature Selection (HFS)
in the former case and Soft Feature Selection (SFS) in the latter one.

Optimal Logistic Classification Trees

In this section, we formalize a novel, particular instance of loss-optimal CT model,
the Optimal Logistic CT (OLCT). In particular, we first show how to introduce the
logistic loss function within the considered MIP; then, we point out the benefits
of using ¢;-regularization terms; we then show the resulting overall optimization
model.

Logistic Loss in Mixed Integer Linear Optimization

The logistic loss function for binary linear classifiers is defined as
U(w'a;+b;y;) = f(yi(w' @i + b)) = log(1 + exp(—y;(w' z; +b))).

This loss function appears in the individual terms of the summation in the negative
log likelihood function of logistic regression models (see, e.g, (Hastie et al., 2009)),
i.e., the linear model for binary classification that is obtained by maximum likeli-
hood estimation under the assumption that data follows a Bernoulli distribution.

In addition to often having strong performance in terms of out-of-sample pre-
diction accuracy, other advantages of logistic regression compared to other linear
classifiers, such as SVMs, include

(a) the possibility of obtaining estimates of features importance by simple manip-
ulation of the model weights (Hastie et al., 2009);

(b) the opportunity of getting calibrated probability estimates associated with pre-
dictions.

The above properties offer nice insights that are valuable from the perspective of
model interpretability. These considerations motivate us to consider the employ-
ment of the logistic loss within the general framework for loss-optimal CTs, dis-
cussed in the previous section.



3.2 Exact Formulations 27

The straightforward objection, at this point, concerns the nonlinearity of the lo-
gistic loss function; indeed, contrarily to the hinge loss defining SVMs, the log loss
cannot exactly be modeled by linear constraints in MILP. However, this issue can
be addressed following the strategy, proposed in (Sato et al., 2016), where the best
subset selection problem in logistic regression is solved by means of a MILP ap-
proach. In particular, Sato et al. proposed to approximate the logistic loss function
by a piece-wise linear underestimator (see figure 3.4).

5

4l N

-2

Figure 3.4: Piece-wise linear approximation of the log-loss using Vj as set of tangent
points. Figure credit: Sato et al. (2016).

The function
f(v) = log(1 +exp(~v))
is a convex function, thus its tangent line at a point v constitutes a global underes-
timator; more explicitly, for all v,v9 € R, it holds

f(©) = (o) + f'(v0) (v — o).

To obtain an accurate approximation of the logistic loss, we can thus construct a
piece-wise linear underestimator obtained as the point-wise maximum of a family
of tangent lines:

f(0) ~ max{f(or) + f () (0 — 00) | k=0,...,K}.

Sato et al. also propose a greedy strategy to select points vy where computing the
tangent lines so as to minimize the approximation error: at each iteration, a tangent
line is added to the piece-wise linear approximation so that the area between the
exact and approximated loss function is minimized. The resulting sets of tangent
points to be used for increasingly accurate approximations of the logistic loss are

Vo={0,4+c0}, Vi=VU{+19}, Vo =V;U{+0.89,+3.55},
Vs = Vo U {044, +1.37, +2.63, £5.16}.
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Obviously, a larger number of points leads to a larger number of constraints in the
MILP model and thus makes it more difficult to solve.

Following this methodology, we can redefine the slack variables to finally intro-
duce the logistic loss in the general framework previosly discussed:

Gin = f(o) + (00 (i(w] @i+ b) —v0) = M(1= 1 zi.),
s€Ta(t) (3.15)

VieZ, Vhe H,VteT, YoeV.

Lasso Regularization

Together with the loss function defining the slack values, the second element to be
chosen in our generalized OCT framework is the regularizer. Using an /»-regularization
term, as for example in MARGOT, has the effect of making the entire problem an
MIQP instance. Here, we instead propose to consider a Lasso regularizer (Tibshi-
rani, 1996), i.e., an ¢; penalty term; there are two main reasons for doing so:

e the /;-norm can be easily handled by linear constraints within a linear pro-
gramming model; thus, using the /;-norm instead of the squared ¢;-norm we
can derive a fully linear model which should be easier to solve;

e exploiting the well-known properties of the /1-norm (Bach et al., 2012), we can
implicitly induce sparsity within branch nodes classifiers, without the need of
recurring to explicit (and expensive) /p-norm penalization as in SFS models.

The /1-norm can be efficiently handled in a linear program, similarly as what is
done in (Figueiredo et al., 2007), setting

wi=w; —w, VteT, (3.16a)
wy,w,,w; €RF VteT, (3.16b)
W, w20 VteT,Vi=1,...,p. (3.16¢)

Basically, w is split into its positive and negative parts w;” and w; . Indeed, con-
straints (3.16) are satisfied by uA)]“Lt = max{0, w;j,;} and W, = max{0, —wj,}; this
solution is such that zb;rt T, = |w;¢|. If the term 17 (w™ 4+ w™) is minimized in
the objective, then it is always guaranteed that 17 (@ +w~) = |lw||;.

Lasso regularization is well known not only to induce sparsity and guarantee
that the optimization process is well-behaved, but also to be beneficial at tackling
overfitting (Hastie et al., 2009; Tibshirani, 1996). Thus, if the sparsity requirement
within each node is not set by a specific budget (as in HFS), but it is imprecisely
imposed by means of a penalty, then the expedient of setting Q(-) = || - ||; allows
to preserve, at a much lower cost, both the predictive performance of the obtained
model and its interpretability.
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The alternative SFS strategy from (D’Onofrio et al., 2022) exploits the objective
function

y (Q(wt) +Cr Y&y + a max(||wi o, Bt)>.

teT iel

This kind of penalty on the {yp-norm of weights is modeled with binary variables, see
eq. (3.14), highly increasing the complexity of the optimization model. Moreover,
here there is an additional hyperparameter to be tuned for each layer, making the
cross-validation procedure harder to manage.

The Overall Model

The overall Optimal Logistic Classification Tree (OLCT) model proposed in this thesis
is obtained putting together the pieces described thus far:

min ) (Z Cin+An Y, 1T (w]f +w;)> (3.17a)

“’g’gz“’_ heH \ieZ teT,
s.t. (3.6),(3.7),(3.15), (3.16) (3.17b)
&L €R" YheH, (3.17¢)
by € R VteT. (3.17d)

The constraints referenced at (3.17b) contain almost all the defining elements of
the logistic tree: constraint (3.6) defines the indicator binary variables of data points
routing, constraints (3.7) enforce the routing logic along the tree, constraints (3.15)
define the slacks corresponding to the logistic loss and (3.16) define the branching
classifiers weights and model their /;-norm.

Constraints (3.17c) and (3.17d) simply define the domain of the remaining vari-
ables. The objective function is nothing but the general loss (3.12) where the ¢4
regularizer is employed, formulated as shown in Section 3.2.

Remark 1. Note that, in our model, we use a piece-wise linear underestimatot, i.e., a surro-
gate function, to approximate the log-loss. Thus, at the end of the training process, we can
actually perform a refinement operation affecting the last layer of branching nodes. Specif-
ically, we can exactly fit an {1-regularized logistic regression model at each node of the last
layer, using as training data the samples that actually reach that node. By this procedure, we
are guaranteed that the overall exact objective function associated with the entire tree model
decreases.

The same reasoning cannot be applied with higher level nodes: changes to the branching
classifiers possibly change how training data are forwarded to lower nodes, thus affecting the
corresponding loss terms. The overall loss associated with the tree might increase, because of
the lack of global perspective.
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Remark 2. One of the most appealing features of classification trees is their glass-box nature;
however, the highest level of interpretability is only reached in the case of parallel splits. For
this reason, we believe it to be important to explicitly point out how to retrieve a univariate
optimal logistic classification trees. The model is basically equivalent to (3.17), except for
HFS type constraints, with an upper bound on the {y-norm of each branching classifier set
to 1. This can be modeled in MILP terms by constraints (3.14) and setting 176, < 1.

Of course, the addition of a number of new binary variables and big-M type constraints
directly proportional to p x |T | is significant in terms of the computational resources needed
to solve the problem and especially to certify optimality, closing the optimality gap.

Interpreting OLCTs

Inheriting, at least partially, the nice interpretability properties of logistic regression
models is one of the main advantages of using the logistic loss within the OCTs
framework.

Specifically, there are some aspects that can be taken into account to retrieve ad-
ditional information about the model prediction mechanisms.

Evaluation of feature influence

At each branching node of oblique OLCTs, the influence of each individual param-
eter in the splitting decision can be estimated looking at the magnitude of the cor-
responding coefficient and multiplying it by the standard deviation of the feature
among the training data points reaching that node; formally, given the weights w;
atanode f € T, the influence r;; of feature j can be estimated by:

TiE = Wipoi
Where:
1
Ne=Y Y zi .”j,fzﬁz Xii Y zig |,
i€ZteT(t) tiez teTy(F)
1
U.jﬂ? - ﬁ 2 (xi,] ]/l] t) 2 Zjt
i€l teTy(t)

The larger the coefficient r;, is, the higher is the correlation of feature j with positive
outputs; on the other hand, the largest negative values of importance are associ-
ated with features pushing the point towards the left child of the branching node.
The features influence for an OLCT trained on the heart dataset is reported, as an
example, in Figure 3.5.
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Figure 3.5: A learned logistic oblique tree of depth 2 for the heart dataset. Branches
and leaves are on white and gray background respectively. Each branch node is a
sparse linear regressor; the importance coefficient for each feature involved at each
decision is reported in the boxes.

Probabilistic interpretation of outputs

The sigmoid function s(z) is used in logistic regression to map the out-

= Trexp)
put of the linear function defined by w, b to (0, 1), so that a data point « can finally
be classified as positive if s(w’x + b) > 0.5.

In a standalone logistic regression model, these “probability values” are related
to the odds of the positive outcome over the negative one; in particular, the linear
regressor is designed to model, by maximum likelihood, the log-odds (logits) of the

output:

wlx +b=logit(P(y =1| x)) = log (PHZ;y::_l1| |wa):)) :

Exponentiating we get

Ply=1]|=z))

P ) = TRy =1 )

and by simple algebraic manipulations we retrieve

exp(wlz +b) 1
1+exp(wTz+b) 1+exp(—wliz—Db)

Ply=1|z)= =s(wlz +b).

In other words, the logistic output is a probability estimate for the positive output,
i.e., the logistic model is well calibrated by construction.
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Within the OLCTs framework, we can exploit this property both at the splitting
and the classifying nodes of the tree. If t € 7;, then the odds associated with the
outputs of w;, by are actually interpretable as the odds of the positive class over the
negative one, given that the data point belongs to the subspace deterministically
defined by the splits at the higher nodes. Since each node classifier is calibrated
within the corresponding space region, the overall output probability of the OLCT
models should also be implicitly well-calibrated, with no need of any extra post-train
calibration.

If, on the other hand, t € 7, h < d, then the classifier has been trained looking
not only at its corresponding slacks, but also at those of all its descendant nodes.
Thus, in this case we can (somewhat improperly) interpret the probability estimates
as the confidence about forwarding the data point to the right child rather than to
the left one. This concepts can be visualized through the example in Figure 3.6.

-1 1
Figure 3.6: Confidence at each branch node of the logis-
tic classification tree from Figure 3.5 for the sample =« =
[0.69,0.87, —1.23, —0.8, —0.4,1.01, —1.87,1.4, —0.94, 0.63, 0.35, —0.89, —0.07] of

the heart dataset. The true label y is equal to 1. In this case, the model predicts the
correct class of the point and, given the sigmoid activation, we are able to get the
confidence (0.7 x 0.81) of the forwarding decision at each branch node.

Numerical Experiments

In this section, we present the results of computational experiments carried out to
evaluate the performance of the proposed approach. All the experiments described
in this section have been carried out on a server with an Intel ®Xeon ®Gold 6330N
CPU with 28 cores and 56 threads @ 2.20GHz, but we set a limit of only 40 of the
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56 available threads and the total available memory is 128GB. The code has been
implemented in Python (v. 3.9) and the commercial solver Gurobi (Gurobi Opti-
mization, LLC, 2022) has been used to solve all the mixed-integer programming
models considered in this work. All the code is available at https://github.com/
tom1092/0ptimal-Logistic-Classification-Trees.

For each instance of classification tasks, we performed an 80/20 train/test split
of the data and we also standardized each feature before the training to zero mean
and unit variance. Experiments are always repeated for different random seeds,
resulting in different train/test splits. Hyperparameters have been tuned by cross-
validation over a grid of values, where the test balanced accuracy (see below) is used
as quality metric; more details will be provided for each group of experiments in the
following. The parameters M and € in MIP formulations have been set to 100 and
107> respectively; the value of M = 100 is a reasonable value, large enough not to
introduce constraints and tight enough not to make Gurobi branch-and-bound too
inefficient; this same value was also used, for instance, in (D’Onofrio et al., 2022);
as for €, the value 107 is much larger than the one employed for the IntFeasTol
parameter of Gurobi (10~?), so that the issues highlighted in (Liu et al., 2023) did
never occur, and at the same time is small enough to let the underlying logic of the
constraints work properly - no feasible solution is erroneously cut off. Without loss
of generality, we also decided to move the regularization parameter A, to the slack
component of the loss, to be aligned with the work in (D’Onofrio et al., 2022). The
objective function now has the form:

)3 <Ch25i,h+ D ||’wt||1>

heH iel teTy,

Note that, at the end of the optimization process of OLCTs, we applied the refine-
ment strategy discussed in Remark 1. For each node in the last layer, we retrained
the /;-regularized logistic regression model using scikit-learn (Pedregosa et al.,
2011) implementation.

To compare the performance of each model, along with the running times, we
used the balanced accuracy metric defined as:

Ba. — Sensitivity + Specificity _ 1 TP n TN
Ace = 2 " 2\TP+FN "TN<+FP)’

where TP, TN, FP, EN are the number of true positive, true negative, false positive
and false negative outputs, respectively. The Ba. value is always computed on test
set data.

To provide a condensed view of the results, in the following we are making use
of performance profiles (Dolan and Moré, 2002). Performance profiles provide a
unified view of the relative performance of the solvers on a suite of test problems.
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Formally, consider a benchmark of P problem instances and a set of solvers S. For
each solver ¢ € § and problem 7t € P, we define

cr,o = the cost for solver ¢ to solve problem 7,

where cost is the performance metric we are interested in. In particular, we will be
interested in CPU time. We then consider the ratio

Cro
mingcs {CTL’,(T} ’

Nro =

which expresses a relative measure of the performance on problem 7 of solver ¢
against the performance of the best solver for this problem. If a solver fails to solve
a problem, we shall put 7, = yp, with 1y > max{#z, | T € P, 0 € S}.
Finally, the performance profile for a solver ¢ is given by the function
1
oo (1) = 57 - [{m € P | yme < T},

which represents the estimated probability for solver ¢ that the performance ratio
Wz On an arbitrary instance 77 is at most T € R. The function py(7) : [1,+00] —
[0,1] is, in fact, the cumulative distribution of the performance ratio.

Note that the value of p,(1) is the fraction of problems where solver ¢ attained
the best performance; on the other hand, lim__, i 0 (7) denotes the fraction of prob-
lems solved from the given benchmark.

In addition to performance profiles, we will also make use of the cumulative
distribution of absolute gaps for a given metric y; in particular, this tool has a similar
concept as performance profiles and is obtainable setting

Nno = o — Optges{yn’g}‘,

where the opt operator denotes the minimum or the maximum according to the
metric p selected. Of course, in this case, we have p,(T) : [0,+00] — [0,1]. The
distribution of absolute gaps is particularly useful when evaluating results in terms
of accuracy or objective values.

For example, let us consider a test suite to evaluate the accuracy performance of
a set of models on a benchmark of problem instances. From this kind of plot we can
infer, for each model, estimates of the probability to obtain an accuracy value distant
at most t points from the best one attained by any model. In other words, for any
t, we can observe the fraction of times a model reaches an accuracy level within ¢
points from the best one. For t = 0, we obtain the fraction of times each model is
the best one among all those considered.
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Preliminary experiments

The first experiments we carried out concern the assessment of the performance of
our model as we vary the set V of the tangent points that are used to obtain the piece-
wise linear underestimator of the logistic loss. In particular, we are interested in
tinding a good trade-off between the quality of the approximation and the running
time of the model.

We considered a small benchmark of 5 datasets (parkinsons, wholesale, haber-
man, tik-tak-toe, sonar,see Table3.1) from the UCIrepositories (Dua and Graff,
2017), testing Vp, Vi, V, with refinment as configurations for the MILP problem of
training an OLCT of depth 2. The experiment has been repeated for five different
random seeds for each dataset for a total of 25 different problems. The Gurobi time
limit has been set to 300s. In these experiments, we did not employ the ¢; regu-
larization terms, as we are mainly interested in assessing the effectiveness of log
loss approximation. Note that the MIP solution process is warm-started, initializing
the weights of each branch node following a strategy similar to the one adopted in
(D’Onofrio et al., 2022): starting from the root in a greedy fashion, we assign to each
node weights the values obtained training a logistic regression classifier using the
data that are forwarded to that node by the above branches. This strategy allows to
obtain significant speedups in computation.

As shown by the performance profiles in Figure 3.7, choosing V) = {0, £oco}
to build the linear piece-wise approximation seems to provide a nice trade-off be-
tween running time and solution quality. Indeed, the use of V; does not seem to
significantly improve the out-of-sample accuracy of the model; on the other hand,
the more accurate approximation obtained with V, does result in better predictive
models, but a much higher training cost has to be paid. For this reason, we decided
to use the V) setting to assess the performance of our model in the following sec-
tions. Nonetheless, we do not rule out that, in certain settings, it might be worth
exploiting the increased effectiveness provided by V5.

Impact Assessment for the Global Optimization Approach

In this Section, we investigate the actual beneficial effects of conducting a global opti-
mization phase during logistic trees training. Indeed, good performance of OLCTs
might be mainly due, in principle, to the warm-start or the refinement steps. In
particular, our greedy warm-start procedure constructs a logistic tree model with
an iterative top-down approach, which is somewhat similar to the one proposed in
(Chan and Loh, 2004) and therefore might actually already lead to an effective clas-
sifier. However, the results reported in Figure 3.8 suggest that solving model (3.17)
does provide a substantial boost to the performance of the resulting logistic tree.
In this experiment, we examined the value of the overall (in-sample) logistic loss
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Figure 3.7: Comparison of the performance of OLCT models when different tangent
point sets (Vp, Vj or V,) are employed. At the end of the optimization process, the
refinement of the last layer was carried out for each model.

associated with the model after the warm-start, global optimization and refinement
steps, and then we also took into account the (out-of-sample) values of balanced ac-
curacy. Here, we solved the same 25 instances of classification problems considered
in Section 3.2. Again, in order to focus on the consequences of approximating the
loss in the global step, we did not employ the /; regularization terms. We also set
Gurobi time limit to 300s. Moreover, based on the results in the previous section,
we chose to employ the set V} of tangent points in log loss approximation. We did
not focus on the running times of the three phases, as the global optimization step
obviously represents the main computational burden for our approach.

From Figure 3.8b, we observe that solving the training problem with a global
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structure perspective generally allows to slightly improve the overall loss attained
by the greedy model. This result has to be underlined, taking into account that the
loss function is roughly approximated during the global optimization phase. Then,
the refinement step on the last layer allows to really polish the model on training
data, often leading to substantially lower values of loss.

The results in Figure 3.8a are even more appealing. Apparently, when it comes
to test performance, learning branching rules with a global point of view is crucial
to improve the effectiveness of the resulting model. In this perspective, although
visible, the positive effect of refinement is much more limited. Thus, we can ar-
guably state that the solving (3.17) as a global optimization has a significant effect
in improving the effectiveness of logisitic tree models.
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Figure 3.8: Performance of logistic CTs (test balanced accuracy and train logistic
loss) obtained carrying out: only the warm start procedure (OLCT-W); warm-start
and global optimization with Vj approximation (OLCT-V0); warm start, global op-
timization with Vj and last branch exact refinement (OLCT-VOR).

OLCTs Performance Evaluation

We now present the results of a larger computational experiment where we com-
pare the OLCT model to the MARGOT, SFS-MARGOT (D’Onofrio et al., 2022) and
OCT-H (Bertsimas and Dunn, 2017) approaches. To assess the performance of our
method, we considered 10 standard binary classification datasets from the UCI repos-
itories (Dua and Graff, 2017) that are reported in Table 3.1. For each dataset, we
consider 5 classification problem instances obtained considering different random
train/test splits, so that the overall benchmark is made up of 50 test instances. For
each problem instance, we set the depth of each tree model to 2. For all models, we
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set the Gurobi time limit to 300s both for validation runs and the final fit over the
entire training set.

Dataset N p
breast 568 30
climate 539 18
haberman 305 13
heart 296 13
ionosphere 350 33
parkinsons 194 22
sonar 207 60
spectf 266 44
tik-tak-toe 957 27
wholesale 439 7

Table 3.1: Description of the datasets used in the computational experiments. All
datasets are from the UCI collection (Dua and Graff, 2017).

For hyperparameters tuning, this time we used a 4-fold cross-validation. For
both OLCT and MARGOT, we considered the slack parameters C;, € {10i, i =
—2,—1,..,2} YV h € H, obtaining 25 possible model configurations. On the other
hand, the SFS-MARGOT model has two hyperparameters for the classifiers at each
level: the slack parameter C; and the {y penalty parameter aj,. In order to consider
a comparable grid of configurations in size as that of OLCTs and MARGOTs, we
used the same « for each branch layer & letting C;, vary in {1072,1,10?} and « in
{10_1, 1,10}, so that a total number of 27 models is considered for the SFS variant.
Finally for OCT-H we used the grid a € {2/, i = —8,—1,...,2} U {0} to tune the &
parameter that penalizes the number of features used at each branch node to make
the decision.

Again, we initialize the training phase of each MIP model by injecting a warm start
solution, obtained training logistic or SVM classifiers, depending on the particular
tree classifier. For OCT models we used an analogous greedy strategy: we solve the
MILP problem at each individual single node, i.e., setting the depth of the tree equal
to 1 and only using the set of points reaching the considered branch node, with a
time limit of 30s. As also mentioned in (Bertsimas and Dunn, 2017), this strategy
can significantly speedup the optimization, providing a good initial upper bound
of the loss that may help the branch and bound method.

The results of the experiment are shown in Figure 3.9 in the form of cumula-
tive distribution of absolute gap from the best balanced accuracy on the test set and
performance profiles (Dolan and Moré, 2002) of runtime and sparsity. Sparsity is
measured by the average number of features used at each node of the tree, and con-
stitutes a proxy measure for interpretability of oblique trees.
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Figure 3.9: Comparison of the performance of OLCT, MARGOT and MARGOT-SFS
models, on a benchmark of 50 problem instances (10 datasets, 5 random seeds for
train/test split).

Observing Figure 3.9a we can infer, for each model, estimates of the probability
to obtain a test balanced accuracy value distant at most ¢ points from the best one
attained by any model. In other words, for any t, we can observe the fraction of
times a model reaches an accuracy level within ¢ points from the best one. This kind
of graph is very informative. For example, for t = 0 we obtain the fraction of times
each model is the best one among all those considered. From this point of view,
we observe that our proposed model attains the top accuracy in about 50% of cases;
moreovet, it also appears to be the most robust, consistently being the most likely to
obtain an accuracy value close to the best one, as the gap parameter ¢ increases. Our
model is thus not only most frequently the best one, but when it is not, it is still the
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one with the lowest probability of falling shorter than any given threshold from the
best result.

Another interesting observation is that both SFS-MARGOT and MARGOT ex-
hibit similar performances. That is, the SFS variant is able to produce sparse trees
without drastically reduce the out-of-sample prediction performance. In this re-
gard, from Figure 3.9c we can observe that OLCT outperforms both MARGOT and
SFS-MARGOT in terms of sparsity, i.e., interpretability.

The high average levels of sparsity in OLCTs branches support the effective-
ness of the ¢;-regularization approach to this aim. This is of course not particu-
larly surprising, as the effects of LASSO regularization are well known. Yet, the
¢1-regularization approach appears to also be able to somewhat outperform the SFS
strategy based on ¢ penalization: this result was not granted and is certainly worth
to be remarked, even more so taking into account that it is coupled with the effi-
ciency advantage due to the avoided use of binary variables.

On the other hand, the OCT-H approach proves to be the best one in terms of
sparsity. This result is driven by two elements within the model as described in
(Bertsimas and Dunn, 2017): the penalty term in the objective aimed to encourage
splits considering a low number of features, and a constraint in the formulation
which forces the weights of each split to have a unitary ¢; norm. However, as a
consequence of the combined use of these strategies, the final model tends to be
“over-regularized”, resulting the clearly worst one in terms of balanced accuracy as
shown in Figure 3.9a.

Finally, in Figure 3.9b, performance profiles of the running times highlight that
the vanilla MARGOT is, in general, the most likely model to close the optimality
gap in less than 300s. However, OLCT appears to have a comparable cost, whereas
the SFS-MARGOT and the OCT-H approaches are much more computationally de-
manding since these latter models make use of many more binary variables. By the
way, it is worth to notice that no model was able to close the optimality gap in more
than 70% of the instances with a time limit of 300s.

Summarizing, results highlight that our method is able to outperform other ap-
proaches in terms of balanced accuracy, to increase the interpretability, inducing
sparser structures and exploiting the well known logistic properties discussed in
Section 3.2, and finally that these improvements can be achieved in competitive run-
ning times with respect to the other approaches.

Performance Analysis with Larger Scale Problems

The mixed-integer optimization models associated with loss-optimal classification
trees grow very fast in size as the number of data points or nodes layers increases. In
particular, the number of integer variables (and of constraints) grows linearly with
the number of data points and exponentially with the trees depth.
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This increment is problematic from the perspective of solving the training opti-
mization problem, as even the most efficient solvers from the state-of-the-art strug-
gle when the number of integer variables becomes large.

We are thus interested in conducting, at least, a preliminary assessment of the
scalability of the OLCT approach compared to the behavior of MARGOT and OCT-
H models. In this larger scale setting, we extended the time limit to 3600 seconds
for Gurobi during the final fitting of the models, after the cross-validation phase.

First, we considered 9 additional datasets!, whose size is reported in Table 3.2.
Since the computational burden to carry out the present experiment is significant,
we only considered a single train-test split for each dataset. The comparison con-
cerns the OLCT model with the Vj tangent points set, the MARGOT model and the
OCT-H model, setting trees depth to 2. The results of the experiment are reported
in Table 3.2. We do not report Gurobi running times as for no instance optimality of
the solution was certified. In fact, for all models, the optimality gap was consistently
very close to 100% when the time limit of 3600s was reached.

We can observe that OCT-H heavily struggled on these problems, producing
meaningful models only with the least large instances of the benchmark. In the
most difficult problems, neither the warm start and the global steps were able to
find, within their time limits, anything better than a trivial tree forwarding all the
points up to the same leaf, leading to a value of Bac. of 0.5. On the other hand,
even if unable to certify optimality, both OLCT and MARGOT were able to handle
the datasets. The out-of-sample performance of the two approaches is close, with
OLCT apparently having a slight advantage; yet, the size of the benchmark does not
allow us to state that one model is better than the other.

Bace
Dataset (N, p) OLCT-V, MARGOT OCT-H
aba (11220, 122) 74.49 73.57 50.00
german (1000, 24) 69.76 69.76 65.60
aba (6414, 122) 76.72 77.50 50.00
wba (9888, 300) 79.91 78.97 50.00
phishing (11055, 68) 94.44 93.93 50.00
w4a (7366, 300) 83.02 86.62 50.00
splice (1000, 60) 88.14 83.16 80.26
svmguidel (3089, 4) 94.98 94.62 94.52
svmguide3 (1243, 22) 66.86 67.91 63.62

Table 3.2: Performance of depth-2 trees fit based on different OCT models on larger
scale datasets (available at https://www.csie.ntu.edu.tw/ cjlin/libsvmtools/
datasets/). Balanced accuracy (Bacc) is reported for an 80/20 train/test split. We
set 300s and 3600s as time limits for the validation and the training phase respec-
tively.

ldatasets are available at https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/


https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/

42 Optimization for Classification Trees

We then proceeded to evaluate the models as the depth of the trees increased.
Specifically, we conducted experiments for trees with a depth of 3. It is important
to note that, in this scenario, the cost of the experiments dramatically rises. The
addition of an extra layer of nodes necessitates tuning an additional hyperparameter.
Consequently, the number of hyperparameters configurations to be considered in
the cross-validation phase increases accordingly, rendering the entire process time-
consuming. As a result, we only considered 5 datasets from Table 3.1 with a single
train/test split.

The results of the experiment are reported in Table 3.3. We can observe that
the loss-optimal classification tree framework remains manageable when used to
train more complex tree classifiers with a depth of 3. In fact, the produced models
demonstrate generalization capabilities, underlining the effectiveness of the proce-
dure. OLCT models appear to have a slight advantage over MARGOT and OCT-H,
both in terms of accuracy and ease of training. However, it is important to note that
the size of the benchmark considered is too small to draw definitive conclusions in
this regard.

OLCT -V MARGOT OCT-H
Dataset Bace Time | Baee Time | Bpaoe Time

parkinsons | 89.83 223.66 | 88.28 3600 | 83.28 3600
wholesale | 88.69 3600 | 88.69 3600 | 87.86 3600
haberman | 58.06 3600 | 54.03 3600 | 61.18 3600
ionosphere | 81.78 3600 | 83.78 3600 | 80.67 3600
spectf 63.53 19.12 | 59.09 3600 | 53.28 14.9

Table 3.3: Performance of depth-3 trees fit based on different OCT models. Balanced
accuracy (Bacc) on test set and running times are reported on an 80/20 train/test
split. We set 300s and 3600s as time limits for the validation and the training phase
respectively.

3.3 The Evolutionary Approach

Given the computational complexity of MIP formulations and their observed dif-
ficulties in handling large datasets and deep trees, another stream of research that
attempt to induce the global structure of the tree, without guarantee of optimality,
involve the use of Evolutionary Algorithms (EAs) and Genetic Algorithms (GAs)
(Eiben et al., 2003).

The general idea of these methods is based on principles of natural selection
and genetics (Holland, 1992). Starting from a population (set) of individuals (solu-
tions), at each iteration a new solution is defined through selection and cross-over
operations. The quality of the obtained candidate is then assessed by means of a fit-
ness function, thus deciding whether it can replace another solution in the current
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set (Jones, 1998). Due to the absence of assumptions about the objective function,
these strategies have proven to be very effective in solving global optimization prob-
lems and, over the years, many algorithms of this type have been developed (Storn
and Price, 1997; Kennedy and Eberhart, 1995; Dorigo et al., 2006). Given the pop-
ularity of these techniques, evolutionary approaches have also been proposed both
for data mining problems and for knowledge discovery (Freitas, 2003).

Also in the context of decision tree learning, genetic algorithms have been ex-
plored. Instead of building the model by exploiting the standard greedy strategy,
this family of algorithms performs a more robust search in the global space of so-
lutions (Barros et al., 2011). In particular, in (Cantd-Paz and Kamath, 2003) a top-
down method for inducing oblique decision trees is presented which uses an evolu-
tionary approach to solve the hyperplane selection problem at each node, showing
that their strategy can build oblique trees whose accuracy is competitive with respect
to other methods. In (Papagelis and Kalles, 2001) is proposed a population-based
evolutionary method that dynamically evolves a set of minimal decision trees using
a fitness function which is balanced between the accuracy on the known instances
and the complexity of the new solution.

An extension of evolutionary algorithms is the memetic variant (Moscato et al.,
1989). This technique acts by performing local searches or refinement methods to
improve the quality of new solutions. Memetic strategies are quite common in the
field of global optimization (Jia et al., 2011; Wu and Che, 2019) and, recently, they
have been also proposed for solving clustering problems (Mansueto and Schoen,
2021).

Given the empirical effectiveness of this approach, the memetic variant has also
been investigated for decision trees in (Kretowski, 2008; Czajkowski and Kretowski,
2012). However, local searches employed in these early works operate at an inner
nodes level, greedily exploiting node information during the mutation step. The
complete tree structure is never considered as a whole during the optimization pro-
cess. We deem that the local optimization phase has to be run on the whole tree once
that a new solution has been defined and, for this reason, in this section we describe
a novel genetic algorithm, Tree Memetic Optimization (TMO) (Aldinucci, 2023), that
evolves a set of feasible classification trees and exploits local searches to further op-
timize the whole structure of each new defined solution. Our method employs a
specialized local optimizer, Tree Alternating Optimization (TAO) (Carreira-Perpinan
and Tavallali, 2018), that is able to refine the whole structure encouraging the ex-
ploitation of local optimization. This methodology allows a better quality set of
solutions to be maintained during the iterations of the algorithm.
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Preliminaries

Before introducing our method, it is worth recalling the standard scheme of any
genetic algorithm in the case of optimization problems for scalar function. Let f :
R" — R be a generic objective function (we do not require any kind of regularity
on this objective). Without any guarantee of global optimality, genetic algorithms
aim to produce near-optimal solutions of the optimization problem:

min f(x) (3.18)
xzcR"
Genetic algorithms operate on a population (set) of feasible points, evolving
them over generations to find near-optimal solutions. These class of algorithms is
based on three fundamental operators: selection, crossover, and mutation.

e Selection: the selection process determines which individuals (or solutions)
from the current population will contribute to the next generation. Common
selection methods include roulette wheel selection, tournament selection, and
rank-based selection;

e Crossover: this operator combines different solutions to define new feasible
points;

e Mutation: introduces small perturbations to new solutions to maintain diver-
sity and explore the feasible space more thoroughly, avoiding premature con-
vergence to the same point;

Because in literature many different strategy have been explored for the definition
of the aformentioned phases, there are no limitations on the choices of selection,
crossover and mutation mechanisms. For this reason, in Algorithm 2 we give a truly
general outline of the scheme of the genetic strategy.

Algorithm 2 Standard Genetic Algorithm Scheme

1: Define an initial random set of N feasible solutions § = {1, ..., xN}

2: while A termination criterion is not satisfied do

foest = min{f(a:),x € S}'

Ty — argmin{ f(z), x € S};

Select L = {x, ...,z } k < N solutions from S

Generate K = {&1, ..., &} using crossover and mutation operators from K;
Update S =S\ KUK

8: end while

9: Return fpest, Tpest
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Tree Memetic Optimization

Given the introduced framework, we now describe our method in detail. In the
context of binary classification problems, for any N € N, let D := {(z;,y;), x; €
R?, y; € {0,1}, i = 1,..., N} be a finite set of data points with p features. To alleviate
the combinatorial explosion of the feasible space, we search for good classification
trees of a given maximum depth d, avoiding to introduce further complexity in the
exploration of the space of feasible tree structures.

In the starting phase of any evolutionary algorithm, the population is initialized
through the definition of an initial set of solutions. While random sampling in the
teasible space is the prevailing method for this task, we argue that a completely ran-
dom initialization might not be ideal for a population of decision trees due to their
inherent structural dependency. Consequently, a random sampling initialization
could lead the algorithm to explore "dead zones" within the search space, slowing
the convergence to near-optimal solutions.

Given the well known trade-off between exploration and exploitation (Crepinsek
etal., 2013), our methodology aims to balance both these effects by adopting a Ran-
dom Forest (Breiman, 2001) as initial set of feasible classification trees. This latter
choice is motivated by the principles of bagging (Breiman, 1996) and the random
subspace method (Ho, 1998), integral components of the Random Forest training
process that ensure sufficient heterogeneity within the ensemble while maintaining
individual solution quality. Consequently, our algorithm adopts a Random Forest
RF = {t1,...,tx} as a set of k decision trees for the initial population. Subsequent to
this, each model is locally optimized with respect to the misclassification loss using
TAO. In this way, the initial population becomes a set of local optima in the feasible
space of classification trees of depth d for the given problem.

After this first step, a standard genetic algorithm requires to carry out the evo-
lution by implementing the two main phases, selection and crossover. One of the
common strategy for the selection is to use a fitness function which measures the
"quality" of each solution (e.g., for minimization of scalar functions a trivial choice
for the fitness is — f(«)). Since in this context we are interested in the induction of
classification trees with low misclassification error, we employ the classification ac-
curacy on the train set as fitness function. For the purposes of this discussion, from
here on, we will denote by f(t) the accuracy of the tree ¢ on the train set.

The selection process can be carried out by favouring individuals with high fit-
ness in the belief that they may contain good components for generating better solu-
tions (Goldberg and Deb, 1991). The choice of the selection strategy greatly affects
the convergence rate and, in general, an higher selection pressure results in higher
convergence rates but it increases the chances that the population may converge pre-
maturely to a local optimum. For this reason, we decided to not take into account
the fitness of the individuals at this stage and to use a selection method which is



46 Optimization for Classification Trees

quite similar to the Differential Evolution algorithm (Storn and Price (1997)).

Our method iterates on each model and it samples another one from the popula-
tion to obtain the couple of parents that will define a new solution. Leti € {1,...,k}
the index of the current tree, a second index j is sampled from a uniform distribu-
tion Uy, i, j+iy over all the possible indexes except i. The solutions #; and ¢; are
then encoded through a one-to-one mapping in a fixed-length list. These new rep-
resentations will be used by the stochastic crossover operation, detailed in the next
section, to define a new candidate .

Algorithm 3 TMO scheme

1: Input: Train data D, Maximum depth d, Number of generation Ngen, Cross rate
parameter CR € [0, 1]

2: Get initial population § = {ty, ..., tx} from a fitted Random Forest on D

3: frest = max{f(t), t € S}

4: tyesy = argmax{f(t), t € S};

5. for g =1,..,1g4en do

6: Get a bootstrap sample B(g )

7 fori=1,...,kdo

8: Samplej ~ u{j:l ’’’’’ k, j#i}

9: fornodez=1,..,29 —1do
10: if L{[O,l] < CR then

11: = t;

12: else

13: =1

14: end if

15: end for

16: Optimize f using L(; Bg ))
17: if f(f) > f(t;) then

18: t;=*

19: end if

20 if f(f) > fpest then

21: foest = f ()

22: tbest =t

23: end if

24: end for

25: end for

Unlike common genetic strategies, before asserting the quality of the new solu-
tion through the fitness function, our method exploits the memetic strategy to locally
optimize the new candidate with respect to the misclassification loss using TAO.
This latter local search algorithm, starting with a learned CT, employs a bottom-up
alternating optimization technique on each level of the tree by defining new sub-
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problems which aim to change the parameters of each node, to minimize the mis-
classification error of the points forwarded by the node itself.

This local optimization phase, indicated as L(f; Bp), is made with respect to a
bootstrap sample Bp of the training data. This allows to maintain a sufficient diver-
sity, avoiding an over-intensive exploitation that would compromise the ability to
explore the feasible space and to generate structures with good generalization per-
formance. Finally, the quality of the improved candidate f is assessed by means of
the accuracy on the train set which acts as a fitness function. The pseudo-code of
our method is reported in Algorithm 3.

Tree encoding scheme

Figure 3.10: An unbalanced tree of depth 3

One of the key problems in the context of GAs applied to decision trees is the en-
coding mechanism used to get useful representations of feasible solutions. Different
strategies can be found in the literature to address this problem but, in general, most
common approaches used a tree-based encoding (Barros et al., 2011).

Our method maps each tree to a fixed-length list of tuples containing the pa-
rameters of every node in the structure. Since the class associated with each leaf is
always chosen by majority from the labels of the points arriving on the leaf itself,
these nodes do not directly contribute to the definitions of new solutions, thus the
last level of the structure can be omitted from the representation without loss of
information.

Similarly to the method in (Aitkenhead, 2008), given a tree t of depth d, the
encoding mechanism considers a balanced structure of depth d — 1 and it uses a
tuple of two elements to represent each node. Since the information of a branch z is
completely defined by the feature index f, and the threshold value 7, that the node
uses to perform the split, we use the tuple (f;, 7;) to encode the parameters of this
kind of nodes and the conventions (—1, —1), (nil, nil) for leaves and missing nodes
respectively.
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The 29 — 1-length encoding list is finally built using all the representation tuples
and it is sorted following the order that would be used by a Breadth-First Search (BFS)
to visit the tree, giving priority to the left child.

Figure 3.10 shows an example of an unbalanced tree with respect to a complete
structure of depth 3. Branches, leaves and missing nodes are on white, gray and
black backgrounds respectively. The encoding of this structure, using our method,
is the 7-length list defined as:

[(fo,0), (=1, =1), (f2, ), (nil, nil), (nil, nil), (f5, ws), (=1, =1)]

Generating new solutions

The core of every evolutionary algorithm is the method by which the definition of
new solutions occurs (lines 9-15 of Algorithm 3). This phase is usually defined
through the crossover operation. Our method employs a stochastic variant of this
procedure, encouraging the exploration of the feasible space. After the selection
step, the parents are encoded using the strategy described in the previous para-
graph and the crossover operation is performed on each node till depth d — 1. More
precisely, the nodes of the new solution are defined with respect to a cross-rate pa-
rameter CR. Given i, j as the indexes of the parents, each node z of the new solution
t is defined as:

- {t; if Up; < CR

tf otherwise

Thus, we set each node of the new solution to have the same parameters as the
second parent node with probability CR and to have those of the first parent with
probability 1 — CR. However, it is able to produce radical modifications in the struc-
ture of the new solution with respect to the parents.

Figures 3.11, 3.12, 3.13, 3.14 show some examples of this. Let t; be the reference
tree in figure 3.10, a branch to leaf modification on node 5 is reported in figure 3.11.
The effect of this operation is to prune all the sub-tree having the node 5 as root,
setting this node as leaf with class obtained by majority with respect to the labels of
the points arriving at that node.

On the other hand, the inverse operation is reported in figure 3.12. In this case
the leaf node 1 becomes a branch with the same parameters of the other parent and
its two leaves are created.
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Figure 3.11: Modification Branch/Leaf on node 5 with respect to the structure in
tigure 3.10

Figure 3.12: Modification Leaf/Branch on node 1 with respect to the structure in fig-
ure 3.10

Figure 3.13: Modification Branch/NIL on node 5 with respect to the structure in fig-
ure 3.10

Because in the population there may exist very unbalanced structures, modifica-
tions like nil/branch and branch/nil are also possible. In those cases the structure
of the new solution undergoes the most massive transformations.

In figure 3.13 a branch/nil alteration on node 5 is shown. Because the node has
to be deleted from the structure, this implies that its father has to become a leaf.
Thus, this kind of transformation acts as a total pruning of the sub-trees rooted at
that node and at the brother (node 6), setting their father as leaf. Note that the same
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Figure 3.14: Modification NIL/Branch on node 3 with respect to the structure in fig-
ure 3.10

result can also be achieved with a branch/leaf change applied to the parent node.
Figure 3.14 shows a nil/branch conversion on node 3. This operation enlarges the
structure of the model. Since a new branch has to be created, also the parent node
(node 1), being a leaf, has to become a branch to maintain a correct hierarchy in the
model. The parameters of the parent node are initialized as random while those of
the current node are taken from the other tree participating in the crossover. Finally,
the brother node (node 4) has also to be created and it is set to be a leaf with the
class chosen by majority respect to the labels of the points arriving to the leaf itself.

Numerical experiments

To assess the performance of our method, we used a total of 14 benchmark datasets
from LIBSVM 2 repositories .

The aim of the experiments is to compare our method with respect to three differ-
ent baselines. The first one is the previously described CART algorithm for decision
trees which is, even today, the most common baseline for classification trees induc-
tion. The second one is the alternating optimization TAO algorithm which takes as
input the given CART structure and performs a local minimization with respect to
the misclassification loss. Finally, we compare our method to the state-of-art MILP
approach, OCT, proposed in (Bertsimas and Dunn, 2017).

Each dataset is split up in three parts (64 % training set, 16 % validation set, 20
% test set). We performed experiments considering trees with depth till 4 following
the work in (Bertsimas and Dunn, 2017) that, given the exponential increase of the
number of binary variables, limits the depth to this value.

First, we fitted the CART baseline with the standard implementation of the scikit-
learn framework (Pedregosa et al., 2011), setting only the maximum depth param-
eter and leaving the rest as default. Then, we run a TAO implementation (python3)
on the model obtained by scikit-learn to get the second baseline. Finally, we coded

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/
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Dataset Dimension CART TAO T™O OCT

A2a 2265 x 119 81.02 +1.57 81.02 +£1.57 80.93 +1.25 78.81 £ 3.56
Ada 4781 x 122 8228 +0.77 8228 £0.77 82.34 +0.74 82.28 +0.77
Biodeg 1055 x 41 7441 +245 7630+ 452 77.73 +3.68 74.79 +2.29
Breast 194 x 33 70.77 £ 6.61 7128 +3.77 71.28 +4.41 74.36 +3.24
Diabetes 768 x 8 72.08 +1.69 72.08+1.69 72.21+2.92 69.61 4+ 4.07
Digits 3823 x 63 94.72+0.39 94.72 £0.39 94.93 + 0.46 93.59 + 1.99
Heart 270 x 25  70.74 £3.78 70.74 +4.29 7148 £5.19 6741 +6.48
Ionosphere 351 x 34 8986+ 1.64 90.7+ 113 90.7+1.13 87.32+5.19
Libras 360 x 90 95.0+1.88 95.28 +1.88 95.0+226 9444+ 1.76
Parkinsons 195 x 22 83.59 +3.48 84.62 + 3.63 83.59 +4.47 82.05+ 6.07
Phishing 11055 x 68 90.75 +£ 0.61 90.75 4+ 0.61 91.43 + 0.78 90.15 4+ 0.88
Spam 4601 x 57 8541 +1.72 8599 +1.39 86.47 +£1.13 83.71 +2.39
Spectt 267 x 44 7519 £5.69 78.52 +3.43 78.15+3.59 77414378
Sonar 208 x 60 6952 +6.97 70.0+575 7238+6.14 66.67 +2.13

Table 3.4: Accuracy and Standard Deviation for maximum depth d = 2, Gurobi time
= 600s

the OCT formulation of the problem and we used gurobipy (Gurobi Optimization,
LLC, 2022) to handle the optimization. The original formulation of OCT for axis-
aligned splits includes a regularization term to take into account the total number
of branch nodes, thus encouraging sparsity in the structure. For this reason, we
tuned the relative hyperparameter «, sampling 3 values from a log-uniform distri-
bution in [1073,1] and choosing the one with the best accuracy on the validation
set. Moreover, to provide a strong initial upper bound on the optimal solution we
followed the idea of the original OCT paper by performing a warm start procedure,
initializing the optimization phase with the model obtained by the CART algorithm.

Our method, as described in the previous sections, employs a random forest to
initialize the population for the evolutionary procedure. Also in this case we used
the standard implementation in scikit-learn to fit the ensemble, setting only the max-
imum depth and a number of 100 classification trees as the size of the population.

We decided not to validate the cross-rate hyperparameter as we empirically ob-
served that setting CR = 0.75 is a good trade-off for the exploration and it allows to
obtain competitive solutions. Moreover, with reference to the pseudo-code reported
in Algorithm 3 we set the number of generations of our algorithm rg., equal to 5.
Finally, for each method we set the maximum running time limit to 600s.

All the experiments are carried out on a server with an Intel ®Xeon ®Gold 6330N
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Dataset Dimension CART TAO T™O OCT
A2A 2265 x 119  80.79 +1.3 80.754+1.32 80.97 £1.54 78.90 4+ 3.60
A4A 4781 x 122 819 +1.18 8222+ 0.6 82.68+ 0.95 80.08 + 3.44
Biodeg 1055 x 41 781 +£1.06 7814277 7991 +1.81 7441+ 559
Breast 194 x 33  69.74 +594 74.36 £3.63 67.69 +3.48 7231 +5.71
Diabetes 768 x 8 69.87 +245 7143 +263 7442+ 1.2 69354397
Digits 3823 x 63 9644 +£0.71 96.81 = 0.87 96.89 + 0.62 92.55 + 2.92
Heart 270 x 25 7815+ 0.74 7852+091 81.85+216 79.45+1.23
Ionosphere 351 x 34 90.99 + 1.13 90.99 +0.69 87.32+ 199 8845+ 4.22
Libras 360 x90 93.89 £1.11 94724+ 136 95.28 £2.72 9444 +1.76
Parkinsons 195 x 22 81.54 +192 86.15+2.61 90.77 + 3.08 86.67 + 6.36
Phishing 11055 x 68 90.59 +0.56 91.23 +0.83 91.92 +0.45 89.43 + 0.81
Spam 4601 x 57 87.84+1.75 88474+15 89.73 £0.9 8856+ 1.23
Spectf 267 x 44 72.59 +9.18 7222 +£8.61 71.85+8.23 78.15+ 4.6
Sonar 208 x 60 72.86 +49 75.71+591 69.52 4+ 3.81 70.95 4 3.50

Table 3.5: Accuracy and Standard Deviation for maximum depth d = 3, Gurobi time
= 600s

CPU with 28 cores and 56 threads @ 2.20GHz. The total available memory is 128GB.
For each dataset we report the size, the mean out-of-sample accuracy and the stan-
dard deviation of each method on 5 different seeds.

Discussion

In Tables 3.4, 3.5, 3.6 we compare the performance of our approach in case of trees
with maximum depth up to 4. The comparison aims to prove the effectiveness of
our method with respect to different depths, to capture also information about the
performance trend with respect to the transparency of the model. Moreover, the
main contribution is related to the applicability of our method to real world datasets
with thousand of samples in opposition to the MILP approach that often fails to
obtain a better solution than the one provided by the CART warm start.

Both for depth 2 and 3, results highlights the effectiveness of our memetic evolu-
tionary method which outperforms other approaches in 9 out of 14 datasets (64%).
More generally, it is evident that TMO is often able to induce structures with better
generalization capabilities even for datasets with thousands of samples. This re-
sult is particularly evident for larger datasets (Phishing, A4A, Spam, Digits) where
MILP models suffers the fact that the number of binary variables scales exponen-
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Dataset Dimension CART TAO T™O OCT
A2a 2265 x 119 80.66 =1.22 81.1 +1.44 81.20 +1.85 80.57 +2.84
Ada 4781 x 122 8222 +1.41 8211 +£1.27 8213 +0.87 80.44 £+ 2.89
Biodeg 1055 x 41 81.23 £2.26 80.85+2.57 80.85+ 255 80.09 + 1.44
Breast 194 x 33 6718 £4.41 6872+ 523 72314523 77.44+1.03
Diabetes 768 x 8 70.78 £2.36 70.65 +349 72.21+2.07 69.61+4.01
Digits 3823 x 63 97.15+ 058 9723 +0.48 97.39 +£0.45 97.31 4+ 0.28
Heart 270 x 25 7556 +4.44 7593 +£4.22 78.89 +3.63 73.70 +3.78
Ionosphere 351 x 34  88.45+3.26 89.01 +£2.25 86.76 £2.61 84.51 + 3.88
Libras 360 x 90 95.0 +1.88 95.0 £+ 1.11 93.61 +3.36 94.72 +2.04
Parkinsons 195 x 22 8359 4+348 84.1+299 85.64+476 86.67 +5.94
Phishing 11055 x 68 91.67 +£0.32 91.67 £0.32 92.15 + 0.76 -
Spam 4601 x 57 89.75+1.17 90.16 =1.24 90.47 + 0.68 89.88 + 1.57
Spectf 267 x 44 7259 +6.87 73.33+746 7333+ 6.04 78.52+ 5.44
Sonar 208 x 60 70.0 £49 67.62+356 69.52+3.81 68.10+ 8.19

Table 3.6: Accuracy and Standard Deviation for maximum depth d = 4, Gurobi time
= 600s

tially with respect to the depth of the tree and linearly with respect to the number
of samples in the datasets. Moreover, OCT, although it exploits the warm start pro-
cedure, can rarely outperform CART. This drawback is mainly related to the model
becoming intractable, making hard for the MILP solver to find any better feasible
solution than the one initially provided by CART.

An example of this fact is visible in the results for depth 4 (Table 3.6) for the
phishing dataset. The OCT approach exceeds the availbale RAM (128GB) as the
branch and bound tree allocated by the Gurobi solver requires too much memory
during the validation, causing the operating system to kill the process. Thisis clearly
a consequence of the N'P-completeness of the problem that makes exact models
unusable for real world datasets even with small trees.

These latest results show also that OCT can sometimes provide structures with
better out-of-sample accuracy for deeper trees, exploiting the regularization term
that may discover pruned models, encouraging generalization. However, also at this
depth, our algorithm is the most competitive among the four proposed, achieving
the best performance on half of the datasets.

Finally, although theoretically able to provide the certified global optimum, in
practice results show that this optimal solution is almost never reached (or, at least,
certified) because of the difficulties in closing the optimality gap. For this reason,
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our method, with no claim to provide the global optimum, has proven to be a good
trade-off between the applicability of over-exploited greedy approaches and the
need of exploration of the feasible space to induce near-optimal solutions.

Computational complexity

Unlike MILP models, the complexity of our method does not depend exponentially
on the depth of the tree. In fact, at each iteration of the algorithm, the method per-
forms the selection/crossover phase which can be made in O(2%), then an instance
of the local optimizer TAO is performed and its cost is comparable to running CART
to grow a tree of the same depth (Carreira-Perpinan and Tavallali, 2018), thus get-
ting a complexity of O(npd). These two routines are repeated for each tree in the
population getting a total cost of O(k2? + knpd). Note that in case of shallow trees
and large datasets, complexity mainly depends on the term O(knpd) saying that a
generation of TMO is comparable to running CART a number of times equal to the
size of the population.

3.4 Concluding Remarks

In this chapter we reviewed the most relevant methods for the induction of CTs.
Starting with the most common greedy algorithm, CART, we discussed the recent
state-of-art exact MIP formulations for the modelling of the learning problem. We
then introduce a general framework for loss-optimal classification trees, showing
how different losses can be handled through a proper definition of the slack vari-
ables. Following further this path, we provided a new formulation which employs
a piece-wise linear surrogate of the log-loss for the induction of logistic multivariate
classification trees. We showed how logistic splits with a standard LASSO regular-
ization can be used to construct sparser and more interpretable trees with better
generalization performances, with a reasonable computational cost. The trade-off
between out-of-sample accuracy, interpretability and running time attained by our
proposed approach thus appears to be optimal among the models considered in our
numerical experiments.

On the other hand, given the computational complexity of MIP formulations and
their observed difficulties in handling large datasets and deep trees, we reviewed
genetic strategies which, without any claim to certify optimality, are empirically able
to learn classification trees with competitive performance. In this regard, we extend
the standard evolutionary scheme by exploiting the memetic approach to perform
local searches during the evolution, increasing the effectiveness of the algorithm in
inducing near optimal solutions.



Chapter 4

Optimization for Risk Scores

In this Chapter we discuss the optimization problem of learning a particular class
of linear models called Risk Scores (RSs). RSs (Ustun and Rudin, 2019) are widely
used linear classification models that enable users to assess the risk (or equivalently,
in statistical terms, the log-odds) of a positive outcome by means of a simple sum-
mation of few small integer terms. More precisely, RSs can be described as very
(Super) Sparse Linear Integer Models (SLIMs) (Ustun and Rudin, 2016) that are
designed for risk assessment (RiskSLIM) rather than for decision. For this reason,
such models are optimized using the logistic loss function as opposed to the 0-1 loss
used for SLIM models.

Thanks to the extreme glass-box nature of risk scores, users can estimate the
impact, on the predicted result, of changes to one or even several input variables;
informed decisions can then be made, even rejecting the output of the model if it is
found to be unreasonable by experts. In the health care context especially, the use of
this kind of models enables clinicians and researchers to understand the factors in-
fluencing risk assessment and enhances the reliability of the predictions. Addition-
ally, risk scores provide valuable insights into the decision-making process, allow-
ing for improved clinical outcomes and patient care. Famous risk scores models in
healthcare include Wells’ criteria for Deep Vein Trombosis (DVT) (Wells et al., 1995,
1997, 2003, 2006) and for pulmonary embolism (Wells et al., 2001; Wolf et al., 2004),
the Glasgow Coma Scale (GCS) (Teasdale and Jennett, 1974), the Sepsis-related Or-
gan Failure Assessment (SOFA) score (Vincent et al., 1996) and the CHADS, risk
score (Figure 4.1) to assess stroke risk (Gage et al., 2001); more examples can be
seen at www.mdcalc.com.

The broad acceptance and utilization of risk scores in these delicate domains can
be attributed to their ease of employment and comprehension from the user side; as
opposed to many other classification models, risk scores are specifically designed
to be simple and transparent, being accessible to individuals with diverse levels of
technical expertise.
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Variable Score
Congestive Heart Failure (CHF) history + 1 point
Hypertension history + 1 point
Age 2 75 years + 1 point
Diabetes mellitus history + 1 point
Stroke or TIA symptoms previously + 2 points
Total Score: 0 1 2 3 4 5 6
Risk: 1.9% | 2.8% | 4.0% | 5.9% | 85% | 12.5% | 18.2%

Figure 4.1: CHADS, risk score to assess the stroke risk for patients with atrial fibril-
lation.

Although early studies on risk factor models can be found as early as the first
half of the 1900s (Burgess, 1928), in practice even today the learning process in
most cases involves the use of ad-hoc strategies. In fact, such models are often
hand-crafted by experts of the specific field of use, deploying heuristics to capture
relations between the features and the outcome (McGinley and Pearse, 2012). Ap-
proaches based on logistic regression can also be found in the literature; however,
these methods usually consist of a pipeline that involves an initial stage of feature se-
lection followed by the fitting of the logistic model and finally a rounding procedure
to obtain integer scores (Antman et al., 2000).

Allin all, the aforementioned procedures are blind greedy strategies, that do not
consider an exact formulation of the problem. The natural way to solve this issue
would be to train the entire model in a single step: the result could be considered
an Optimal Risk Score (ORS) for the given dataset. Constructing a risk score model
intrinsically requires a series of discrete decisions, such as the selection of relevant
teatures to be considered and the scores to be assigned to each one; thus, the def-
inition of the learning problem as an optimization one naturally leads to a Mixed
Integer Optimization (MIO) program to handle.

Indeed, following this path, the seminal work for learning ORSs (Ustun and
Rudin, 2019) exploits a Lattice Cutting Plane Algorithm (LCPA) to handle the non-
linear log-loss in a MILP context but is limited to the case of binary features.

Within this scenario, in this chapter we give a new formulation for learning ORSs
on binary features, which leverages on the same piece-wise linear underestimator,
previously discussed for Optimal Logistic Classification Trees (chapter 3), to efficiently
handle the logistic loss in MILP. Moreover we extend this kind of models by intro-
ducing Generalized Risk Scores (GRSs). The new class of models extends standard
risk scores by generating boolean decisions from each feature to assign the score.
By leveraging this mechanism, the GRS model enhances its predictive performance
and flexibility, with no loss of interpretability and it is able to handle each type of
features.
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4.1 Learning Optimal Risk Scores

Let us consider a training dataset of N observations D = {(z/,y'), ' € R, y' €
{—1,1} Vi € 7}, being Z = {1,2,..., N} the index set. In the binary classification
context, we assume y | « to be a target random variable with Bernoulli distribution
B(p). A logistic regression model R(x; s) is a linear classifier that estimates the
expected value p = P(y = 1 | «) through the logistic activation c(R(x; s)) i.e., R is
a linear estimator of the log-odds or logit (Hastie et al., 2009):

logit(p) = log <£> = R(x;s) = sTx + B.

We say that R(«; s) is a risk score model (cfr. Ustun and Rudin (2019)) for D if the
following holds:

SEACZ  Yi=1,..,p, (4.1a)
Isllo=T, (4.1b)
where || - || denotes the ¢y pseudo-norm of a vector, i.e., the number of nonzero

components and, for interpretability reasons, we constraint this number to be not
greater than a small threshold which frequently is set to seven (see (Miller, 1956)
for psychological details on this choice).

A risk score model is thus a very sparse logistic regression classifier with (small)
integer weights chosen from a set A which is user defined.

Constraints (4.1) greatly enhance interpretability. Weights sparsity simplifies
the understanding and interpretation of the model, as it makes it easier to discern
the features that have a significant impact on predictions (Tibshirani, 1996; Fonti
and Belitser, 2017). On the other hand, integer weights are in general much easier
to manage for humans even without the help of a calculator.

Given this background, we are now able to introduce each block of our formula-
tion to induce ORSs which is largely based on the work in (Ustun and Rudin, 2019).

We are given the set A C Z of feasible scores and a number of rules T which
have to be created. To satisfy the constraint (4.1b) the model must be able to choose
only T features among p and we handle this combinatorial selection by introducing
the indicator variables:

Vi=1,..p

{1 if feature j is selected
a;: —
]

0 otherwise.

And imposing the following equation to handle the ¢y pseudo-norm constraint:

i@:T (4.2)
j=1
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Each coefficient s; is then linked to the variables aj through the common big-M
strategy:

S]' S Ma]‘ (4.3a)
S]' Z —Mll]' (4.3b)

where the value for the big-M constant can be chosen as M = max{|s|, Vs € A}
which is in general very small (< 5). Constraints (4.2) and (4.3) are sufficient to
model all the required logic of a RS, leaving to define only the form of the loss func-
tion used.

In a binary classification context the log-loss, which is related to the negative log
likelihood for logistic regression (see, e.g, (Hastie et al., 2009)), is defined as

t(w'a' + By') = f(y' (w'a' + B)) = log(1 + exp(—y' (w'z' + B))).

In addition to having excellent properties in terms of out-of-sample accuracy,
this function provides insights on features importance by manipulation of the model
weights (Hastie etal., 2009) and it is also known for inducing well calibrated models.

However, the main issue with this loss function is the fact that it cannot exactly
be modeled in a MILP context because of its nonlinear nature. To address this issue,
instead of using cutting plane strategies as in (Ustun and Rudin, 2019), we follow
the method proposed by Sato et al. in (Sato et al., 2016) already employed in Chapter
3 for the induction of Optimal Logistic Classification Trees. Thus, we approximate the
log-loss through the maximum of a set of its tangent lines built at some points vy,
ie.,

f(0) = max{f(or) + f'(ve) (v —ve) [ k=0,...,K}.
We recall that the sets of tangent points proposed by Sato et al. are:

Vo={0,+0}, V4 =VoU{£19}, Vo=V, U{+0.89,+355},
Vs = Vo U {40.44, +1.37, +2.63, +5.16}.

Now, using suitable slack variables ¢; € R, we are able to approximate the
log-loss to be managed in a MILP context as follows

&> flo) + f(o) (' (s"a' + B) —v) Vi, Vk (4.4)

Clearly, the larger the set V, the more accurate is the approximation of the logistic
loss but also the number of linear constraints to handle the definition of the slack
variables and, thus, the complexity of the MILP model.

In the numerical experiments we will show how different sets lead to different
results both for the quality of the approximation and for the predictive accuracy of
the estimator. Finally, the resulting MILP model for learning ORS is the following:
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min Z Ci (4.5a)
s&a: T
p
s.t. (4.2),(4.3),(44) (4.5b)
& e€RT Viel, (4.5¢)
B<ER (4.5d)
a;j € {0,1} Vi=1,..p (4.5e)
si€ A Vi=1,.,p (4.5f)

This model allows to potentially learn the optimal risk score given a number T of
features to be considered. However, there is no assumption on the type of these
variables and the highest levels of interpretability for a risk score model is clearly
obtained with binary features (Ustun and Rudin, 2019). Indeed, in this special case,
the final score for a given sample is established by very simple and clear rules as
shown in the model in Figure 4.1.

4.2 Generalized Risk Scores

The assumption that data contains only binary features is very limiting and, when
attained in practice, it is often the result of a heuristic preprocessing phase of dis-
cretization (as done in Ustun and Rudin (2019)) that may lead to poor out-of-sample
performance.

Arguably, the main advantage of binary features is that end users can readily
assess whether the score has to be assigned or not. However, the ease of determining
the binary decision to assign a score is what really matters, rather than data being
of binary nature.

With the above observation in mind, we are motivated to define risk scores in a
more general way. In particular, we want numerical features to be handled directly
during the learning phase, preserving the useful binary conditions structure.

The extension of risk score classifiers is carried out by means of possibly nonlin-
ear, general functions f]-(x]-), j=1,...,p, such that the logit of the positive outcome
is now modeled as:

p
logit(p) = 21?(96]-) + B = R(z; f, B) (4.6)
=

In this way, the contribution of each feature to the final score is easily understood
observing the map f;.
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Equation (4.6) actually represents the standard form of a Generalized Additive
Model (GAM) (Hastie and Tibshirani, 1990).

GAMs allow for the incorporation of non-linear functions of individual predic-
tors, enabling them to capture intricate patterns in the data. One of the key strengths
of these models lies in their interpretability. By decomposing the relationship be-
tween the response variable and predictors into a series of non linear functions,
GAMs provide a clear visual representation of the impact of each predictor, allow-
ing researchers and practitioners to gain insights into the data without sacrificing
model transparency. Consequently, GAMs strike a delicate balance between com-
plexity and comprehensibility and for this reason are very common choices in the
health-care context (Hastie and Tibshirani, 1995; Caruana et al., 2015).

We are now able to introduce the Generalized Risk Score (GRS) model as a par-
ticular instance of a GAM, such that each function f] has the form

f](x]) = S]V](X]) (4.7)

with 7; : R — {0,1} and constraints (4.1a) and (4.1b) hold. We can thus denote
GRS models as

Rg(x;s,7,B) = Zs]r] xj) +

Functions r; can in principle be any arbitrary mapping to {0, 1}; the only underlying
requirement is that they need to be easily interpretable. In other words, a GRS is
a very sparse GAM where each component is a transparent step function with a
small integer response. For this class of models, we are able to prove the following
equivalence result.

Theorem 4.1 (Editability of Generalized Risk Scores). Let Rg(x; s, 7, B) be any GRS
model. Letk € {1,...,p}, and consider vectors 8, #* and the value j defined as follows:

i = B:,B+Sk.

N {—Sj ifj=k ?j(xj):{l—fj(x]') ifj =k

5 otherwise, rj (xj) otherwise,

Then, Rg(x; 8, ﬁ,ﬁ) = Rg(x; s, 7, B) forall x € RP, i.e., model Rg(x; 8, ﬁ,B) is equiva-
lent to Rg(x; s, 7, B).

Proof. For any arbitrary point « € R” we have

Rg(x;s,7,B) = sTr(x) + B
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Now, let us define the functions 7;(x;) = 1{r;(x;) = 0} = 1 —r;(x;). Then, for all
=1,.., p we have

Zsjrj(xj) +p = ;{S]'Tj(xj) + sk (1 —7i(xg)) + B
j

J

= Z siri(x;) — siPi(xk) + B + sk
7
=2 _5i%i(xj) + B,
j

defining B = B + sy,

—s: ifj=k

S otherwise

and

Pjlxg) = {?j(xj) t=k

rj(x;) otherwise,

we got the thesis. O

The above proposition states that an end user can edit any decision of a gener-
alized risk score by inverting the logic of that binary function, the sign of the as-
sociated score and updating the bias to obtain an equivalent model. This property
can be particularly useful for an expert that can be able to modify the final model

increasing the versality and the ease of use.
Moreover, from this latter Theorem we are able to deduce this nice Corollary.

Corollary 4.1. Let Rg(x; s, 7, B) be any GRS model. Then, there exist an equivalent model
Rg(x; 8, 'ﬁ,ﬁ) such that §; > 0 forallj =1,...,p.

Proof. Following the same technique of the proof of Theorem 4.1 we have:
Re(x;s, v, B) = str(x) + B
p
=) 51j(x) + B
j=1
= Y siri(xj) + Z siri(xj) + B

jisj=0 Jis;<0
Now, let us define the functions 7;(x;) = 1{r;(x;) = 0} = 1 —rj(x;). Setting B =
B+ Yy <05 and
N {S] if S]' 2 O,
]' pm—

—S; otherwise
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?j(x]-) _ r](x]) if S]' >0,
7i(xj) otherwise,

we get
Rg(x; 8,7, B) = Zs]r]x]+Zs] Fi(x;)) + B
ji;=0 Jis;<0
= 2 s+ L sl £ B+ ) s
J:5j=0 J5i<0 j:sj<0
Z 8% () +
= RG(:c; 5,7, pB).
Taking into account that §; > 0 for all j, we got the thesis. [

In addition to providing a nice insight into this type of models, the result tells us
that we could consider only positive scores when modelling the learning problem,
reducing the complexity of the formulation without loss of expressive power.

4.3 The Optimal Generalized Risk Score Model

In this Section we formalize our novel formulation for the OGRS model. In partic-
ular, we first introduce the form of r; that we use in our approach then we describe
how to model OGRS through Mixed Integer Linear Programming.

Choosing the family of the 7; functions

In Section 4.2 we gave the standard form of a GRS, specifing how the functions r;
should be chosen. From here on, we will use the term "rule" to indicate each decision
function ;. Among the many possible choices for such rules, we specialized on r;
that are defined through a single clause that tests if the value x; is greater or equal
than a threshold b]-, that is, rj can be written as:

ri(x;) = 1{xj > b;} = max{0,sign(x; —bj)}

Using rules of a single clause provides several advantages. Since single clauses
involve the usage of one condition, they are easy to comprehend, to test their value
and thus to obtain the final decision. Moreover, they often enhance efficiency by de-
manding fewer computational resources for the learning. Additionally, the utiliza-
tion of single clauses offers flexibility in modifying or extending the logic, allowing
a simplified editing.

Moreover, from theorem 4.1 we are able to derive another corollary on the verse
of each rule.
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Corollary 4.2. Let Rg(x; s, 7, B) be any GRS model. Then, there exist an equivalent model
R¢(x; 8,7, B) such that #i(xj) = 1{x; = bj} or #i(x;) = 1{x; < bj} forall j=1,...,p,
i.e, all the rules in the model have the same logic.

Proof. Without loss of generality we prove the thesis for rules r;(x;) = 1{x; > b;}.
Following the same technique of the proof of theorem 4.1 we have:

Rg(x;s,7,B) = s Tr(x )+ B

Now, let us define the functions 7j(x;) = 1 —rj(xj) and thesets 7 = {j = 1,..., p|rj(xj) =
I{x;<bj}yand J ={j=1,...,p|ri(x;) = 1{x; > b;} }. Then we have

ZSJVJ xj)+B =) siri(x) + ) siri(xg) + B

jeJ jeJ

=) siri(xj) + ) 5i(1—7(x;)) + B

jeJ jeJ

_Zs (x) + B,

setting B = B + Yicg Sjand

{sj ifj € J,

—S;j otherwise

R . . f 'Ej,
=19 4

7i(x;) otherwise,

we got the thesis. O

Formulating OGRS as a MIO problem

We are given the set A C Z of feasible scores and a number of rules T which have
to be created. Without loss of generality, we assume that each feature has been nor-
malized in the range [0, 1]. We want the model to select, among all the p features,
only T of these to create clauses in the form x; > b; (note that corollary 4.2 guaran-
tees that this assumption is not limiting) associated to a score s; € A. Each point
receives a total score 5; € Z which is the summation of the scores obtained at each
satisfied rule.
To handle the decision of each rule we introduce the binary variables:

1 if feature j is selected by rule t € T,
a;,+ —
" 0 otherwise.
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Using these variables we can force the formulation to comply with the structure
of the model.

The first constraint we add is related to the selection of the T features that will
be considered as rules, thus, Vt € 7 we impose that each rule has to select exactly
one feature through the following:

P
Y a;=1 Wt (4.8a)
j=1

Moreover we want to avoid feature repetitions in the rules, that is, the model can
select each feature at most once. This can be enforced imposing that for each feature
J, at most one variable a; ; is active i.e.:

T
Y a, <1V (4.9a)
=1

The number of possible ways for selecting T features from p is equal to (¥). Since,
for now, a permutation in the order of the rules leads to different configurations
associated with the same risk score, we prune the space of feasible solutions for the
variables a;; by a factor of T!, imposing that rules have to be ordered with respect to
the features considered. Thus, if rule t splits on feature j, then each rule s < t cannot
split on a feature k > j. This fact can be imposed through the following inequality.

pt-1

Y Yo <(1—ay)T V)V (4.10a)
k=j+1s=1

We also need to know whether a point x' satisfies a rule t € 7 in order to assign
the related score. For this purpose we introduce the binary variables:

{1 if 2 satisfiesrule t € T,
it =

0 otherwise.

The GRS model must also be able to select, for each rule ¢, the threshold b; that
imposes the satisfaction of the clause.

Hence, if rule f splits on feature j then, Vi | z;; = 11i.e, for each point x; that
satisfies rule ¢, it must hold x{ > by. Otherwise the point x' does not satisfy the rule
and z;; = 0.

This logic can be inferred through the following constraints:
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ale' > b — 14z, Vt, Vi (4.11a)
alc' <bj—e+zy; Vi Vi (4.11b)

Constraint (4.11a) force each point x' that fulfil the rule ¢ to impose z;; = 1 and
to satisfy the clause a] ' > b;. On the other hand, constraint (4.11b) force the point
to respect the opposite logic, a] ' < by, in case z;; = 0. Please note that the small e
constant in constraint (4.11b) is the common method to model strict inequalities in
commercial MIP solvers that are not able to handle this type of constraints directly.

Another requirement that we want to be satisfied by the model is related to the
definition of discriminative rules, i.e., to derive clauses that are satisfied at least by
one sample (constraint (4.12a)) but not by all (constraint(4.12b)). Therefore we
impose:

Y zip>1 vt (4.12a)
i

Y ziy < N-—1 vt (4.12b)
i

Then, we introduce the score obtained by each point =’ on the rule t € T as the
integer variable $;; which is defined as the score s; of the rule t if the point satisfies
that rule or 0 otherwise.

R St ifzj; =1
Sif = .
0 if Zi,t =0

That is, 3;; = s4z; . We can model this bilinear constraint with a common big-M
strategy using the following four linear constraints:

Sit 28t —(1—zi)) M Vi, Vi (4.13a)
Siy <st+(l—zj)M ¥t Vi (4.13b)
Sip = —zitM Vi, Vi (4.13¢)

Sip < zipM vt, Vi (4.13d)

Where M = max{|s| € A} is sufficient to fullfil the logic and to obtain the tiniest
relaxation of the big-M inequalities.

The total score of each sample ' obtained by the model is tracked through the
integer variables 3;:

5;=) 8 Vi (4.14a)
t
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Finally, we help the model to select the threshold b; for the subset Bp C {1, ..., p}
of binary features. In fact, if the rule ¢ selects a binary feature j, the threshold is
trivially imposed to be 0.5 by the following constraints:

ajt — 1<b—-05 Vt, V] € Bp (415a)
1—a; >b—05 Vi,Vj€Bp (4.15b)

To handle the optimization phase, we used the same piece-wise linear approxima-
tion as proposed for standard Risk Scores. Indeed, in this case, the LCPA approach
is not applicable due to the presence of the decision variables used to assess wether
a sample has to obtain the score for each rule, making it impossible to use gradient-
based approximation for the objective function.

Putting all of this together gives the MILP formulation for learning OGRS re-
ported in the next page.
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min Z Ci

s.t.

ieT

T
Y 2 <1
t=1

p t—1

Y Y s <(1-a)T

k=j+1s=1
a,tT:I;l > bt_1+Zi,t
alx’ <b—e+z;

Y zip>1
i

Y zip <N-1
i

~ ~
N ~
~~ ~

IN IV IN IV

QI
I
~[1
w0 L':
U
R

v Uy Uy

~
~
~

& > o) + f' (o) (' (5i + B) — vx)
gy —1<b—05

1— aj > by — 0.5

& eRTYV, BeR

a;; € {0,1} V], Vt, zir € {0,1} Vi, Vt

st € A, by € RVt
5 €RViYE, 5 €RVi

vt

Vj, Vi

Vt, Vi
Vt, Vi
vt

vt

Vt, Vi
Vt, Vi
Vt, Vi
Vt, Vi

Vi

Vi, Vk
Vt, V] € Bp
Vt, V] € Bp

(4.16a)
(4.16b)

(4.16¢)

(4.16d)

(4.16e)

(4.16f)
(4.16)
(4.16h)

(4.161)

(4.16j)
(4.16K)
(4.161)
(4.16m)
(4.16n)

(4.160)
(4.16p)
(4.16q)
(4.16r)
(4.16s)
(4.16t)
(4.16u)
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4.4 Numerical Experiments With Binary Features

In this section we show the results obtained by the standard Risk Score model, pro-
posed in section 4.1, in the case of binary features. We considered a benchmark of 6
datasets (tik-tak-toe, mushrooms, income, mammo, spambase, balance), from
the UCI repositories (see Table 4.1), performing an 80/20 train/test split. For all the
experiments we used A = {—5,...,5} thus setting the big-M constant to 5. More-
over, to avoid numerical issues, we set € to 10~* that is much larger than the one
employed for the IntFeasTol parameter of Gurobi (107°).

Dataset N p

balance 576 20
income 32561 36
mushrooms 8124 113
mammo 961 14

tik-tak-toe 957 27
spambase 4601 57

Table 4.1: Description of the datasets used in the computational experiments. All
datasets are from the UCI collection (Dua and Graff, 2017).

Preliminary Experiments

The first experiments we carried out concern the assessment of the performance of
the RS model for binary features as we vary the set V of the tangent points that are
used to obtain the piece-wise linear underestimator of the logistic loss. In particu-
lar, we are interested in finding the set of tangent points that is able to obtain the
best AUC on the test set. For this reason, we run the experiments for Risk Scores
with 3 rules and for five different random seeds for each dataset, obtaining a total
of 30 different problems. The Gurobi time limit has been set to 3600s. As shown
by the performance profiles in Figure 4.2, choosing V3 to build the linear piece-wise
underestimator seems to provide the best overall AUC and the best approximation
with the respect to the true logistic loss computed. This is clearly at cost the com-
putational time due to the presence of more constraints in in the MILP formulation.
For this reason, we decided to use the V; setting to compare the performance of our
model with the state-of-art LCPA approach of Ustun and Rudin (2019) in the next
section.
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Figure 4.2: Comparison of the performance of Risk Scores models for binary features
when different tangent point sets (Vj, V1, V» V3) are employed.

ORS Performance Evaluation

In this section, we describe numerical results of the comparison between our method
and the LCPA approach of Ustun and Rudin (2019) on datasets with binary feature
with the aim to show that our method can be a valid alternative to handle the opti-
mization. Also in this case, we used the datasets reported in Table 4.1 and we per-
formed 80/20 train/test splits testing 5 seeds, obtaining 30 different problems. Since
we are interested in the comparison by varying the number of the rules, we avoid
to validate this parameter and we study the performance of the two approaches on
each problem with 3, 5 and 7 rules. The results of the experiment are shown in Fig-
ure 4.3 in the form of cumulative distribution of absolute gap from the best AUC
on the test set and performance profiles (Dolan and Moré, 2002) of runtime. The
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general trend which can be observed is that both our method with V3 and LCPA are
able to obtain very similar results in terms of AUC for each number of rules consid-
ered. The major differences are related to the running times. Indeed, LCPA tends to
be faster than our method but it seems to scale worse when increasing the number
of the rules.
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Figure 4.3: Comparison of the performance of Risk Scores on binary feature varying
the number of rules. We report both running time and the out-of-sample AUC for
our method with V3 and the state-of-art LCPA approach from Ustun and Rudin

(2019).
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4.5 Numerical Experiments With Continuous Feature

In this section we show the results obtained by the Generalized Risk Score model,
proposed in Section 4.3 on general datasets with both continuous and binary fea-
tures. We considered a benchmark of 10 datasets from the UCI repositories (see
Table 4.2), performing an 80/20 train/test split. For all the experiments we used the
same parameters as for the standard Risk Score model previously described.

Dataset N p
breast 568 30
diabetes 768 8

heart disease 296 13
ionosphere ~ 350 33
parkinsons 194 22
sonar 207 60
spectf 266 44
heart failure 299 12
wholesale 439 7

haberman 305 3

Table 4.2: Description of the datasets used in the computational experiments. All
datasets are from the UCI collection (Dua and Graff, 2017).

Preliminary Experiments

As previously made for Risk Score models, in this section we show how different
choices for the set of tangent points lead to different performance in Generalized
Risk Scores. For this purpose, we used the datasets reported in Table 4.2. As made
for the case of binary features, in Figure 4.4, we report numerical experiments in the
form of performance profiles with respect to 3 rules models. Also in this case, choos-
ing V3 as set of tangent points lead to the best AUC and to the best approximation
with respect to the true logistic loss. However, due to the combinatorial complexity
of the MILP model, the solver is able to certify the optimum in 3600s only in 10% of
the problems even in the case of V.

OGRS Performance Evaluation

In this section we show the last part of the experiments. In this case we compare the
OGRS method with the LCPA approach after having binarized each feature. In the
seminal work of Ustun and Rudin (2019) authors performs an a-priori binarization
of each continuous feature through discretization in a predefined number of inter-
vals. This strategy, however, lead to a huge increase in the final number of features
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Figure 4.4: Comparison of the performance of Risk Scores models for binary features
when different tangent point sets (Vj, V1, V» V3) are employed.

thus compromising the ability of the LCPA method to obtain good cuts for the ap-
proximation of this new high dimensional objective. For this reason, we decided to
perform a more robust binarization by fitting a single-node decision tree on each
teature, using the log-loss as impurity measure. More precisely, we defined a new
dataset where each feature j € {1, ..., p} has been binarized according to the thresh-
old ; obtained by fitting a single decision stump on that feature. In this way, we used
the transformation x; — 1{x; > t;} to obtain a new binarized dataset with the same
number of feature, thus avoiding to compromise the quality of the LCPA approach.
Note that this method acts as a greedy baseline for our approach. We are interested
in showing that our formulation of OGRS is able to induce a final model by defining
each rule in a global perspective. Also in this case, we show numerical experiments
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of the 10 datasets reported in Table 4.2 and 5 seeds for a total of 50 different problem
instances. We set the Gurobi time limit to 3600 and we report the performance pro-
tiles of the out-of-sample AUC for 3, 5, and 7 rules in Figure 4.5. We do not report
the running times since the LCPA approach is applied to the binarized dataset and
it is clearly always the fastest one. Moreover, we employed a warm start strategy to
initialize the optimization phase with a good feasible solution, i.e., at each iteration
we solve the problem on just one rule maintaining the other variables fixed to the
values obtained at the previous iterations.

We observe that our proposed model appears to obtain the best performance,
consistently being the most likely to obtain an AUC value close to the best one, as
the gap parameter t increases. Our model is thus not only most frequently the best
one, but when it is not, it is still the one with the lowest probability of falling shorter
than any given threshold from the best result. Finally, we can observe that in case of
7 rules the two methods are quite comparable and this is mainly bacause the OGRS
model becomes clearly more difficult to optimize.
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(c) Cumulative distribution of the absolute
gap from the best test AUC score accuracy
value attained by our method and the LCPA
approach on the binarized dataset. The
number of rules is equal to 7.

Figure 4.5: Comparison of the performance of Generalized Risk Scores varying the
number of rules. We report the out-of-sample AUC for our method with V3 and the
LCPA approach from Ustun and Rudin (2019) with binarization.



76 Optimization for Risk Scores

4.6 Concluding Remarks

In this Chapter we reviewed the literature of Risk Score which are essentially very
sparse linear models with small integer weights. Then, we proposed to use the
piece-wise linear approximation of Sato et al. (2016) rather than the LCPA approach
of Ustun and Rudin (2019) to handle the non linear logistic loss in a MILP context.
We shown how these two approaches perform quite similar on datasets with binary
tfeature. Moreover, we extended the concept of Risk Scores by proposing General-
ized Risk Scores as a special form of Generalized Additive Models and we gave a
MILP formulation which aims at the induction of Optimal GRS in the case of rules
made with a single clause. Numerical experiments highlighted how this new gen-
eralized model is able to handle each kind of feature and to derive rules in a global
perspective, outperforming standard approaches based to a preprocessing phase of
binarization, maintaining its semplicity and increasing the ease of editability from
an end user.



Chapter 5

Decision Trees for Local Explanations

As previously discussed in Chapter 2, the concept of explainability in machine learn-
ing is taking on an increasingly important role (Rudin, 2019; Burkart and Huber,
2021). In particular, in the context of deep learning, several methods have been pro-
posed to obtain explanations for a single point prediction (local explanations), using
interpretable surrogate models (Ribeiro et al., 2016; Kenny and Keane, 2021; Blanco-
Justicia et al., 2020).

In this chapter we describe an application of Contextual Bandits to a feature-
based selection of a single Decision Tree (DT) in a Random Forest, aiming at a final
prediction that is explainable (Aldinucci et al., 2022). The proposed system learns a
mapping which links the input feature space to the space of grown decision trees in
order to identify an interpretable and effective predictor for that input sample. We
clarify that the proposed recommendation system is itself a black-box model but its
recommendation leads to an interpretable model. More specifically, although our
method leads to post-hoc local interpretability, the recommended tree does not act
as a surrogate explainer of the whole black-box Random Forest. Our intuition is
that the presence of such a black-box layer, which guarantees a dynamic and data-
driven selection of decision trees, can approximate the predictive performances of
the Random Forest. Due to this context-based nature, we will refer to our approach
as Contextual Classification Tree (CCT) or Contextual Regression Tree (CRT) for,
respectively, classification and regression tasks.

More in detail, the problem is addressed within a Contextual Multi-Armed Ban-
dit framework, which represents a subclass of Markov Decision Processes (MDP)
with an unitary length of each episode (Gampa and Fujita, 2019). The usage of
Multi-Armed Bandit models for recommendations is well known in the literature
and it is employed in fields such as advertisements, personalized news articles,
healthcare and finance (Zhang et al., 2021; Li et al., 2010; Durand et al., 2018; Shen
et al., 2015).

In our case, the action taken by the agent consists in the choice of one tree of

77
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the Random Forest on the basis of the input features which act like the observed
context. This choice is determined by a parametrized policy which encodes a prob-
ability distribution over the trees of the Random Forest. After each choice, the agent
receives a reward that depends both on the context and the selected action. Con-
sidering that we focus on prediction, the adopted reward is related to the predictive
ability of the chosen tree: high reward if the selected one obtains a low prediction
error and vice-versa.

Parameters of policy are learnt, using policy gradient Reinforcement Learning
(RL) methods (Gampa and Fujita, 2019), in order to maximize the cumulative re-
wards over a certain period. Gradient methods for bandits are well motivated in

(Sutton and Barto, 1998) and can be applied also in the contextual case (Pan et al.,
2019).

5.1 Preliminaries

Reinforcement Learning (RL) aims to train autonomous agents in order to learn
behavior through trial-error interactions with a dynamic environment. The agent
chooses an action at each time step, which changes the state of the environment in
an unknown way, and receives feedback based on the consequence of the action.

RL can be formally defined as a Markov Decision Process (MDP) (Arulkumaran
et al., 2017) consisting of:

e a set of states S;
e a set of actions A;

e transition dynamics d(s;;1/st, a;) mapping a state, action couple at time ¢ into
a distribution of possible states at time ¢ 4- 1;

e a Reward Function

riv1 =r(sy,ap,541) S X AXS = R;

e a discount factor y € [0,1), where lower values place more emphasis on im-
mediate rewards.

In addition to this, RL models are based on the use of a policy 7:
m:S— p(A=alS)

i.e., a mapping from states to a probability distribution over the set A of actions,
which determines the behavior of the agent in the choice of adequate actions. Our
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method considers episodic MDP, where the agent interacts with the environment re-
peatedly in episodes of fixed length T. Each episode is characterized by a sequence
of states and actions T = (s, at)th_Ol, usually called trajectory. The accumulated re-
ward R(7) for a trajectory is given as

T—1
T) = 2 Vg
t=0

We stress the fact that the policy affects the probability of a given trajectory, i.e.,
T = Tr.

Policy search methods, which represent one of the main approaches to solve RL
problems (Arulkumaran et al., 2017), are conceived to find the best policy 7t* that
maximizes the expected return over all possible trajectories:

" = argmax E[R(7)].
7T
Policy search methods use parametrized policies 77y and, in deep RL (Arulku-
maran et al., 2017), deep neural networks are employed to approximate these poli-
cies. The network outputs a probability distribution over the set of actions A and
the action with the highest probability will define the move that the policy should
do in order to get the highest final reward. In this setting, policy parameters 6 are
updated using a gradient-based approach in order to maximize the expected return:

Jo = Ernm [R(T)].

The gradient is computed by means of the REINFORCE algorithm (Williams,
1992), which belongs to the class of Likelihood-ratio methods (Deisenroth et al.,
2013). These methods make use of the so called “likelihood-ratio” trick i.e., given a
random variable X ~ p(x|6) and a function f(x) we have:

VeEx|f vg/ F(x)p(x|0)dx = (5.1)
= [ Veptslo)fxjax = [ p(xw)%ﬂx)dx: 52)
— Ex[f(x)Volog p(+/6) 53)

Thus, we can use the loss function L:
1 N T—
=N Z log 7tg (a|st) - R(t")

zlt

where N is the number of episodes that define a training batch.
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5.2 Proposed Method

Our method, as summarized in Fig. 5.1, exploits the structure of Random Forests to
provide a general locally-interpretable and feature-based recommendation system.
Given a Random Forest RF = {hy,hy,..., hg} with B trees and an input space X,
the aim of our approach consists of training an autonomous agent to learn a policy
of tree recommendation which, given an input point x € & as context and a state
s € S returns a probability distribution over the indexes of the trained trees of the
forest T = {1,2,...,B}:

() : X xS = p(A=a|S X)

Therefore, our action space A is the discrete index set 7 of all the possible B trees
in the Random Forest.

As mentioned above, our scenario can be viewed as a contextual multi-armed
bandit problem. Contextual bandit is a variant of the bandit problem, where at each
episode i the agent conditions its action a; on the context x; of the environment and
observes the reward r(a;) for the chosen action. Moreover, it is important to note that
the action affects only the immediate reward and for this reason our formulation is
one-state and one-step episodic, meaning that our episode is made by only one step
and a; does not condition the next state which will be always the same. Hence, for
this particular set up, the following holds:

T=1 s=s a=ay=a,
R(St/ﬂt) = R(axi) = r(ai)’
() X = p(A=a|X)

Note that in our case, since T = 1 and there is only one state, the reward depends
only on the action taken given the context x. Thus, there is no need to consider any
transition dynamics over the trajectory and the resulting MDP has only one state.

In our scenario the reward brings information about the predictive ability of the
trees of the forest. Both the ground truth values and the predictions of the trees,
which act like signals from the environment, contribute to the computation of the
reward. We define two different rewards for binary classification and regression
problems.

In the classification context we use the function:

(ay) = {H ) = (5.4)

—1 otherwise,

where y € {—1,1} is the ground truth value corresponding to the observed fea-
ture vector « and h,, (x) € {—1,1} is the prediction provided by the tree selected
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Random Forest

1
\
2

Figure 5.1: A high level view of our system: a Deep Neural Network (DNN) based
policy selects the tree of a trained Random Forest that will make the final predic-
tion. Each data point x is observed as context by the agent and the policy aims to
recommend the best tree of the Random Forest in terms of predictive performances.

through the action a,. Concerning regression problems, the reward function de-
pends on the squared prediction error d = (h,, () — y)? as follows:

r(ay) =1-2d (5.5)

where, for each example, d is normalized in [0, 1] respect to the squared errors of
the best and worst tree in the forest. The use of a linear reward (w.r.t. the distance),
rather than a step wise one, allows to give greater importance to the well-aimed
actions of the agent. Indeed, using a step-wise reward like the one chosen for the
classification case, would cause the agent to over exploit the tree in the forest with the
minimum squared error with respect to the target and this may lead to overfitting.

We employ a DNN of parameters 6 to approximate the policy (Deep RL). In the
training phase, we used the classical RL trial-error approach to update the policy
parameters 6 for every batch of examples (see Algorithm 4).

The main problem in multi-armed bandits is the need for balancing exploration
and exploitation. We want to avoid the agent to greedily select just those trees that
seem to appear best, as they may in fact be suboptimal due to imprecision in the
knowledge of the agent. Thus, during the training, we want the policy to explore
the action space by choosing also seemingly not good trees to obtain more informa-
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tion about them. For this reason, we introduced a regularization term Hpy(ay,|x;) =
—1tg(ay,|x;)log(mg(ay,|x;)) in our loss that gives importance also at the entropy of
the distribution of the actions in the current batch. In this way, we are able to obtain
a good exploration /exploitation trade-off, preventing the agent to rapidly converge to
suboptimal tree recommendations.

Algorithm 4 Policy Update

. Input: 6y, {(x;,v;) Y (batch)

: fori =1to N do
Sample actions ay, ~ 7Tq, (ax,]X;)
Compute rewards r(ay,)

end for

Obtain D = {(x;,r(ax,)) } N,

Define £(0) = — YN (log 7o (ax,|x;)7(ay,) + AHg(ay,|x;))
Compute gradient VL (0)

Update parameters 6;1 = 60, — a; VoL (60)

Return 64

R A L T o A T

—_
e

Predictions on new data are finally obtained with the support of the trained RL
system which dynamically selects trees based on the input data. In particular, for a
given new instance new, the system detects a suitable tree predictor ;- (-) selecting
the index i* as

i* = argmax 7ty (Ag,., | Tnew )-
i€T

Final predictions are computed following the path of decision rules from ;- (-).

5.3 Numerical Experiments

We applied our method both for binary classification and regression problems. We
used benchmark datasets from LIBSVM (https://www.csie.ntu.edu.tw/ “cjlin/
libsvmtools/datasets/) and UCI (https://archive.ics.uci.edu/ml/datasets.
php) data repositories to assess our method. A description of datasets involved in
our experiments is reported in Table 5.1 and Table 5.2.

The aim of the experiments is to compare the predictive performances of CCT
and CRT with the ones of CART, Random Forest (the one on which our method is
built on) and a supervised baseline (to bring an empirical evidence on the need of
our RL approach). Both for CART and Random Forest we set the maximum depth of
trees at most equal to four. This choice is related to comprehensibility: it is important
that a human can rely on easily understandable explanations. This fact is dependent
on psychological and social implications (Molnar, 2020). Setting the maximum tree
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depth equal to four ensures also that the Miller’s law (Miller, 1956) holds. Fur-
thermore, we grew up the Random Forest with fifty tree predictors: a forest with
hundreds of trees would compromise the exploration phase of the agent, slowing
down the convergence during the training of the policy.

The original whole dataset is split up in three parts (64 % training set, 16 % val-
idation set, 20 % test set) and the training phase consists of two steps. The first one
involves the training of both CART and Random Forest, while the second is about
the training of the neural network to approximate the policy.

We first used a grid search strategy, exploiting the validation set, to choose the
best maximum depth for the baseline CART model. As anticipated above, in order to
favour the interpretability, only maximum depths of 2, 3 and 4 have been considered
as candidates. Subsequently, a Random Forest of 50 decision trees predictors, each
grown up to the validated maximum depth, is trained on the training set. The other
hyperparameters of both CART and Random Forest are set equal to their default
values from the scikit-learn package (Pedregosa et al., 2011).

As network structure, we employed a 3-layers architecture with ReLU activa-
tions and a 0.2 Dropout layer (Srivastava et al., 2014). An early stopping strategy
(Montavon et al., 2012) is used to stop the training according to the predictive per-
formances on the validation set. For both classification and regression problems we
have used ADAM optimizer (Kingma and Ba, 2014) with an initial learning rate of
1073 and no weight decay in combination with a cosine scheduler (Loshchilov and
Hutter, 2017) to slightly reduce the learning rate after each epoch. Finally, we set
the regularization term A, related to the entropy of the policy output distribution,
to 10~* since we empirically observe to be a good tradeoff between exploration and
exploitation.

Regarding the supervised baseline, we used the same network structure with a
softmax activation in the last layer and the same hyperparameters. In classification
context, we created the dataset labeling each sample with the label of the tree with
the greatest probability among the set of the trees that lead to the correct prediction.
In case there is no tree of the forest that correctly predicts the example, the label is
randomly chosen according to a uniform distribution over the Random Forest trees.
Similarly, in the case of regression, the chosen label is the one related to the tree in
the forest that produces the smallest quadratic error with respect to the target. We
maintained the same dataset split configuration and, also for this model, an early
stopping strategy is used respect to the predictive performances on the validation
set.
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N _p
Phishing 11055 68
Biodeg 1055 41

Heart 270 25
Spam 4601 57
A2A 2265 119

Table 5.1: Overview of the datasets for binary classification

N p
California 20640 8
Friedman 5000 20
Yearpred 463715 90
Abalone 4177 8
CPU 8192 12

Table 5.2: Overview of the datasets for regression

Dataset CCT CART Supervised \ RF  Tree Depth
Phishing 0.9394 £ 0.001  0.9209 0.589 £ 0.009 | 0.9294 4
Biodeg  0.8025 £ 0.016 0.7867 0.624 £ 0.012 | 0.8057 4
Heart 0.7963 £ 0.030 0.7778 0.605 +£ 0.038 | 0.8333 3
Spam 0.9233 £ 0.003 0.8881 0.706 £+ 0.013 | 0.9077 4
A2A 0.8293 £ 0.008 0.8190 0.718 £ 0.010 | 0.7748 3

Table 5.3: Accuracy and standard deviation for classification tasks. We report in bold
the best results between CCT, CART (Decision Tree) and the Supervised approach
among five different seeds. For the sake of completeness we also report here the
results obtained by the Random Forest (RF).

5.4 Discussion

The obtained predictive results, reported in Tables 5.3, 5.4, indicate that our method
substantially outperforms CART and the supervised approach in both regression
and classification tasks.

The supervised strategy has proved particularly unsuccessful in the classification
and regression scenario due to the ill-defined mechanism of assignment of labels.
We believe that a full supervised approach restricts the exploration of action space
and adversely affects the ability to generalize on unseen data.

Conversely, the more accurate predictive results, obtained by our method, are
strongly linked to the capability of the agent to more thoroughly explore the action
space. In this respect, the role of the entropy regularization is fundamental to en-
courage exploration. A weak regularization with respect to the entropy of the action
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Dataset  Scale CRT CART Supervised | RF Tree Depth
California  10* 7.456 + 0.032 7.828  7.420 £0.015 | 7.602 4
Friedman  10° 3.014 £ 0.013 3.040 3.122 +£0.008 | 2.718 4
Yearpred 100 0.995 + < 0.001 1.010 1.0074<0.001 | 1.001 4
Abalone 100 2.379 £ 0.004 2.389  2.487 £ 0.045 | 2.307 4
CPU 100 4.205 £+ 0.026 4566 4.281 +0.023 | 4.173 4

Table 5.4: Root Mean Squared Error and standard deviation for regression tasks.
We report in bold the best results between CRT, CART (Regression Tree) and the
Supervised approach among five different seeds. For the sake of completeness we
also report here the results obtained by the Random Forest (RF).
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Figure 5.2: Reward (above) and Tree selection histograms (below) during training
in classification: (a) Spam; (b) Digits; (c) A2A.

distribution inevitably would lead to a very greedy tree selection and therefore our
method will tend to perform similar to the supervised baseline. Figure 5.2 highlights
the trade-off between exploration and exploitation varying the training epochs. It is
indeed possible to note that rewards do not rise considerably after 2000 epochs and,
moreover, after the first tens epochs, the RL agent learns to select the same two or
three trees of the Random Forest. This latter point evidences that the agent has got
sufficient information about the reward obtained from the estimators and therefore
the policy tends to converge choosing always a subset of trees that provides better
performance. This means that only few estimators of the Random Forest contribute
to the increase of the reward over the training epochs, basically excluding a large
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part of the trees. As a matter of fact, some works (Bernard et al., 2009; Zhang and
Wang, 2009; Latinne et al., 2001; Tripoliti et al., 2010), although with different argu-
ments, agree on the existence of well performing sub-forests which constitute the
core of the whole ensemble.

We also underline that the obtained results are particularly significant since good
predictive accuracy is obtained without losing in terms of interpretability.

5.5 Concluding Remarks

In this Chapter, we described a feature-based method which is able to recommend
a single shallow tree in a Random Forest. We modelled this problem as a contextual
multi-armed bandit and solved by RL methods. Since decision trees operate on in-
put features to form their decision paths, our intuition is that an intelligent system
able to appropriately recommend a single estimator of a grown Random Forest, can
be advantageous in terms of predictive performance. A very important character-
istic of our method is that an interpretable model is returned. More specifically, in
order to compute a new prediction, differently from Random Forest, only one of its
decision trees is in turn employed.

Our method outperforms CART and a supervised baseline in both regression
and classification tasks and the obtained results are also comparable with the ones
of Random Forest.

Interestingly, we also observed that the trained system chooses the same two or
three decision trees after the first tens of epochs. This fact suggests that it is possible
to obtain sub-forests with a very small number of trees but with performance that
are competitive with the whole forest.



Chapter 6

Conclusions

In this thesis work, we have dealt with optimization problems related to the learning
of interpretable models. Specifically, emphasis was put on decision trees and risk
scores that are very common choices in many field where transparency is a major
requirement. In this context, we gave a brief review of linear models that are, still
now, the easiest choice in supervised learning. Then, we addressed the problem of
learning classification trees and we proposed two different methods that are capable
to obtain competitive performance with respect to the state-of-art optimization algo-
rithms. Subsequently, we introduced a study focused on refining the expressiveness
of risk score models. This improvement is achieved by expanding the scope of these
estimators within a more generalized framework. Additionally, within the context
of local explanations, we proposed a novel recommendation system designed specif-
ically for random forests. This system dynamically associates each data point with
a single shallow tree within the ensemble, contributing to a more nuanced under-
standing of the decision-making process of the model. On the basis of the results
achieved, new possibilities of research may include:

e The extention of the loss-optimal classification tree framework to the multi-
class setting;

e The definition of different types of rules to improve the performance of gener-
alized risk score models.
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Publications

Journal Papers

T. Aldinucci, M. Lapucci, "Loss-Optimal Classification Trees: A Generalized Frame-
work and the Logistic Case" , TOP, An Official Journal of the Spanish Society of Statistics
and Operations Research (2024), To appear.
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