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Preface

Modeling disorder is a fundamental aspect in the study of the physical optical properties
of the object around us. In fact, many of the materials found in nature present from
the microscopic point of view, a lack of order in the constitutive elements arrangement,
feature that needs to be taken into account in the study of any kind of structural related
phenomena. This is particularly true in optics, where a deep understanding on how
visible radiation interacts with inhomogeneities on this length scale is fundamental to
get insight in the light propagation mechanisms. In the case of ordered structures, like
gratings or photonic crystals, to cite a few, coherence phenomena are dominant and
interference carries to the formation of a band gap that inhibits the light propagation for
specific frequencies. On the other hand, disordered systems lead in general to the opposite
effect, where a sequence of scattering events from randomly distributed scattering centers
causes frequency independent transport. However, optical media can not be classified
only in these two categories. Disorder can occur in many different fashions, depending
from both the scattering center arrangements and the shape and size of the scattering
object, that influence light transports differently. For example, disorder with structural
correlations generates constructive interference for specific frequencies, increasing the
corresponding transport mean free path. Moreover different ratios between wavelength
and particles size corresponds to different transport regimes. When particles are much
smaller than the wavelength the scattering is merely isotropic, while when they are
comparable, i.e. the Mie regime, the scattering cross-section increases and the single
particle resonances lead as well to a non uniform spectral response.
In this work we focused on two disordered systems that, due to the exotic structural
properties of the underlying geometries, exhibit unique optical properties. The first one
is an ideal 2D fractal disordered system with strongly resonant scatterers, while the
second one is a biological anisotropic network embedded inside the scale of a white beetle.
These very different systems are also studied with two very different approaches. In the
case of the fractals, a modal analysis have been performed, computing the solution of
Maxwell equations in the single scattering approximation and obtaining the spatial and
spectral distributions of electric field modes supported by the systems. A statistical study
of the mode size has demonstrated how, on the contrary of homogeneous disordered
systems and heterogeneous disordered system with lack of self-similarity, fractals exhibit
coexistence of modes of every size. In the second part we investigated the striking
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optical properties of the white beetle Chyphochilus. The back of this animal is covered
by scales hosting a dense, random anisotropic network made of chitin. Despite the low
refractive index and the low thickness of the system, the network displays incredibly high
brightness and whiteness, feature denoting a high scattering strength reached thorough a
smart arrangement of the scattering centers. In this work we investigated the structural
feature behind this optical behaviour, unveiling through experimental measurements
and numerical modeling the strategy behind the brightness and whiteness optimization:
the anisotropic arrangement of the chitin filaments.
In Chapter 1 the theoretical methods exploited in this work are presented, describing
the formalism to tackle light transport problems both in terms of wave transport and
in terms of incoherent intensity propagation. In the first part, starting from Maxwell
equations, we derive an expression of the electric field resonances for an ensemble of
coupled electric dipoles. In the second part, starting again from Maxwell equations, we
show the procedure to retrieve the Radiative transfer equation (RTE) and the diffusion
approximation (DE).
In Chapter 2 the analysis on 2D fractal ensemble of strong resonant scattering centers
is performed. A brief overview on the geometrical properties of fractal is presented and
the impact of self-similarity on the optical properties of other fractal systems previously
studied is shortly discussed. Then the resonances of the fractal system are computed,
studying the size statistics both in term of number of scattering particles involved and
in terms of effective size. We show how scale-invariant systems display coexistence of a
wide range of mode size not found in other disorder configurations.
In Chapter 3 an introduction on structural coloration in nature is presented, reviewing
biological photonic structures exploited by animals to reach specific color selection.
After an introduction on the white color, the optical properties of the Chyphochilus
and another white beetle, the Leipidiota Stigma, are described, reporting previous light
transport measurements proving that multiple scattering of light occurs inside the scales.
In Chapter 4 the experimental study on the morphology of the chitin random network
inside the Chyphochilus scale is performed. Evidences of anisotropic light transport are
reported and a claim of optimization of brightness through anisotropy is formulated.
In Chapter 5 we perform a modeling of the chitin random network, designing a simple
algorithm to generate numerically random network of rods with tunable structural
parameters. Performing FDTD simulations on systems with the same amount of material
but different degree of anisotropy, we show how the rod orientation plays indeed a role
in the scattering strength optimization of a beetle-like network system, confirming the
hypothesis of Chapter 4.
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CHAPTER 1

The study of light transport in random media:
mode analysis and diffusive transport

The theoretical models suitable to describe light transport in complex random media are,
like every model that describes classical light and matter interaction, based on Maxwell
equation, that, depending by the investigated phenomena, become solvable through one or
more approximations. Despite the same root, the theories developed and the approximation
involved could lead to tackle the problem of light propagation with very different approaches.
In this chapter a description of the theoretical formalism exploited in the thesis to perform
a study on the scattering properties of the two types of complex systems investigated
will be presented. Both systems considered belong to the vast class of disordered optical
media, commonly characterized by multiple light scattering transport. The first type,
studied in Chapter 2, are 2D fractal distributions, will be investigated through a coupled-
dipole formalism where the electric field resonances of the systems are computed from
Maxwell equations. Capturing thus the intrinsic wave nature of the transport, phase and
coherent properties of light are taken into account studying the electromagnetic modes
of the system. The second type of disordered media, presented in Chapter 4.3.1, is an
anisotropic random network with unique optical properties. In this case it will be studied
in the radiative transfer frame, i.e. neglecting the phase of the propagating light and
describing the transport only in terms of intensity propagation. Before the description
of the radiative transfer theory, the derivation of the radiative transfer equation from
Maxwell equation is presented.

1.1 Coupled dipole formalism and mode analysis

In classical electrodynamics, the electromagnetic field generated by the presence of
static electric charges is represented by the electric field vector E and the magnetic
inductance B, that together with the electric displacement D and the magnetic field H
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1 The study of light transport in random media: mode analysis and diffusive transport

allows through Maxwell equations a description of steady-state and temporal dependent
phenomena in both vacuum and dielectric or metallic objects. In the macroscopic picture,
in order to describe the total field in the presence of a dielectric medium, it is necessary to
consider how the charges bounded to their atoms and molecules, respond to the applied
external field. The dipole moments allign inducing an electrical polarization P (dipole
moment per unit volume) in the medium, related to the electric displacement by the
relation D = E+4⇡P. Taking into account also molecules and atoms magnetic moments
induced by the motion of the bounded charges, we can also define the magnetization M
(magnetic moment per unit volume) related to the magnetic inductance by B = H+4⇡M.
Inserting the above relations in Maxwell equations for a non conductive medium with
no free currents or free charge densities we get

r ·E = 4⇡e⇢ (1.1)
r ·B = 0 (1.2)

r⇥E = �1

c

@B

@t
(1.3)

r⇥B =
1

c

@E

@t
+

4⇡

c
ej (1.4)

with

ej = @P

@t
+ c(r⇥M) and e⇢ = �r ·P (1.5)

defined respectively as the bounded current density and the bounded charge density [1].
This substitution has the scope to include in Maxwell equations the medium properties
keeping them formally identical to the Maxwell equation in the vacuum (D = E and
B = H) with e⇢ and ej substituting the distributions of charge ⇢ and current j. The
mode analysis of disorder systems carried on in this work is based on the analysis of the
collective excitations of ensembles of scattering centers modeled as dipoles with the same
polarizability. The coupled-dipole approximation (CDA), known also as discrete-dipole
approximation (DDA) is a method largely used to describe the scattering properties
of particles of arbitrary shape. Since macroscopic properties of a dielectric object
are affected by the coupling of molecules and atoms to the incident electric field, the
continuum medium can be approximated to an array of dipoles with a defined spatial
distribution and polarizability determined by the bulk refractive index of the medium [2,
3, 4, 5, 6]. A distribution of N scattering centers can thus be modeled as a distribution
of N periodic array of linear electric dipoles. Adding to an external field the mutual
interaction between the dipoles, the resonance field amplitudes can be obtained solving
a set of linear equations. A further approximation consists in neglecting the physical
size of each scattering center, replacing it by a single point-like particle. This method
known as point-scatterers approximation has been already proved to be a useful tool
for the study of classical wave propagation in multiple scattering media, simplifying
multiple scattering calculations still allowing the description of the related phenomena
[7, 8, 9]. In the following part the field in an ensemble of N dipoles is retrieved from
Maxwell equations. For the Maxwell equations (1.1)-(1.4) is possible, exactly as in the
vacuum case, to introduce a vector potential A and a scalar potential �, obtaining a
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1.1 Coupled dipole formalism and mode analysis

smaller number of second-order equation that identically satisfies the Maxwell equations.
As the curl of a divergence is zero, (1.2) is satisfied by the condition

B = r⇥A (1.6)

that inserted in equation (1.3) leads to the relation of E in terms of A and an arbitrary
vector potential �

E = �1

c

@A

@t
�r(�). (1.7)

Substituting (1.6) and (1.7) in (1.4) and (1.1) and using the identities r⇥r⇥ a =
r · (r · a)�r2a and r ·ra = r2a we obtain

r2A� 1

c

@2A

@t2
�r

✓
r ·A+

1

c

@�

@t

◆
= �4⇡

ej
(1.8)

r2�� 1

c

@2�

@t2
� 1

c

@

@t
(r ·A+

1

c

@�

@t
) = �4⇡�. (1.9)

The following relation between A and �,

r ·A� 1

c
� = 0 (1.10)

known as Lorentz condition, allows to simplify (1.8) and (1.9) to the couple of inhomo-
geneous wave equations

r2A� 1

c

@2A

@t2
= �4⇡

ej
(1.11)

r2�� 1

c

@2�

@t2
= �4⇡�. (1.12)

which solutions can be used in (1.6) and (1.7) to retrieve E and B. One possible way to
write a function for A and � that satisfies these wave equations is to formulate these
quantities in terms of retarded potentials [10]

A(r, t) =
1

c

Z

V

ej(r0, t�R/c)

R
dV 0 and �(r, t) =

Z

V

e⇢(r0, t�R/c)

R
dV 0 (1.13)

where R = |r� r0| is the distance between r and the volume element at the point r0.
The origin of the name retarded potentials is due to the particular time dependence of
the contribute of A and � from each single volume element that take into account the
time R/c needed for light to travel from r to r0. Again, these expressions are analogous
to those one would performing the same calculations from Maxwell equation in vacuum
instead of (1.1)-(1.4). This fact allows to exploit (1.5) to write the retarded potentials
(1.13) as a function of the electrical polarization and the magnetization:

�(r, t) =

Z

V

r0 ·P(r0, t�R/c)

R
dV 0 (1.14)
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1 The study of light transport in random media: mode analysis and diffusive transport

A(r, t) =

Z

V

1

R
(r0 ⇥M(r0, t�R/c) +

1

c

@r

@t
P(r0, t�R/c)) dV 0 . (1.15)

Another method to represent the electromagnetic field in a medium consist in defining
the Hertz vectors ⇧e and ⇧m, formulated in terms of the potentials A and � as

� = �r ·⇧e (1.16)

A =
1

c

@⇧e

@t
+r⇥⇧m. (1.17)

These expressions relate the Hertz vector to P and M by simpler expressions than (1.15)
and (1.14) for A and �. The analogy between equations (1.16)-(1.17) and (1.5), ensures
the validity of (1.10), allowing to write the analogous of (1.12) and (1.11) for the Hertz
potential

r2⇧e �
1

c

@2⇧e

@t2
= �4⇡P (1.18)

r2⇧m �
1

c

@2⇧m

@t2
= �4⇡M. (1.19)

with solutions expressed in terms of retarded potentials:

⇧e =

Z
P(r0, t�R/c)

R
dV 0 and ⇧m =

Z
M(r0, t�R/c)

R
dV 0 . (1.20)

Now that the expressions relating the Hertz vectors and the electric polarization and
magnetization has been introduced, their relations with the fields E and B can be
written explicitly. Substituting A as defined in (1.6) with (1.17) gives an expression for
B, while combining (1.6) and (1.7) with (1.16) provides an equation for E1:

B = r⇥
✓
1

c

@⇧e

@t
+r⇥⇧m

◆
(1.21)

E = r⇥
✓
�1

c

@⇧m

@t
+r⇥⇧e

◆
+ (r2⇧e �

1

c2
@2⇧e

@t2
) (1.22)

1.1.1 The field of a linear dipole ensamble

From Maxwell equation (1.1)-(1.4) for a non conductive medium, homogeneous and
isotropic, with no current or density charges, an expression for the Hertz vectors and
their relations with E and B have been retrieved. These relations will now be applied to
the case of an electric linear dipole positioned at r0 oscillating along a direction defined
by the unit vector n. The electric polarization can be written as [1]

P(r, t) = p(t)�(r� r0)n̂ (1.23)

1The identity rr · a = r⇥r⇥ a+r2
a has been used
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1.1 Coupled dipole formalism and mode analysis

that according to (1.20) gives the associated vector potential

⇧e =
p(r0, t�R/c)

R
n̂. (1.24)

As (1.24) is a solution of the homogeneous wave equation for vacuum and ⇧m = 0, the
electric field generated by the dipole expressed through (1.22) takes the form

E = r⇥r⇥⇧e, (1.25)

that according to the first equation of (1.20) can be written as

E = r⇥r⇥
Z

P(r0, t�R/c)

R
dr0 (1.26)

1.1.2 Scattering by N-dipole system: eigenvalues problem

In this section a derivation of the modes supported by an open system of electric dipoles
is presented following the procedure in [11]. Let us consider a monochromatic field
incident on N dipoles distributed in the x-y plane of the form E0(r, t) = E0(x, y)e�i!têz,
polarized along z, the direction perpendicular to the dipoles plane. As a consequence,
the polarizability of the medium takes the form P(r, t) = P (x, y)e�i!têz. This particular
choice of the polarization direction permits to perform the calculation in the scalar
approximation. As the system is a collection of point-like dipoles the polarizability of
the whole medium is

P (x, y) =
NX

a=1

pa�2(x� xa, y � ya), (1.27)

where pi and (xa, ya) represent respectively the polarizability and the position of the
a-th dipole. The electric field of the polarized medium can be expressed as the sum of
the free field solution of Maxwell equation in vacuum with wavenumber k0 = !0/c, and
the field radiated by the medium. Exploiting the Maxwell equation in integral form
(1.26), it can be written as

E(r, t) = E0(r)e
�i!0t +r⇥r⇥

Z
dr0P(r0)

e�i!0tei
!0|r�r0|

c

|r� r0| , (1.28)

obtaining the steady-state equation

E(r) = E0(r) +r⇥r⇥
Z

dr0P(r0)
eik0|r�r0|

|r� r0| . (1.29)

As both the incident field and the medium are polarized along the z direction, the second
term of the equation (1.29), the electric field radiated from the a-th dipole, considering
the expressions (1.27) becomes

E(⇢) = êzk
2
0pag(2)(⇢� ⇢a) (1.30)
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1 The study of light transport in random media: mode analysis and diffusive transport

where for the sake of clarity the coordinates in the dipoles plane have been written as
⇢=(xa, ya). The term g(2) in the equation represents the 2D Green function

g(2)(⇢�⇢a) =

Z 1

�1
dz

eik0|r�ra|

|r� ra|
= 2K0(�ik0|⇢�⇢a|) = i⇡H(1)

0 (k0|⇢�⇢a|) (1.31)

that can be written in terms of the modified Bessel function of the second kind K0 or
the Hankle function of the first kind H0.2 In order to perform reliable mode analysis
in the frame of the point-like approximation, it is necessarily to provide a proper
expression of the coupling between each single dipole and the electric field, that means
to choose the proper scattering cross section. A realistic and self-consistent description
is possible assuming that the average energy is conserved in the scattering process [12,
13]. Therefore, if we isolate a single dipole, then the time-averaged field energy flux
integrated over a closed surface ⌃ surrounding it should vanish for an arbitrary incident
wave, namely,

Z

⌃
ds S(r) =

c

4⇡

1

2
Re

Z

⌃
ds{E(r)⇥H⇤(r)}. (1.32)

with s unit vector normal to the surface. Integrating this equation (1.32), after calcula-
tions [11], one get the following coupling expression

⇡k20|pa| = Im{p⇤aE0(⇢a)} (1.33)

where E0(⇢a) is the field of the wave incident on the a-th dipole

E0
a(⇢a) = E0(⇢a) +

X

a 6=b

Eb(⇢a) (1.34)

Assuming that the dipole moment pa is a linear function of the electric field E0(⇢a)
equation (1.33) becomes

i⇡k20|pa| =
ei�a � 1

2
E0(⇢a). (1.35)

where �a, is some arbitrary real number. Thus, to provide energy conservation, the
dipole moment must be coupled to the electric field of the incident wave by a complex
"polarizability" (ei�a�1)/2 which phase of the a-th scatterer shows frequency dependence
�a = �a(k) . This fact is not specific for the considered two-dimensional case; it remains
valid also in three dimensions, as it will be shown for the sake of completeness in
1.1.3. Inserting (1.35) into (1.30), using (1.34), and introducing the following convenient
notation for the 2D Green function

⇡Ga,b = (1� �a,b) g(2)(⇢� ⇢a) = (1� �a,b)i⇡H
(1)
0 (k0|⇢� ⇢a|), (1.36)

2The Hankle function of the first kind is also known an Bessel function of the third kind
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1.1 Coupled dipole formalism and mode analysis

one obtains a linear system of N equations which solutions are the stationary electric
field distributions at the position of any a-th dipole

E0
a(⇢a) = E0(⇢a) +

1

2i

NX

b=1

Ga,b(e
i�b � 1)E0

b(⇢b) (1.37)

with a in the range 1,...,N. The modes of the system are the solutions of equation (1.37)
without source, thus, once assumed that the scattering properties are the same for all
dipoles (this means �b = �), the modes are the solutions of the following eigenvalue
problem

NX

b=1

Ga,b E
0
b(⇢b) =

2i

(ei� � 1)
E0

a(⇢a). (1.38)

To conclude, starting from Maxwell equations in a medium and studying the field
generated by N dipoles with the same resonant frequency and same dipole moment, the
modes supported by the systems are eigenvectors of the N ⇥N Green matrix.

1.1.3 Eigenvalue problem in the 3D case

The same eigenvalue problem can be formulated starting from the general concept of
single scattering in 3D space and requiring the validity of the optical theorem [14].
Considering a single scattering particle with refractive index n(r) and volume V in an
host medium with refractive index n, assuming again a non-magnetic systems without
charges and currents, it is possible to perform the time derivative of Maxwell equation
(1.3) to retrieve the following expression3:

�n(r)

c2
@2E

@t2
+r2E�r(r ·E) = 0 (1.39)

that in the case of a time-harmonic dependence of the field become

r2E(r) + k2E = F (r)E(r) +r(r ·E(r)) (1.40)

where k = n0!/c and F (r) = k2(n(r)2/n2
0 � 1) usually called scattering potential,

vanishing for r outside V . The equation represent the scattering problem for vector wave,
taking into account the change in polarization due to the presence of the source term
r(r ·E(r)), which couple the Cartesian components of E. In the scalar approximation,
i.e. ignoring polarization effect and approximating the field to scalar waves, the coupling
term is neglected and (1.40) become

r2E(r) + k2E = F (r)E(r) (1.41)

3The identity rr · a = r⇥r⇥ a+r2
a has been used
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1 The study of light transport in random media: mode analysis and diffusive transport

which solution can be written as the combination of an incident and a scattered field
E(r) = E0(r) + Esca(r), with E0(r) incident field and

Esca(r) =

Z

V
F (r0)E(r0)G(r, r0) dr0 (1.42)

with G(r, r0) = exp(ik|r� r0|)/4⇡|r� r0| free-space outgoing Green function. In the far-
field (r >> r0) the Green function can be factorized in G(r, r0) = exp(ikr) exp(�iks · r0)/4⇡r,
with s unit vector along r. Considering an incident plane wave E0(r) = E0 exp(iks0 · r)
propagating along the direction of the unit vector s0, the expression for the scattered
field become

Esca(r) = E0f(s, s0)
eikr

r
(1.43)

where the f(s, s0) is the scattering amplitude defined as

f(s, s0) =
1

4⇡

Z

V
F (r0)

E(r0)

E0
e�iks·r0 dr0 (1.44)

defined respect to the incident direction s0. To further simplify calculations let’s assume
that the scattering particle is spherically symmetric and placed at r=0. The far-field
wave function can be written as

E(r) ' eikr + f(k)
eikr

r
, (1.45)

with f(k) scattering amplitude depending only by the wavenumber due to the particle
symmetry. As it has been done before, the size of the particle is neglected, requiring
the conservation of energy as the only criteria to find an expression for the particle
polarizability. Assuming the scattering as elastic, the optical theorem4 holds

|f(k)|2 = 1

k
Im{f(k)}. (1.46)

This requirement allows to determine the scattering amplitude of the process

f(k) =
ei2�(k) � 1

2ik
(1.47)

The total electric field scattered by the N-particle system is again the sum of the incident
field E0(r) and the field scattered by each particles

E(r) = E0(r) +
NX

j=1

fj(k)
eik|r�rj|

|r� rj|
. (1.48)

Assuming, like it have been done for the 2D case, that all the particle exhibit the same
scattering properties, i.e. the same scattering amplitude, the field acting on the a-th

4Derivation of the optical theorem can be found in subsection 1.2.2.
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1.2 From Maxwell Equation to Radiative Transfer Theory

dipole can be written as

E(ra) = E0(ra) +
ei2�(k) � 1

2i

X

a 6=b

eik|ra�rb|

|ra � rb|
E(rb). (1.49)

that leads, requiring E0(ra) = 0 to obtain the system modes, to the analogous eigenvalue
problem

NX

b=1

G3D
a,bE(rb) =

2i

ei2�(k) � 1
E(ra). (1.50)

where G3D
a,b = eik|ra�rb|/|ra � rb| is the 3D Green function term. The physical meaning

of the eigenvalues and the mode features for different type of systems are deeply examine
in Chapter 2.

1.2 From Maxwell Equation to Radiative Transfer Theory

In the previous section, the electrodynamics problem of modes arising from interference
effect between waves scattered by dipoles have been addressed using Maxwell equation.
The resulting expression (1.49) can be thought in the frame of multiple scattering theory
as the Born expansion, truncated to the first order (single scattering approximation), in
a system of general shaped particles. This means that, from an infinite series where each
n-th order term represents the electric field contribute n times scattered by particles,
only the first order, i.e. the single scattering between every couple of particles, is
considered. Taking into account also higher order terms allows to solve exactly light
transport problem for every type of system, determining analytically all the effect of
multiple scattering, diffraction and interference. However, multiple scattering theory is
not the most common formalism used for disorder media description. For more than 100
years disorder media light propagation have been tackled with a simple and intuitive
heuristic theory, the radiative transfer equation (RTE). This is a phenomenological
expression of the transport problem that lacks of a rigorous mathematical formulation
but able to account for all the physical effects involved in light propagation. Despite
apparently unrelated to the laws of classical electrodinamics, the striking success of the
theory proved RTE to be valid in many different fields providing useful models for many
practical problems [15]. Shortly after the formulation in the sixties, a first rigorous
mathematical relation between RTE and classical electrodynamics have been established
in 1975 by G. C. Papanicolaou and R. Burridge, that, following a perturbation procedure,
derived RTE from Maxwell equations in continuous random media [16]. More recently,
it has been demonstrated by Tsang [17] and Mishchenko [18, 19] that, under certain
simplifying assumptions, the RTE can be derived from Maxwell equations also in discrete
multiple scattering media. In the following part the procedure to retrieve the RTE
from Maxwell equations is presented. The derivation is based on references [18, 20].
From RTE, a further widely used approximation suitable to simplify calculations and
to successfully interpret light transport in random media is described: the diffusion
approximation. Making proper assumptions, the RTE becomes a diffusion equation
(DE), i.e the intensity propagation is described as a diffusion process. That is the theory

9



1 The study of light transport in random media: mode analysis and diffusive transport

employed to study the exotic disordered network in chapter 4.

1.2.1 Poynting theorem and energy conservation

RTE is based on the condition of energy conservation, requiring a balance of the quantity
of energy

I(r, t, s) dt dS cos ✓ d⌦ (1.51)

radiated per unit of time dt into a solid angle d⌦ pointed by a unit vector s forming
an angle ✓ with the normal of a small area dS. The quantity I(r, t, s) [Wm�2sr�1] is
called specific intensity and represents the main concept underlying the description of
light transport in disordered media. The concept of an angular-dependent flow of energy
expressed by I(r, t, s) has no direct counterpart in electromagnetic theory, where the
Poynting vector field assumes a single value (and therefore a unique direction) in each
point in space. The connection with Maxwell equations can be established [18, 20]
considering a volume-averaged definition of the continuous Poynting vector field [15].
To explain this idea, we now consider an isotropic medium with permeability µ and
dielectric permittivity ✏. Maxwell equations can be expressed as

r ·E =
⇢

✏0
(1.52)

r ·B = 0 (1.53)

r⇥E = �@B

@t
(1.54)

r⇥B = ✏µ
@E

@t
+ µj. (1.55)

By multiplying (1.54) and (1.55) by B and E respectively, and taking their difference,
we can rewrite

1

µ
r · (E⇥B) =

1

µ

✓
✏µE · @E

@t
+B

@B

@t

◆
�E · j (1.56)

where the vector identity r · (a⇥ b) = b · (r⇥ a)� a · (r⇥ b) have been used. In
(1.56) one can recognize both the partial time derivative of the total electromagnetic
energy

W (r, t) =
1

2µ

✓
1

c2
E ·E+B ·B

◆
(1.57)

and the divergence of the energy flux density

S =
1

µ
E⇥B, (1.58)

that makes (1.56) a continuity relation bounding the electromagnetic energy and its
flux. The term E · j represent the Joule heating, that is the dissipation of energy due to
absorption by charges. Energy dissipation in an isotropic medium is defined by Ohm’s

10



1.2 From Maxwell Equation to Radiative Transfer Theory

law as j = !✏00E, where ! is the frequency of the electromagnetic wave and ✏00 is the
imaginary part of the permittivity ✏ = ✏0(r) + i✏00(r). Joule heating can therefore be
formulated in terms of the absorbed energy per unit volume

dPabs

dV
= E · j = !✏00E2, (1.59)

that gives the Poynting theorem

@W

@t
+

dPabs

dV
+r · S = 0 (1.60)

valid for time-harmonic electromagnetic field with E and B mutually orthogonal. How-
ever, as the period of an electromagnetic wave in the optical frequency range is several
orders of magnitude smaller than any experimental time measurement, we are rather
interested in time-averaged quantities. Expressing E(r, t) and B(r, t) as plane wave
solutions of Maxwell equations

E(r, t) = E0êe
ik·re�i!t (1.61)

B(r, t) =
p
✏µE0b̂e

ik·re�i!t (1.62)

the time-averaged Poyinting vector is

hSi w 1

T

Z T

0

1

µ
[E(r, t)⇥B(r, t)] dt =

E0

2

r
✏

µ
s (1.63)

with s unit vector in the direction perpendicular to both E and B. This means that the
validity of the time-averaged expression for the Poynting vector that we derived is limited
to the far-field, where the electromagnetic fields propagate as a plane wave directed
towards s. Keeping in mind this assumption, we can analogously derive time-averaged
expressions for the energy density and the absorbed power

hW i = ✏0
2
|E0|2 =

p
✏µ hSi · s (1.64)

⌧
dPabs

dV

�
=

1

2
!✏00|E0|2 =

r
µ

✏
!✏00 hSi · s. (1.65)

Using the time-averaged formulas (1.63), (1.64) and (1.65) and writing the speed of light
in the medium as v = 1/

p
✏µ one gets

1

v

@ hS(r)i · s
@t

+

⌧
dPabs

dV

�
+r · hS(r)i = 0 (1.66)

which is the time-averaged expression of (1.60) and represents the conservation of energy
flux along the direction of the Poynting vector s. Of course, energy conservation must
keep its validity along any arbitrary direction sj, and we can rewrite

1

v

@ hS(r)i · sj
@t

+

⌧
dPabs

dV

�
(s · sj) + sj ·r(hS(r)i · sj) = 0 (1.67)

11



1 The study of light transport in random media: mode analysis and diffusive transport

where the following relation has been used

r · (hS(r)i · sj) · sj = r(hS(r)i · sj). (1.68)

Equation (1.67) expresses that energy conservation is rotational invariant, i.e. that
power is conserved irrespective of the angle between the detector and the power flux.
The total power measured experimentally by a detector of area A placed at r with
surface normal n can be therefore expressed as P (r) =

R
A hS(r

0)i · n dS0. Finally,
in the case of a non-absorbing medium (dPabs/dV =0) under continuous illumination
(@ hW (r, t)i /@t=0) which contains no sources, the conservation of energy simply states
r · hSi or, alternatively, that the averaged total flux of energy

R
⌃ hSi ·n dS through any

closed surface ⌃ is zero.

1.2.2 Single scattering optical parameters

In section 1.1.3, a description of the single particle scattering has been introduced,
defining one of the quantities that relates incident field and spherical wave scattered by
the particle. It is possible to define now the components of the time-averaged Poynting
vector hSscai associated with the incident and scattered fields

hSinci =
|E0|2✏v

2
s0 (1.69)

hSscai =
|E0|2✏v

2

|f(s, s0)|2

r2
s. (1.70)

Using (1.43), several common quantities which refer directly to the properties of the
particle can be defined, eventually used to investigate collective scattering properties
from more than one particle, and therefore exploited in the study of light propagation
in a disorder medium. Considering the amount of energy lost due to absorption in
the interaction of the incident light with the particle, an expression for hPabsi can be
formulated

hPabsi =
Z

V

⌧
dPabs

dV

�
dV =

!

2

Z

V
✏0(r)|E(r)|2 dV (1.71)

representing the amount of energy lost per unit of time due to absorption. Normalizing
this power by the energy rate impinging on the particle, we obtain the absorption
cross-section

�a =
hPabsi
hSinci

=
k

2E2
0✏

Z

V
✏0(r)|E(r)|2 dV (1.72)

which depends solely on the material properties of the particle and its geometry. A
scattering cross-section is similarly obtained as

�sca =
hPscai
hSinci

=

Z

V

r · Ssca

hSinci
dV =

Z

S

Ssca · n
hSinci

dS (1.73)
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1.2 From Maxwell Equation to Radiative Transfer Theory

that using (1.70) and (1.69) lead to

�sca =

Z

S
|f(s, s0)|2

dS

r2
=

Z

4⇡
|f(s, s0)|2 d⌦ (1.74)

where dS /r2 have been substituted with the solid angle d⌦ assuming that the center of
integration is positioned at the center of the particle. The sum of the absorption and
scattering cross-sections is usually indicated as the total or extinction cross-section

�tot = �sca + �abs (1.75)

which is a particularly relevant microscopic quantity since it depends only on the incident
direction of propagation and can be measured experimentally in the far-field. This
quantity provides important information on the microscopic properties of a scattering
particle through the optical theorem, already mentioned in section 1.1.3, that can be
formulated in terms of �tot as

�tot =
4⇡

k
Im(f(s, s0)) =

4⇡

k2
|f(s, s0)|2. (1.76)

Another parameter is now introduced, the phase function,5 direct expression of the
square modulus of the scattering amplitude

p(s, s0) =
1

�tot
|f(s, s0)|2. (1.77)

The phase function can be interpreted statistically as the probability distribution for
incident light on the particle from direction s0 to be scattered in direction s, that through
(1.73) lead to a definition of another quantity, the albedo

a =
�sca
�tot

=

Z

S
p(s, s0) d⌦ , (1.78)

expressing the absorption of the particle (its value is 1 for non-absorbing particles).
The phase function is actually a complex function, that can be solved analytically only
for simple shapes of the scatterer. Anyway it is possible to retrieve, in the case of
large ensemble of scatterers randomly oriented, an approximated form called Henyey-
Greenstein phase function [21]

pHG(s, s0) =
a

4⇡

1� g2

(1 + g2 � 2gs · s0)3/2
, (1.79)

where g is the scattering anisotropy factor (g 2[-1,1]), related to the phase function by

g = hs · s0i = hcos ✓i =
R
4⇡ p(s, s0)s · s0 d⌦R

4⇡ p(s, s0) d⌦
, (1.80)

5The name phase function is actually misleading, it is not related to the wave phase.
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1 The study of light transport in random media: mode analysis and diffusive transport

a general parameter expressing the scattering directionality from completely forward (g
= 1) to completely backwards (g = �1), with g=0 representing the isotropic scattering
case.

1.2.3 Multiple scattering optical parameters

The introduced optical properties of the single particles will be exploited to formulate
the energy density flow hSi for a random ensemble of particles. The field scattered by a
system of N particles is the sum of the contributes of the field scattered by every particle,
as expressed in (1.48), where each contribute is a function of the scattering amplitude
(1.44). Computing the intensity |E(r)|2 of the total field, sum of the incident field and
the field scattered by all the particles E(r) = Einc(r) +Esca(r), and writing the results
in terms of energy density flow, the following relation is obtained

hS(r)i = hSinc(r)i+
NX

i=1

hSsca(r)ii +
NX

i,j=1 i 6=j

hSsca(r)ii,j + ... (1.81)

where hSsca(r)ii is the contribution due to particle i, hSsca(r)ii,j results from the inter-
ference from particle i and j, and all higher order terms have not been written explicitly,
as the series contains as many terms as there are combinations between N particles.
Assuming that the wavelength of light is much smaller than the typical distances involved
in the problem, it is possible to simplify the problem neglecting the interference terms
related to scattering between particles. Therefore expression (1.81) becomes

hS(r)i = hSinc(r)i+
NX

i=1

hSsca(r)ii , (1.82)

where the scattering components can be rewritten as

hSsca(r)ii = �tot hSinc(ri)i · s
p(si, s)

|r� ri|2
si (1.83)

using the definitions of hSinci (1.69) and of the phase function (1.77). In many practical
situations we do not know the number of particles N nor their sizes or shapes. However,
if we assume that they all have the same average radius R and random orientation, we
can introduce few average quantities with statistical significance such as the scattering
coefficient and the absorption coefficient (or their associated mean free paths)

µs = n�sca =
1

ls
(1.84)

µa = n�abs =
1

la
, (1.85)

where n is the number density of particles in the element of volume. Finally, to take
into account the scattering anisotropy factor g, another quantity is introduced to relate
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1.2 From Maxwell Equation to Radiative Transfer Theory

Fig. 1.1: From left to right: representation of the Poynting vector field hS(r0)i
evaluated at r0 2 �V . Averaging over the differential volume �V we obtain
a volume-averaged flow of energy kS(r)kV pointing at an average direction
hs(r)iV , with different projections along arbitrary directions sj .

the scattering coefficient of an anisotropic particle to that of an isotropic one

µ0
s = µs(1� g) =

1

lt
(1.86)

which is called the reduced scattering coefficient. Its inverse, the reduced scattering
mean free path or transport mean free path lt, represents the distance that light needs to
travel before it loses every residual correlation with its original direction of propagation.
This distance diverges asymptotically as g �! 1, while it is equivalent to ls for g = 0,
consistently with the definition of isotropic scattering. As we will see in the following,
this relation expresses the fact that, under the diffusive approximation, the transport
of light in a medium characterized by scattering parameters µs and g 6= 0 can be
mapped identically into that of a system with µ0

s and g = 0. This degeneracy is usually
recognized as the similarity relation [22, 23]. It is important to stress the statistical
nature of the parameters that we introduced to describe radiative transport. Both
the scattering/absorption coefficients and our choice of a phase function are basically
independent of the actual size and properties of each individual particle, and make
sense only from a statistical point of view. In most applications, though, this statistical
approach and the loss of wave properties that characterizes multiple scattering in the
radiative transfer framework does not constitute a problem.

1.2.4 Specific intensity, average intensity and flux

In order to derive the RTE, we consider the time-averaged Poynting vector hSi = Ss,
computing its average over a small volume �V [20, 15]. For each point r0 2 �V the
Poynting vector has a well defined value hS(r0)i pointing along a certain direction s0

(Figure 1.1). The resulting integral can have contributions along any direction sj , each
one with a normalized weight

wr(sj) =
1

�V kS(r)kV

Z

�V
S(r� r0)s0 · sj dr0 (1.87)
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1 The study of light transport in random media: mode analysis and diffusive transport

where kS(r)kV is the magnitude of volume-averaged flow

kS(r)kV =
1

�V

Z

�V
S(r� r0)s0 dr0 . (1.88)

We can now express the average direction of energy flow

hs(r)iV =
1

4⇡

Z

4⇡
wr(sj)sj d⌦ (1.89)

and finally write the volume-averaged energy flow as

hS(r)iV = kS(r)kV hs(r)iV (1.90)

which is the quantity that will be used to establish a connection with the concept of
specific intensity. As we mentioned at the beginning of section 1.2, the specific intensity
represents the amount of power per unit area that flows in a certain direction defined by
a unit solid angle. In terms of the average energy flow defined in equation (1.90), we
can define it as

I(r, t, s) =
1

4⇡
kS(r)kV wr(s) (1.91)

where wr(s) expresses the probability of the averaged flow to point in direction s as
shown in equation (1.87). We must note that the specific intensity is inherently referred
to a certain frequency interval: we will in general omit such dependence and consider
quasi-monochromatic light.
Starting from the specific intensity, another relevant quantity that we can derive is the
average intensity at a point r, expressed as the volume average of the Poynting vector
integrated over all directions,

U(r, t) =

Z

4⇡
I(r, t, s) d⌦ =

1

4⇡
kS(r)kV

Z

4⇡
wr(s) d⌦ = kS(r)kV (1.92)

which is equal to the magnitude of the volume averaged energy flow. Related to this
expression, a quantity that is commonly used in the radiative transfer formalism is the
energy density u(r, t). A convenient way to define it is to consider the definition of
energy density (1.65) that we obtained directly from Maxwell equations and relate it to
the volume averaged Poynting vector, obtaining

u(r, t) =
1

v�V

Z

�V
|
⌦
S(r� r0)

↵
| = 1

v
kS(r)kV =

U(r, t)

v
. (1.93)

Neither U(r, t) nor u(r, t) contain any information regarding the average direction of
propagation, though. The main quantity that is connected to the overall flux of energy
is the flux density

F(r, t) =

Z

4⇡
I(r, t, s)s d⌦ =

1

4⇡
kS(r)kV

Z

4⇡
wr(s)s d⌦ = kS(r)kV hs(r)iV . (1.94)
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1.2 From Maxwell Equation to Radiative Transfer Theory

which is a vector with magnitude and direction of the average flow of electromagnetic
energy, already described in (1.90).

1.2.5 Derivation of RTE

Now that all the quantities necessary to retrieve the RTE from classical electrodynamics
have been introduced, a connection between the Maxwell equation and the RTE will
be established computing the volume average of the Poynting theorem (1.60). Using
the time-average expression for the Poynting vector (1.66), valid in the far-field of the
scattering system, and integrating over a small volume �V containing N particles with
absorption cross-section �abs and scattering cross-section �sca, one gets

Z

�V
(s · sj)


1

v

@S(r� r0)

@t
+

⌧
dPabs

dV

�
+ sj ·rr0S(r� r0)

�
dr0 = 0. (1.95)

This is the RTE expressed in terms of Poyting vector. The three terms indicates respec-
tively: the volume-averaged change in energy density, the volume-averaged absorbed
power, the volume-averaged change in energy flow. Performing several approximation
and formulating this equation in term of specific intensity, the usual RTE can be written.
The first term is analogue to the dipolar approximation in multiple scattering, therefore,
separating hSi in the incident hSinci and scattered hSscai and assuming that the volume
associated to hSinci V � �V is much larger than �V , the following condition is satisfied:

Z

�V
hSinci · sj dV >>

Z

�V
hSscai · sj dV . (1.96)

This consists in assuming the incident field on each particle simply given by the sum of
all scattered fields excluded its own. This small size of �V justifies another assumption,
that the incident field flux at any point inside such sample volume can be approximated
to the volume-averaged incident flow

hSinc(r)i · s ' kSinc(r)kV (1.97)

with s unit vector in the direction of the energy flow at r. Applying these two approxi-
mation to the first two terms of (1.95) and requiring that the far-field approximation is
valid within �V , i.e.

1

v

@

@t

Z

�V
hSi · sj dV '

1

v

@

@t
kSinc(r)kV wr(sj)�V, (1.98)

Z

�V

⌧
dPabs

dV

�
· (s · sj) dV ' N�abskSinc(r)kV wr(sj), (1.99)

it is possible to rewrite them in terms of the incident flux. Than the third term becomes
Z

�V
(s · sj)sj ·rr0S(r� r0) dr0 = wr(sj)krr0Sinc · sjkV �V (1.100)

+ wr(sj)

Z

�V
sj ·rr0Ssca(r� r0) dr0 (1.101)

17



1 The study of light transport in random media: mode analysis and diffusive transport

where the volume average change in hSi have been introduced

krr0Sinc · sjkV �V =
1

�V
(sj)

Z

�V
sj ·rr0Sinc(r� r0) dr0 . (1.102)

It has already be pointed out at the beginning of the section that the expression
(1.66) considered for the time-averaged Poynting vector in (1.95) is valid in the far-field
approximation. This corresponds to assume that the far-field approximation is valid in
the volume �V . Now requiring that �V is small enough to justify r ' r0 and rr  ! rr0 ,
we can write

krr0Sinc · sjkV ' sj ·rkSinckV , (1.103)

that can be inserted into (1.101). Applying the Gauss theorem to the last term of
(1.101), we obtain
Z

�V
sj ·rr0Ssca(r�r0) dr0 =

Z

⌃
S(out)
sca (r�r0)sj ·s0 dS0

Z

⌃
S(inc)
sca (r�r0)sj ·s0 dS0 (1.104)

where ⌃ is the surface enclosing �V . The outward flux represents the contribute from
the scattering of the N particles inside �V and the inward flux corresponds to the
contribution from the all outer volume V � �V . As the average scattering properties
are homogeneous in every position, it is correct to require that the total inward and
outward fluxes are equivalent at each boundary between volume elements �V . Thus we
can write for each r on ⌃ and

Z

⌃
S(inc)
sca (r� r0)sj · s0 dS0 '

NX

i=1

Z

⌃
(hSsca(r)ii · si))sj · s

0 dS0 (1.105)

where the hSsca(r)ii is the energy flux scattered inside �V by the i-th particle, given
by (1.83). Using (1.83) and the approximation (1.97) the following expression for the
inward flux is obtained

Z

⌃
S(inc)
sca (r� r0)sj · s0 dS0 ' N�totkSinc(r)kV

Z

4⇡
wr(s

0)p(s0, sj) d⌦ (1.106)

where, exploiting that the flux does not depend from the position of the particle in �V ,
dS0 /|r� ri|2 have been substituted with d⌦.
Now we have all the three expressions for the three terms in the volume average of the
Poyting theorem for energy conservation (1.95), and normalizing by �V to remove the
dependence from the arbitrary averaging volume, it can be formulated as

1

v

@

@t
kSinckV wr(sj) + µakSinckV wr(sj) + sj · kSinckV wr(sj) (1.107)

+ µskSinckV wr(sj)� µtot

Z

4⇡
kSinckV wr(s

0)p(s0, sj) d⌦
0 .

(1.108)
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1.2 From Maxwell Equation to Radiative Transfer Theory

This is the radiative transport equation for the time-averaged incoming energy flux hSinci
flowing in the direction sj , averaged over a volume �V . It is worth to point out that
µtot in the last term appears through the definition of phase function (1.77). It is the
product µtotp(s, s0) that yields the contribution which is solely due to scattering, i.e. the
absorption term related to the phase function that appears through µtot = µa + µs has
no direct physical meaning. Defining the specific intensity in terms of volume-averaged
incident flow

I(r, t, s) =
1

4⇡
kSinckV wr(s

0), (1.109)

(1.108) recovers the original form of the RTE as formulated from phenomenological
arguments in terms of scattering and absorption coefficents [24, 25]

1

v

@I(r, t, s)

@t
= �s ·rI(r, t, s) + (µs + µa)I(r, t, s) + µtot

Z

4⇡
I(r, t, s0)p(s, s0) d⌦0 .

(1.110)

The RTE in this form represents in a clear way the energy balance for the flow of energy,
where the variation of the specific intensity at the position r at time t along the direction
of s is given by the energy flowing through its boundaries s ·rI(r, t, s), the losses due
to scattering and absorption (µs + µa)I(r, t, s) and the gain due to scattering from any
direction s0 into s, µtot

R
4⇡ I(r, t, s

0)p(s, s0) d⌦0. Depending on the problem, a gain term
Q(r, t, s) can be added to the second member of the equation to describe the amount of
energy introduced in the along s by an eventual source in the system. A fundamental
property of the RTE is the invariance under specific transformations. One of the most
relevant is the scale invariance of the solution for a system with µtot = µs + µa and
phase function p(s, s0):

eI(er,et, s) =
✓
eµtot

µtot

◆3

I(r, t, s) (1.111)

with eI solution for a system with extinction coefficient eµtot, er = rµtot/eµtot and et =
tµtot/eµtot. This property allows to retrieve easily from a specific geometry result the one
for any other rescaled geometry, provided the conservation of the albedo a = µs/µtot

and p(s, s0) [26]. Another property is the relation between the solutions of RTE with
and without absorption, namely

I(r, t, s) = I(r, t, s|µa = 0)e�uavt, (1.112)

useful to determine numerical solution RTE, since it allows to calculate only one solution
per each (µs, g) pair, and then apply any µa dependence a posteriori [27]. It is now
necessary to illustrate the RTE range of applicability, recalling all the approximations
performed in the derivation. In order to describe the field scattered by the single particles
as an outgoing spherical wave, the far-field approximation have been used, requiring E
and B mutually orthogonal. Moreover all the derivation have been performed considering
additive intensities for the calculation of hSi and neglecting the 2-nd and higher order
terms in (1.81), i.e. neglecting the interference effects. Considering the independent
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1 The study of light transport in random media: mode analysis and diffusive transport

scattering regime, valid in the case of diluite systems, it has been possible to sum
incoherently the cross-sections �abs and �sca. Secondly, it has been assumed that the
sampling volume �V is enough large to contain a statistically representative amount of
scatterers, but yet so small to contribute negligibly to the scattered flow from the rest of
the sample volume. This approximation has been used also to substitute the Poynting
vector within �V with its volume-averaged value. Last, the scalar approximation, used
to simplify the calculations and neglect the term r(r ·E), coupling the diffent values
of the polarization along the cartesian coordinates, in the wave equation (1.40) used to
determine the scattering amplitude (1.47) for the single scattering process (subsection
1.2.2). It is important to mention the fact that polarization can be taken into account to
formulate the vector RTE, proved to play a non-trivial role in the transport properties
analysis [28].
Despite these approximations, it has been observed that the range of applicability of
the RTE goes well beyond the one dictated by the assumptions done in its derivation,
giving surprisingly reliable results in many physical configurations. Relevant examples
lays in the study of systems with thickness comparable to the wavelength [29] or
with high density of scatterers. In the latter where the far field and the independent
scattering approximations break down, mapping the dependent scattering problem into
an independent regime, where effective parameters are chosen according to the spatial
correlation in the system introduced by the high degree of packing of the particles [30,
31].

Monte Carlo method for RTE

RTE is an integro-differential equation extremely difficult to solve. Seeking for analytical
solutions, a common analytical method is to employ the so-called PN approximation,
consisting in calculating a spherical harmonics expansion of the specific intensity I(r, t, s)
and truncating it at the N -th order. As it will be show in the next section (1.3),
truncating this expansion at the first order is possible to approximate the RTE to a
diffusion equation. Instead of using an analityical approach, another common procedure
to obtain solutions of the RTE consists in using the Monte Carlo method [32, 33,
34]. This is a numerical method to solve physical and mathematical problems based
on stochastic processes, that allows to retrieve exact solutions of the RTE for light
propagation problems. The method is implemented mapping the multiple scattering
inside the medium in a random walk of fictious particles. It is important to point out
that this approach is a convenient and simple way to obtain solutions of the transport
problems but the particles undergoing the random walk should not be interpreted in the
physical picture. The basic idea is to generate a large number of "walkers" undergoing
a multiple sequence of scattering events. Both the length and the direction of each
step between two different scattering events is sampled numerically from the proper
probability distributions, taking into account the degree of anisotropy of the single
scattering set throught the parameter g defined in (1.80) and the mean free path of
the system defined throught the scattering coefficient in (1.84). Assuming that the
radiance is proportional to the particle spatial density, in the limit of an infinite number
of generated trajectories, the Monte Carlo method represents an exact solution to the
RTE. In this thesis, it has been used to prove that diffusion theory is still valid with
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1.3 From Radiative Transfer theory to diffusion equation

Fig. 1.2: Illustration of the P1 approximation.

a sufficient approximation in relatively optically thin systems, as reported in Chapter
4.3.1.

1.3 From Radiative Transfer theory to diffusion equation

It has been already pointed out that an analytical solutions of the RTE can be obtained
using the PN approximation. When the transport phenomenon is dominated by multiple
scattering, approximating the spherical harmonics expansion of the specific intensity
to the first order, i.e. P1 approximation, it is possible to retrieve from the RTE a
diffusive equation (DE) [15, 35]. This method, better known as diffusive approximation,
emerges as a widely and successfully used model to yield a variety of simple solutions for
both steady-state and time-dependent excitation [27, 36]. Let us consider homogeneous
disorder medium with a finite scattering mean free path ls. The derivation starts writing
the PN expansion of the specific intensity and considering only the P0 and P1 term.

I(r, t, s) ⇡ 1

4⇡
U(r, t) +

3

4⇡
F(r, t) · s, (1.113)

with U(r, t) average intensity and F(r, t) flux density, already defined in (1.92) and
(1.94) respectively. The assumption (1.113) is a good approximation for the specific
intensity if the contribution of higher-order spherical harmonics is negligible, which is
usually verified when the diffused light, after a high number of scattering events, is
scattered almost uniformly in every direction, but not exactly isotropically, as otherwise
F (r, t)=0. This is a small, but fundamental contribution to have effective transport.
Slightly "unbalancing" the transport along a privileged direction s, corresponds to the
case U(r, t)� 3/(4⇡)F (r, t)ṡ, depicted in Figure 1.2. Inserting (1.113) in the RTE in
(1.110), multiplying by s and integrating over the solid angles, it is possible to obtain
after some manipulations the following expression

✓
1

v

@

@t
+
�
µa + µ0

s

�◆
F(r, t) +

rU(r, t)

3
= 0. (1.114)
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A second equation can be obtained integrating the RTE with a source term over the
solid angle

1

v

@

@t

Z

⌦
I(r, t, s) d⌦+r

Z

⌦
s · I(r, t, s) d⌦+ µtot

Z

⌦
I(r, t, s) d⌦ (1.115)

� µtot

Z

⌦0,⌦
I(r, t, s0)p(s, s0) d⌦0 d⌦ =

Z

⌦
q(r, t, s) d⌦ . (1.116)

where the source energy density is

Q(r, t) =

Z

⌦
q(r, t, s) d⌦ . (1.117)

The fourth term of (1.116), representing the energy gain due to the scattering from any
direction s0 into s, can be expressed in terms of average intensity U(r, t):

µtot

Z

⌦0,⌦
I(r, t, s0)p(s, s0) d⌦0 d⌦ = µtotU(r, t)

Z

⌦0
p(s, s0) d⌦0 = µsU(r, t). (1.118)

Exploiting this identity, using the normalization of the phase function (1.78) and the
definition for the average intensity (1.92) and flux density (1.94), we can write
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@t
U(r, t) +rF(r, t) + µtotU(r, t)� µtotU(r, t) = Q(r, t) (1.119)

! 1

v

@

@t
U(r, t) +rF(r, t) + µaU(r, t) = Q(r, t) (1.120)

At this stage a second assumption is introduced, consisting of neglecting the time
variation of the diffused flux F (r, t) over a time range l0s/v, assuming that it is much
smaller than the vector itself

1

µ0
sv

����
@F(r, t)

@t

����⌧ |F(r, t)|. (1.121)

Neglecting the absorption6 in the medium we can use (1.121) to rewrite (1.114) and
(1.120) as

F(r, t) = �1

v
DrU(r, t) (1.122)

1

v

@

@t
U(r, t) +rF(r, t) = Q(r, t) (1.123)

where D is the diffusion coefficient defined as

D =
v

3µ0
s

, (1.124)

6Neglecting absorption does not lead to a lack of generality. Exploting the RTE property (1.112), it
is possible to decouple the absorption from the average intensity to derive the DE in the case of a
non-absorbing medium. Absoption term can than be added at a later stage [27, 37].
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1.3 From Radiative Transfer theory to diffusion equation

Fig. 1.3: Geometry of the slab configuration. The slab is infinite in the x and y
directions. The geometry has a cylindrical symmetry around the z-axis, where
⇢ represents the radial coordinate. Grey lines represent schematically light
propagation inside the slab.

independent of absorption. This allows to treat a posteriori the dependence on absorption
in accordance with the RTE without the additional approximations intrinsic to the
diffusion framework. The diffusion equation for the homogeneous medium can be now
computed inserting (1.122) into (1.123), obtaining
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�Dr2

◆
U(r, t) = Q(r, t). (1.125)

The solution in the case of an unbounded medium with a point source is an expanding
Gaussian profile

U(r, t) =
vE0

(4⇡Dt)3/2
exp

✓
r2

4Dt

◆
, (1.126)

that can be extended to the case of an homogeneous absorbing medium simply through
(1.112), obtaining

U(r, t) =
vE0

(4⇡Dt)3/2
exp

✓
r2

4Dt
� µavt

◆
. (1.127)

1.3.1 DE solution with slab boundary condition

The expression (1.126) represents a solution of the DE in an infinite size medium. In
many problems where the light source is in proximity of the system surface or when the
bulk approximation is not valid, it is necessary to define boundary conditions considering
the presence of an interface, without violating the assumption done to retrieve the
DE. The method described now, considers the derivation of proper solutions for slab
geometry systems, useful for the interpretation of diffusive transport analysis of the
systems studied in this work in chapters 5 and 4. The slab geometry presents infinite size
along a plane, chosen as the x-y plane, and a finite size along its perpendicular direction,
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1 The study of light transport in random media: mode analysis and diffusive transport

thus along the z axis (Figure 1.3). The source is considered as a point source inside the
slab. Assuming no refractive index mismatch between the interior of the system and
the outer space, there should be no light entering the medium from outside, condition
expressed by

I(r, t, s) = 0 (1.128)

where r is indicates the position on the slab surface ⌃ and s the inward unit vector.
However this boundary condition violates the assumption of the DE derivation, as
P1 requires a non isotropic angular distribution of the specific intensity (Figure 1.2).
It is thus necessary to set proper boundary condition through further assumptions.
The simplest approximation is called zero boundary condition (ZBC), that requires a
vanishing inward flux

F�(r,q) =

Z

s·q>0
I(r, t, s)(s · q) d⌦ = 0. (1.129)

with r describing a position on the ⌃ surface and q unit vector normal to ⌃. However
this approximation is valid only for high optical thickness OT (ratio of the thickness
L and the scattering mean free path ls), where the average intensity close to the slab
surface is several order of magnitude smaller than the one in proximity of the source.
Anyway, as the ZBC allows to formulate the problem in a simple mathematical way,
several studies have been performed to extend its validity also to optically thin systems
(low OT ), leading to define another type of boundary condition, where the physical
thickness of the sample is substituted by a fictitious value: the extrapolated bounday
condition (EBC) [38, 39, 40]. Considering a slab of size L, with interfaces at z = 0 and
z = L, it is possible to define the extrapolated length ze through the condition


U ⌥ ze

@U

@z

�

z=0,L

= 0 (1.130)

that consists in the assumption that the average intensity vanishes at a distance ze from
the slab interfaces along the direction perpendicular to them (see Figure 1.4). Mapping
the system of thickness L in another with thickness Le = L+ 2ze, expression (1.129) is
satisfied and, together with (1.130), can be used to obtain

ze =
2D

v
=

2

3
ls, (1.131)

that shows how the extrapolation length is related to the scattering mean free path.
So far no refractive index constant have been taken into account, assuming no mismatch
on the slab surfaces. Considering a different refractive index between the sample and the
environment, it is necessary to consider internal reflection at the interfaces that needs
to be modeled in the transport description. This can be done adapting the boundary
condition and adding the contribute of the inwards flux due to internal reflection [41]:

Z

s·q>0
I(r, t, s)(s · q) d⌦ =

Z

s·q<0
R(s)I(r, t, s)|s · q| d⌦ (1.132)
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1.3 From Radiative Transfer theory to diffusion equation

Fig. 1.4: Extrapolated boundary condition for a slab geometry with virtual
point sources: the average intensity vanishes at a distance ze from the slab
interfaces.

with r on the interface ⌃ and R(s) Fresnel coefficient for unpolarized light

R(s) =
1

2

"✓
n cos ✓i � cos ✓t
n cos ✓i + cos ✓t

◆2

+

✓
cos ✓i � n cos ✓t
cos ✓i + n cos ✓t

◆2
#
. (1.133)

In (1.133), n rappresents the ratio between the slab refractive index and the one of
the environment, ✓i is the angle between the incident radiation direction and the unit
vector q perpendicular to the interface ⌃ (cos ✓i = �s · q), and ✓t is the refraction angle.
Applying the P1 approximation (1.113), the following condition valid for r 2 ⌃ can be
retrieved

U(r, t) +
A

2⇡
F(r, t) · q = 0, (1.134)

where the coefficient A is defined as

A =
1 + 3

R 2⇡
0 R(�i) cos2 ✓i sin ✓i d✓i

1 + 2
R 2⇡
0 R(�i) cos✓i sin ✓i d✓i

. (1.135)

and, eventually, a new value for the extrapolation length is obtained [38, 39]. Although
the analytical expression of A is rather complex, it has been shown [27] that it can be
approximated by the polynomial

A = 504.332889� 2641.00214n+ 5923.699064n2 � 7376.355814n3

+ 5507.53041n4 � 2463.357945n5 + 610.956547n6 � 64.8047n7,
(1.136)

where 1< n <1.6.

1.3.2 Steady state and time resolved solutions of DE in a slab

The boundary conditions described in the previous section will now be used to derive
the solution of the DE for the slab geometry, sketched in Figure 1.3. A pencil beam
propagating along the z-axis, mathematically described in the derivation as a Dirac �
function in space and time, impinges on the slab surface in z = 0. In agreement with
the assumption on the source terms applied in the DE derivation, we consider that after
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1 The study of light transport in random media: mode analysis and diffusive transport

a distance lt inside the medium, light is completely randomised and isotropic. Therefore
the computation are performed assuming an isotropic point source at a depth z = lt . In
this way a systematic error at small optical thickness is introduced, but, like it has been
demonstrated, it becomes negligble in optically thick systems [42]. The extrapolated
boundary conditions cannot be satisfied with only one point source, but considering an
infinite number of alternating positive and negative sources (equivalent to the one inside
the medium) in an infinite diffusing medium (Figure 1.4). The sources are placed in:

z+,m = 2m(L+ 2ze) + lt (1.137)
z�,m = 2m(L+ 2ze)� 2ze � lt (1.138)

With m = 0,±1,±2,±3, .... The average diffuse intensity, that for the the symmetry of
the slab does not depend on x and y separately, can be written as

U(⇢, z, t) = U+(⇢, z, t) + U�(⇢, z, t) (1.139)

where ⇢ is the radial distance from the z-axis and U+(⇢, z, t) and U�(⇢, z, t) are the
average density contributes from the positive and negative sources respectively. The
diffusion equation can be solved obtaining:

U+(⇢, z, t) =
1
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v exp
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The transmission T is calculated by the diffuse flux on the exit surface (z = L):

T (⇢, t) = �q · F(z = L, ⇢, t) = �4⇡D @

@z
U(z = L, ⇢, t), (1.142)

from which we obtain

T (⇢, t) =

v exp
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(1.143)

with

z1,m = L(1� 2m)� 4mze � lt

z2,m = L(1� 2m)� (4m� 2)ze + lt
(1.144)

T (⇢, t) represents the probability, per unit area and time, that a walker exits from the
surface in z = L at a time t and at a distance ⇢ from the z-axis (Figure 1.5). The
series in (1.143) is an infinite series that for many applications need to be truncated
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1.3 From Radiative Transfer theory to diffusion equation

Fig. 1.5: Rappresentation of the light intenisty transmitted through a non-
absorbing (µa = 0) slab T (⇢, t) as a function of the distance from the z-axis at
different values of t. The slab thickness considered is L = 200 µm For smaller
t, the light transmitted correspond to a lower number of scattering events and
thus the light less deflected from the direction z-axis. At higher t the light
trapped for a larger time interval inside the sample which undergone to a higher
number of scattering events display a non negligble intensity also at larger ⇢.

at a finite value of m. Since each virtual source is associated to a specific m index, an
increase of m corresponds to an increase of the distance from the system boundary of
the corresponding source. The contribution of sources associated to high index values
is thus expected to be significant only for large values of ⇢ and or t. Considering a
non-absorbing (µa = 0) slab with µ0

s = 0.5 mm, n = 1.4 and L = 40 mm, it has been
show that truncating the series at m=10 is possible to obtain values of T (⇢, t) with a
truncation error within 0.1%, in a range of three orders of magnitude from the maximum
value [27]. The error decreases when µa, L or µ0

s is increased. Integrating (1.143) over
the outward surface we obtain the time resolved total transmission through the slab:

T (t) =
exp (�µavt)

2 (4⇡Dt)1/2 t3/2

+1X
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z1,m exp

 
�z21,m
4Dt
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� z2,m exp

 
�z22,m
4Dt

!#
, (1.145)

which behaviour is illustrated in the left graph of Figure (1.6). It is evident from the
graph how the function exhibit, after a peak of ballistic light at small t, an exponential
decay related to a specific transport quantity, the Heisenberg time

⌧ =
(L+ 2ze)2

⇡2D
, (1.146)

representing the average lifetime of the diffusive process throught the slab. Again, it
worths to stress the fact that, despite the absorption is taked into account, also at
this stage of the derivation we could have derived T (⇢, t) and T (t) without absorption,
reintroducing it at the end of the calculations exploting (1.112). The meaning of (1.146)
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1 The study of light transport in random media: mode analysis and diffusive transport

Fig. 1.6: On the left: Time-resolved transmission profile in diffusion approx-
imation (1.145) for varying thickness. Increasing the thickness and keeping
constant the lt of the system, the optical thickness increase, and the light is
trapped more efficiency inside the slab, statement justify by the fact that the
larger is the thickness the more are the photons exiting the slab at larger t.

is clearer considering another method for the derivation of T (t), consisting in computing
the eigenmodes expansion of the diffusion equation [43]. This method leads to an
expression equivalent to (1.145), but particularly suitable for understanding the long
time asymptotic behaviour of the transmission7:

T (t) = � �2D⇡
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For large times (t� (L+2ze)2

⇡2D
) only the first term significantly contributes to the sum,

and the transmission decays as a single exponential exp (�t/⌧). The spatially resolved
transmission is computed integrating (1.143) over the variable t:
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7In this expression the absorption term is neglected.
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Fig. 1.7: Steady-state transmission profile in diffusion approximation (1.148)
for varying thickness and transport mean free path of the 10% of the initial
values. On the left, linear scale representetion. On the right, logarithmic scale
representation.

that for µa = 0, that is the case of the system studied with DE in this work, becomes

T (⇢) =
1

4⇡

+1X

m=�1

h
z1,m(⇢2 + z21,m)�3/2 � z2,m(⇢2 + z22,m)�3/2

i
. (1.149)

The steady-state transmission profile (1.149) is represented in Figure 1.7 varying
thickness and transport mean free path in both linear and logarithmic scale. A change
in the 10% of the thickness strongly affects the profile, at every value of ⇢. On the
other hand, despite it is not observable in linear scale, also a variation of the 10% of lt
influence the function behavior. The trend can be appreciated in the logarithmic plot, in
less than two order of magnitude from the maximum intensity. This means that a proper
transmission measurement of the diffused profile with a continuum source, providing
enough dynamic range of the detector to reveal also intensities two order of magnitude
smaller than the maximum detected, gives information about the microscopic scattering
quantities of the system. In the end, a well known expression for the total transmission
is presented, derived integrating (1.147):

T =
lt + ze
L+ 2ze

(1.150)

This is the Ohm’s law for light, that expresses the total transmission through the slab
in the stationary regime. In the case of optically thick systems, in the limit of L� lt,
the total transmission T scales linearly with the inverse of the thickness, T / 1/L.

1.3.3 DE in anisotropic media

In structurally anisotropic media, the transport properties are dependent by direction
[44, 45, 46]. Therefore for a proper description of the diffusion process, the diffusion
coefficient must be expressed as a tensor quantity [47, 48, 49, 50, 51]. Before introducing

29



1 The study of light transport in random media: mode analysis and diffusive transport

a simple model to describe anisotropic transport, some considerations about the single
scatterer asymmetry and the anisotropy of the system as a whole are required. A
single scattering event by a spherical symmetric scatterer, in the Mie regime, is itself
anisotropic, as the scattering cross section is commonly strongly peaked in the forward
direction. Anyway, the single scattering process depends only on the relative angle
between incident and scattered waves, meaning that there is no previledged direction, i.e.
the collective scattering properties are in principles not anisotropic. A condition in which
anisotropic transport can occur in an isotropic particles system is when the scatterers
show direction dependent spatial correlations (in other words when the average distance
between scatterers is different along different directions). this is not the scatterer shape
that determines anisotropic transport but their distribution. In fact, a system with
anisotropic shaped scatterers, like cylinders, where the scattering cross section depends
on the relative orientation of the particle with respect to the direction of the incident
wave, can exhibit isotropic transport, occurring if the particles are randomly oriented.
However, when the collection of anisotropic scatterers exhibits a certain orientation order
(for example nematic liquid crystals [52, 53, 54]), i.e when the particles are statistically
aligned, the diffusion of light becomes anisotropic (Figure 1.11). The most common
approach to anisotropic diffusion is replacing the diffusion constant D = vlt/3 with a
diffusion tensor D. From this starting point many solutions for the diffusion equation
have been proposed; here we present the solutions proposed by Kienle et al. [55]. We
consider the same slab geometry analysed for the isotropic case (see subsection 1.3.2,
Figure 1.3), infinite in the xy-plane and with a finite thickness L along the z-axis.
We assume that in the sample coordinate system both the diffusion tensor and the
corresponding transport mean free path tensor are diagonalized:

D =

������

Dx 0 0
0 Dy 0
0 0 Dz

������
(1.151)

lt =

������

lt,x 0 0
0 lt,y 0
0 0 lt,z

������
(1.152)

Therefore the isotropic diffusion equation (1.125) is replaced considering the diffusion
tensor:
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The time and spatially resolved solution for the transmission through the slab, considering
an isotropic point source �(x)�(y)�(z � lt,z)�(t), is given by:
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where z1,m = 2mt+ 4mze + lt,z, z2,m = 2mt+ (4m� 2)ze � lt,z, ze = (2/3)Alt,z, and we
assume a direct relationship between the diffusion tensor and the transport mean free
path, Di = D0

iv = 1/3 lt,i v. The stationary spatially resolved transmission is obtained
integrating (1.154) over t:
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(1.155)

Integrating (1.155) over x and y, we obtain the time resolved total transmission, which
is equivalent to (1.145) provided that D is substituted by the D tensor components, and
the photon lifetime is given by:

⌧ =
(L+ 2ze)2

⇡2Dz
. (1.156)

In this respect it is important to note that in the slab geometry the time resolved total
transmission depends on the transport properties along the z-axis, and the effect of the
anisotropy modifies the transport properties on the plane orthogonal to z. This is quite
intuitive thinking that the unique leaky channel is along z. Similarly, the static total
transmission, depending only on lt,z, is obtained:

T =
lt,z + ze
(L+ 2ze)

. (1.157)

To conlude, it worth to mention how anisotropic diffusion theory in describing anisotropic
light transport represents a very actively debated topic both from the theoretical and
the experimental point of view [56, 57, 58, 59]. In particular the author of [58] has
recently pointed out that the relationship between the diffusion tensor elements and
the underlying transport mean free paths should be corrected by some unknown factor
with respect to the usual, isotropic simple formula. Therefore, to date, an accurate
quantitative study of the microscopic transport properties inside anisotropic systems
should be possible only through inverse Monte Carlo simulations. Nevertheless, in the
context of the theoretical and experimental work on anisotropic systems presented in
the thesis (see Chapter 4.3.1 and 5.3.3), the corrections described in [58] would hardly
affect the results obtained.
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CHAPTER 2

Optical resonances in fractal structures:
coexistance of extended and localized

modes

Since the pioneering work of Mandelbrot on fractal geometry, demonstrating how fractality
can in many cases model a wide range of phenomena in our world, many scientists from
many different fields have been fascinated by the extremely peculiar characters of fractal
systems. Investigating from a theoretical and experimental point of view how the self-
similarity characterizing a fractal can influence the physics and the statistics of different
systems have lead to increadibly interesting results, also in the field of optics. To take
further our understanding of the optical behavior of a scale-invariant system we performed
a study of light propagation in 2D fractal distributed point scatterers systems, investigating
the electromgnetic field resonances, approach that allowed to analyze important coherent
optical phenomena in the field of random media optics. This work does not represent only
a progress in our knowledge of light transport in fractals but it gives more insight also in
the study of resonances in disorder media in general, so far mostly focused on uniform
disorder scatterers distribution. In this chapter, after an introduction on fractality and
electric field mode resonances, a study of mode size properties in fractals is presented,
showing how, contrary to homogeneous disordered system, a coexistance of modes of
every size occurs.

2.1 Resonances of optical random media: Homogeneous disorder Vs
Fractal disorder

Wave transport description of light propagation is a fundamental approach required to
understand many coherent optical phenomena occurring in disordered photonic media.
A basic concept arising from this description is the concept of natural resonances of an
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2 Optical resonances in fractal structures: coexistance of extended and localized modes

optical medium, i.e. the set of supported electromagnetic modes of the structure, real
solutions of the wave equation for an ideal closed and non-absorbing system. However,
many photonics systems exhibit losses by radiation or absorption that need to be taken
into account. Open systems are non-Hermitian and the natural resonances, called
Quasinormal Modes (QNM) [1, 2, 3, 4, 5], are complex valued frequencies with imaginary
part related to the leakage rate. A modal approach consisting in determining the QNM
of the system and reconstruct from them its optical response, it has already been applied
to study coherence effect in random optical structures like Anderson localization [6, 7, 8],
random lasing [9, 10, 11] and Purcell enhancement [12, 13] in disordered media cavities,
phenomena where the mode size and spectral distribution strongly affect the whole
system optical behaviour. The most common model of disorder employed to develop a
theoretical study of resonances in random media is the statistically homogeneous disorder,
characterized by a uniform probability to find a scattering center in the system spatial
region. In 2D disordered systems, it is expected to find, depending on the system density
and size, modes with a comparable size, either strongly localized or quasi-extended [14,
15, 16] . Here we show how the modes of a 2D random system could have a completely
different size distribution, with coexistence of localized and extended modes, if the
scattering centers of the system are arranged according to a fractal geometry. This result
does not only reveal the extremely peculiar optical properties of fractals but it stress
the impact of spatial correlations on light modes in complex systems in general. In fact
coexistance of localized and extended modes has recently been demonstrated with a
similar approach also for deterministic aperiodic optical structures [17, 18].
It worths to mention that studies concerning the modes size in fractal arrangements of
scattering particles have been an hot-topic during the nineties, when much effort has
been put to model the plasmonic resonances of inhomogeneous metallic nanoparticles
aggregates [19, 20, 21]. In fact, in the most common thin-film fabrication procedures, the
growth process depends strongly by the surface morphology and the growing interfaces
evolve into self-similar fractal forms [22]. As a consequence the surface roughness has
been often modeled as self-affine system, i.e. self-similar 2D structures whose elements
are characterized by a different scaling along the x and y directions[23, 24, 25]. The
modeling led to tackle the problem in terms of QNM analysis in this system, with a
mathematical approach very similar to the one used in this work [26, 20, 27]. Despite
many similarities there are also several important differences between these previous
work and the one presented here, that will be presented in section 2.3.2.

2.2 Coupled dipole formalism

The study of the resonances in finite size fractal systems has been performed modeling
the scattering object as an ensamble of coupled electric dipoles and studying their
collective excitations. This approach, also known as Coulped Dipole method (CDM),
represent a robust approximation deeply used in the analysis of the scattering properties
of collection of particles and single scattering centers with arbitrary distribution and
shape [28, 29, 30, 31, 32]. Mapping the scattering objects as an array of electric dipoles,
the optical response of the investigated system can be retrieved adapting the scattering
properties of the single dipoles to the specific problem and computing the response of
the whole array. In this work the CDM has been implemented in the point-scatterers
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approximation, neglecting thus the shape of the single scattering object and subsituting
it with a single electric dipole with resonant frequency !0 and resonance width �0.
Properly dipole scattering cross section have been chosen in order to provide a realistic
description of the scattering process. Moreover, the strong resonant scatterer condition
!0 � �0 have been required. This approach provides meaningful results not only in the
case of wavelength bigger than the average scattering centers size but also, as it has
already been observed in previous studied, when the wavelength of the propating field is
comparable to the size of the scattering particle [33, 34, 35]. In this way the retrieved
results have general validity for the description of QNM in open media made of strongly
resonant scatterers.
We recall now the classical electrodynamics derivation from Maxwell equations of the
electric field mode supported by an ensamble of dipoles, described in details in section
1.1.2. Starting from Maxwell equation in the integral form

E(r) = E0(r) +r⇥r⇥
Z

dr0P(r)
eik0|r�r0|

|r� r0| . (2.1)

with incident monochromatic light E0(r, t) = E0(x, y)e�i!0têz, and assuming the medium
as an ensamble of N point-like dipole with polarizability P(r, t) = P (x, y)e�i!0têz with

P (x, y) =
NX

a=1

pa�2(x� xa, y � ya), (2.2)

it is possible to obtain a system of N linear equations

E0
a(⇢a) = E0(⇢a) +

1

2i

NX

b=1

Ga,b(e
i�b � 1)E0

b(⇢b) a = 1, ...., N (2.3)

with Ga,b 2D Green function, which solutions for vanishing incident fields, i.e. the
eigenvectors of the Green function, represent the modes of the system. It is important to
point out that in order to perform a reliable description of a general scattering system,
with scattering particles size smaller or comparable to the wavelength, the point-scatterer
approximation requires a representation for the scatterers that fulfills the optical theorem,
that lead to the following expression for the coupling between the single dipole and the
field

i⇡k20|pa| =
ei�a � 1

2
E0(⇢a). (2.4)

The complex polarizability phase is frequency dependent �a = �a(k), assumed to be
the same for all the system dipoles �a = �. A further step now needed in the analysis
consists in providing a physical interpretation of the eigenvalues of the Green matrix.

2.2.1 Eigenvalues interpretation: modes of the ensamble

A key feature of the model is the assumption on the dipoles scattering features, that
require !0 >> �0, i.e. the scatterers are strongly resonant. In this frame it is possible to
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Fig. 2.1: a) Random distribution of 1024 dipoles inside a circle of radius 5 µm.
b) Eigenvalues of the system depicted in (a).
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describe the dipoles as Breit-Wigner scatterers and give a specific physical interpretation
to the eigenvalues of the matrix [36, 6, 7, 37]. It is evident form (1.38) that the eigenvalues
�G(k) satisfy

�G(k) =
2i

(ei�(k) � 1)
= cot �(k)� i (2.5)

where �(k) = �(k)/2. This relation holds for both the 2D and the 3D cases. As the
Green matrix and its eigenvalues explicitly depend on the frequency, the problem is
non-linear and analytical solutions can be retrieved only in specific cases. One of them
is to assume that the scattering from the dipole is Breit-Wigner-type. For this purpose,
performing the following series expansion of cot � near the resonance frequency !0 one
gets

cot �(!) ⇡ (cot �(!))!=!0 +

✓
d cot �(!)

d!

◆

!=!0

(! � !0) + .... (2.6)

Then we formulate the first-order term in the following way
✓
d cot �(!)

d!

◆
=

✓
d cot �(!)

d�(!)

d�(!)

d!

◆
= � csc �(!)

d�(!)

d!
, (2.7)

and we assume that the phase shift at the resonance is �(!0) =
⇡
2 and

⇣
d�(!)
d!

⌘

!=!0

= 1
�0

(where �0 is the spectral width of the dipole resonance). The expansion (2.6) becomes
then

cot �(!) ⇡ �! � !0

�0
. (2.8)

It is now possible to write the Green matrix eigenvalues as a function of frequency using
(2.5) and (2.8), obtaining

�G(!) = �
! � !0

�0
� i. (2.9)

The resonance complex frequencies !̃ = Re(!̃) + iIm(!̃) can be formulated in terms of
Green matrix eigenvalues, allowing to write the following iterative equation

!̃ = !0 � �0(�G(!̃) + i). (2.10)

Using now the strongly resonant scatterers assumption !0 � �0, it is possible to
approximate (2.10) to

!̃ ⇡ !0 � �0(�G(!0) + i), (2.11)

expression revealing the physical meaning of the eigenvalues. Real and imaginary part of
each complex eigenvalue are directly related to the relative eigenvector ( i.e. the relative
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mode) frequency (Re(!̃)) and spectral width (Im(!̃)), both normalized to �0, namely

Re(!̃) ⇡ !0 � �0Re(�G(!0)), Im(!̃) ⇡ �0(1� Im(�G(!0))). (2.12)

A representation of the complex plane resonances distribution for a 2D homogeneous
disordered system and the relative dipole distribution are depicted in Figure 2.1. The
dipole ensemble considered is made of N = 1024 dipoles distributed in a random fashion
inside a circle of radius R = 5 µm. The dipole resonance wavelength is set to the value
�0 = 0.6 µm, meaning that the number of scattering particles per square wavelength is
⇢�2=4.7. A usefull quantity that can be now retrieved to get insights on the modes degree
of localization is the Inverse Partecipation Ratio (IPR), quantity exploited to discriminate
eigenvalues corresponding to extended and localized modes. Once the eigenvalue problem
(2.5) is solved, i.e. the N Green Matrix eigenvalues {�G(!)n}n=1,...,N are computed, the
electric field values, i.e. the eigenvectors En = {En(ri)}i=1,...,N at each dipole position
{ri}i=1,...,N , are known and they can be use to compute the IPR of each En through

IPRn =

PN
i=1 |En(ri)

4|
⇣PN

i=1 |En(ri)2|
⌘2 . (2.13)

The inverse of the IPR is the Mode Spatial Extent (MSE) and it corresponds to the
number of scattering centers in the region occupied by the electromagentic field En.
In Figure 2.2, the eigenvalues complex plane relative to two systems with the same
number of particles and different size is reported. Color scale represents the modes
IPR. Both the graphs show the distributions with adimensional frequency (! � !0)/�0

(i.e. Re(!̃)) along the x-axis, and adimensional width �!/�0 (i.e. 1 + Im(!̃)) along the
y-axis, obtained from equations (2.12). Since now on we will refer to modes adimensional
frequency and adimensional width respectively as frequency and width. The eigenmodes
in Figure 2.2a are the logarithmic scale representation of the Figure 2.1b with colorbar,
corresponding to a system with N = 1024 dipoles and size R = 5 µm, while the the
eigenvalue distribution in 2.2b) corresponds to a system with the same number of
particles but smaller radius, R = 3 µm. This means that the system in b has a higher
density and thus, as the dipoles are distributed homogeneously on the system surface, a
higher scattering strength k0l. As it is well known from the theories of diffusion and
localization of light in random systems, the higher is the scattering strength of the
system the higher is the number of localized mode generated by the interference of the
scattered waves propagating in the medium [6, 38]. This is an evident feature also in
the QNM distribution in the pictures, displaying how the higher scattering strength in
the system leads to the formation of modes in b with high IPR, i.e. with small MSE,
that are not present in a. These modes are indicated by a yellowish color of the color
bar scale. The more localized exhibits higher lifetimes and thus narrow frequency width,
as expected for open system modes. A detailed description of the MSE distributions
as a function of the QNM frequency is provided in Figure 2.3. Again, the distributions
reported correspond to system with N = 1024 dipoles and different radius (R = 1,
3, 6, 10 µm), with colorbar representing the modes width. It is possible to see how
increasing the system scattering strength leads to the formation of modes localized on a
lower number of scattering centers, like it has been already stated from the analysis of
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2.2 Coupled dipole formalism

(a)

(b)

Fig. 2.2: QNM mode distribution plotted as a function of frequency and width.
The color bar represents the modes IPR. a) QNM distribution for a system
with N = 1024 dipoles inside a circle of radius R = 5 µm. b) QNM distribution
of a system with N = 1024 dipoles inside a circle of radius R = 3 µm. The
higher scattering strength of the system leads to the formation of QNM with
higher IPR, i.e. more localized. Moreover these localized modes, as they are
in the complex plane region corresponding to spectrally narrow (small �/�0)
resonances, exhibits a higher lifetime.
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(a) (b)

(c) (d)

Fig. 2.3: a) IPR�1 Vs adimensional frequency of the QNM of a system with
N = 1024 dipoles inside a circle of radius R = 10 µm. b) R = 6 µm. c)
R = 3 µm. d) R = 1 µm.

Figure 2.2, most of them at small detuning from !0. An important feature that worth
to point out is the particular "V-shaped" profile reached at R = 3 µm (Figure 2.2c),
consisting in a depletion of the graph region corresponding to high MSE and frequencies
close to !0. Increasing further the scattering strength, reaching a radius comparable
with the dipoles resonant wavelength, the frequency interval [-10,0] becomes populated
of almost only localized states (Figure 2.3d). Once the eigenvalue problem (1.38) is
solved, the eigenvectors allow, computing the dipole moments pa in equation (1.35) and
considering the expression (1.37), to determine each mode field distribution anywhere in
space through

E0(⇢) = E0(⇢) +
NX

a=1

i⇡H(1)
0 (k0|⇢� ⇢a|)E0(⇢a). (2.14)

In Figure 2.4, three examples of intensity distributions of modes of an homogeneous
disordered system with N = 1024 and R = 3 µm are reported, together with the
corresponding eigenvalues representations in both the complex plane and the IPR�1

graph. The intensity maps have been computed defining a grid mesh of the system
and retrieving with (2.14) the electric field values in each pixel. The type of mode
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Fig. 2.4: a) and b) display the MSE distribution and the eigenvalue frequency
plane of an homogenous disordered system with N = 1024 and R = 3 µm. The
red circles enlighten three specific modes, an extended one (3), a mode localized
in a smaller area of the sample (2) and a mode confined on a couple of very
close dipoles. c), d), e) are the modes map of (3), (2) and (1) respectively. The
intensity distributions are computed with (2.14) in each point of the system
corresponding to the centers of a “pixel” grid with side �/40. f ) insight of e).
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Grand Canyon 

Great Britain coastline San Francisco Bay salt flat 

Fig. 2.5: Example of self-similar geological conformations.

localized on the pair is a "proximity resonance", a type of excitation manifesting when
two scatterers are placed very closed together [39, 36].

2.3 Fractality: a brief overview

Before introducing the results obtained describing the QNM of 2D fractal systems
through the coupled dipole formalism, an introduction of the general properties of
fractals is presented, describing briefly some interesting optical properties arised from
previous studies on fractals. Fractals are structures or objects that exhibit self-similarity
properties, that is that part of the structure on smaller scale length looks like the
whole. Formal mathematical treatments has been developed to describe the geometry
of fractals, that can be applied also to model real systems of our world that exhibit
self similarity [40]. Fractal feature can be found in territory conformation (coastlines
[41], mountains [42], rivers [43, 44]), plants (leaves [45], trees branches), cells growing
process [46, 47, 48], human body anatomy [49, 50, 51], and physiological processes,
like the heart beat [52, 53]. Images with examples are reported in Figure 2.5 and 2.6.
Fractality emerges also in stochastic processes like animal food foraging [54, 55, 56] and
human travels [57, 58], described by a generalized type of random walk, the Lévy walk,
characterized by an heavy tail step length distribution that ensure walk scale invariance
[59, 60, 61]. The exotic spatial properties of the fractal models and their suitability to
describe the statistical structural features of many system found in nature have led, as
in the past till nowadays, to consider how scale invariance could affect wave transport.
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A fractal distribution of voids inside a TiO2 nanoparticles scattering matrix has been
shown to lead to a Lévy walk for light (Section 2.3.1). Experimental observations and
theoretical models of Lévy walk have been done also for self-similar transport of cold
atoms in optical lattices [62, 63, 64] and in hot atomic vapours [65]. Fractal geometry
has been also exploited to optimize antennas. The common log-periodic antennas,
invented in 1958, are arrays of dipoles of different length, thus with different resonance
frequency, ordered from the bigger to the smaller on a support, spaced at intervals
following a logarithmic function of the frequency [66]. As opposed to this antenna arrays,
single element antenna designed from self-similar shapes have been proposed in 1995,
engeneered to be frequency and bandwidth invariant [67, 68, 69]. One last example of
interaction between radiation and fractal geometries consists in the plasmonic resonances
of inhomogeneous thin-films of metallic nanoparticles, know as supercontinuous films.
Common methods of thin-film fabrication leads to the formation of rough surfaces, made
of self-similar aggregates of metallic clusters. Several experimental studies on these
structures reported near-field enhancement observations, like surface-enhanced Raman
scattering [70, 71], and giant enhancement of nonlinear-optical responses of such clusters
[72]. The localization of optical energy in small regions, denominated hot-spots [21, 73],
has been intially interpreted as an Anderson localization effect. Further theoretical and
experimental studies revealed how apparently the local field enhancement is a fingerprint
of a mechanism called inhomogeneous localization, characteristic of the fractal. This
optical effect consists in the formation of different plasmonic eigenmodes, which coexist
at close frequencies and have completely different localization sizes [74, 75, 20, 25]. A
detailed overview of the plasmonic resonance in this kind of system is presented in
section 2.3.2.
One important concept arising from the geometrical description of fractal structures is

the system fractal dimension df . As a rigorous mathematical treatment is beyond the
scope of this section, an intuitive interpretation of df is here given through a popular
example of fractal curve: the Koch snowflake. In Figure 2.7 the procedure to generate
this geometry for a single side is depicted. Starting from a segment, the step 1 is
performed, dividing it in 3 segments of equal length and substituting the central one
with an equilateral triangle with the same side length of the segment. In each step the
procedure is repeated for every segment. After each iteration, the number of sides of
the whole curve increases by a factor of 4, so that after n iterations the number of sides
is 3 · 4n. In this way, starting from an equilateral triangle, after an infinite number of
iterations, the Koch snowflake, illustrated for a finite number of step in the left of Fig.
2.7, is obtained. A sequence of iterations consisting in rearranging in each sub unit of
the geometry a specific "generator" (in this case the segment), is the common strategy
to built many ideal fractals [40]. The fundamental point is the exotic dimensionality of
the curve obtained. Assuming that the length of the step 0 segment is 1, it is possible
to show that the area of the Snowflake, again in the ideal case of an infinite number of
iterations, is 8/5, while its perimeter is infinite. But, as the curve itself it is a closed
curve, topological dimension D is 1 and, according to euclidean geometry, it is expected
to be possible to associates to it a finite length. This is a paradox that explain how
the topological dimension is not a proper descriptor of the system dimensionality. The
df is defined in a way to provide informations on the scaling properties of the curve.
Considering in each step of Figure 2.7 the number of segments N and the scaling length
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Fig. 2.6: example of fractal structures in biological systems like, plants, bacteria
colonies, lung alveoli and blood veins.

factor ⇣,1 it is possible to define the scaling relation N / ⇣�d. Defining from it the
fractal dimension as

df = �d =
logN

log ⇣
(2.15)

and applying the definition to the first iteration of the Koch curve, one obtains df =
log 4/ log 3 = 1.2618. If in each step of the process in Figure 2.7 the single segment
would be divided in three segments of equal length (basically keeping dividing in each
step the original segments in smaller units) then �d=1, meaning that, as expected from
a non fractal object, the system dimension is equal to the topological one. The df value
indicates that the Koch curve is an object with a dimensionality in between 1 and 2,
i.e. that fills space more then ordinary curves but less then a surface. This peculiar
space-filling properties of the geometry is a feature common to all the fractals exhibiting
a fractional dimension. It must be pointed out that this definition of df is good for the
case of the Kock curve but, for other geometries characterized by more complicated
patterns, alternative definitions have been formulated to provide a proper description
[40]. The df will be useful to perform the study of optical properties of 2D fractal point
distribution in the chapter, analyzing how the electromagnetic modes can be affected by
this quantity.

1In each step each segment length is reduced by a factor of 3.
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0th step

1st step

2nd step

3rd step

Fig. 2.7: On the left, illustration of the Koch snowflake. On the right, sequence
of iterations to generate the Koch curve from an equilateral triangle. The
iteration are displayed for a single side of the triangle.
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Fig. 2.8: Representation of the Lévy walk (black) with ↵=1.5, and the Brownian
motion (grey), both after 10000 steps.

2.3.1 Lévy glasses

As already introduced in this section, the interaction of electromagnetic field with
fractals has been a topic that already attracted scientists from the world of photonics.
In this subsection, an experimental work that proves how self-similarity in a statistical
disordered system can indeed be exploited to tailor the light random walk in a Lévy-walk
with specific fractal dimension is presented. As already mentioned in section 1.2, the
physics of light transport in random media is characterized by particular coherence
properties that, in most of the cases, allow to neglect the wave nature of light propagation
and to describe it in terms intensity diffusion. As a consequence, the transport problem
can be mapped into a random walk. Assuming to deal with an homogeneous and
isotropic disorder arrangement of scattering centers, the random walk for light evolves in
a sequence of steps, which length is sampled by a normal distribution while its orientation
is sampled uniformly in the solid angle. The random walk of this specific case is a
Brownian motion. If the length of the steps is picked by an heavy tail distribution then
the type of random walk obtained is completely different, as very long step acquire a
non negligble probability to occurs. If the distribution is an ↵-stable Lévy distribution,
i.e. with an asymptotic power law behaviors as ⇠ |x|�(↵+1) with the Lévy parameter
0 < ↵ < 2 (note that for ↵ < 2 it has infinite variance), than the random walk is called
Lévy walk. Example of Lévy walk and Brownian motion are compared in Figure ??.
The mean square displacement hr(t)2i of the Lévy walk scales with time according to a
power-law hr(t)2i / t� (with � scaling exponent dependent by ↵ and also by the time
distribution of the steps), thus faster than the normal diffusion process, where �=1. This
is the reason why the transport regime considered is called superdiffusion. Requiring

50



2.3 Fractality: a brief overview

a) b)

Fig. 2.9: a) Lévy glass representation. White circles correspond to the glass
spheres, thus the voids of scatterers. The grey regions are the areas with the
Titanium dioxide nanoparticles, i.e. the scattering centers. The insight shows
how the polydispersity of the glass sphere radius ensures in a certain length
interval the self-similarity of the voids. b) SEM image of the Lévy glass. Scale
bar R = 100 µm.

1  ↵ < 2 and a finite mean flight time, i.e. the average of the time required to perform
the displacement of a single step is finite, it is possible to retrieve the following relation
between the Lévy and the scaling parameters, ↵ = 3 � � [61, 60]. In references [76,
77, 78] the procedure to obtain a scattering material where light propagates in the
superdiffusive regime with tunable ↵, that is the parameter that determine different
step-length distributions, is presented. In order to engineer such material the concept
of self-similarity is exploited, but instead of implementing it in the scattering particle
size distribution, it is introduced in the density of scatterers. The reason behind this
strategy is that different sizes would lead to different scattering processes, Mie scattering
would occur for particles with size comparable to the wavelength while the scattering
from particles with size much smaller than the wavelength would be Rayleight type. As
the former presents a way larger cross sections than the latter, scattering would occurs
mainly from the bigger particles. The adopted strategy is thus to use scattering centers
with comparable size, but introducing fractally distributed region without scattering
material. This has been realized fabricating samples with TiO2 scattering nanoparticles
and polydispersed glass spheres in a refractive-index matched polymer matrix. This novel
scattering material have been called Lévy glass. In Figure 2.9 is reported a schematic
representation of a 2D projection of the Lévy glass (a) and a SEM image (b) of the real
sample. In the illustration on the left the white circles correspond to the glass spheres,
thus the regions without scattering objects. The grey regions are the areas with the
TiO2 nanoparticles. The insight shows how the polydispersity of the glass sphere radius
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ensures the self-similarity of the voids. In this way the light that propagates in the voids
performs steps of a length depending by the radius of the glass sphere, while when it
propagates in the gray region it undergoes to the scattering by the nanoparticles. The
red line represents a possible path of the light in the system, resembling a Lévy walk.
In the references, the authors show how the fractal dimension of the Lévy walk, and
thus ↵, can be chosen tuning the distribution of diameters of the glass spheres Ps(d).
Ensuring a diameter distribution of the type

Ps(d) =
1

d2+a
(2.16)

the step length distribution takes the form P (x) = 1/xa+1, that is the step length
distribution of a Lévy walk, where a = ↵, demonstrating how the scale invariance
exploited to model specific random walk problems can indeed be realized in optical
systems to obtain the same type of transport for light.

2.3.2 Supercontinuous films

A particular class of fractal structures already introduced at the beginning of the
chapter is represented by the metallic thin-films made of fractal clusters of metallic
nanoparticles, which surface-plasmon resonances have been theoretically modeled and
experimentally investigated for more than 20 years. These systems are also known as
supercontinuous films. The reason behind such effort is the peculiar character of the
localization properties of plasmonic metal systems, where the optical energy propagates
through the free electrons excitations on the metallic particle surface, that is through
plasmons. On the contrary of electromagnetic waves in dielectric, where light can not
be localized on less than half the wavelength, i.e. the diffraction limit, plasmons are
not restricted by a characteristic wavelength and can localize the optical energy at a
minimum scale of a few nanometers [79]. In fractal aggregates of plasmonic nanoparticles,
this mechanism leads to the formation of hot-spots, restricted areas with huge field
enhancement, initially considered as due to Anderson localization, where the fields of a
plasmonic eigenmode decay exponentially in space [80]. Further theoretical work from
the same author revealed a different type of localization mechanism underlying the
hot-spot. Performing a plasmonic resonance analysis based on computing the dipolar
spectral response of clusters, i.e. defining the cluster as en ensemble of dipoles excited
by an external electric field, they retrieved the plasmonic eigenmodes of the system
solving an eigenvalue problem for the frequency and the decay rate of the excitation.
They found that each eigenmode may consist of a different number of sharp hot spots.
These hot spots and their localization radii fluctuate strongly with the optical frequency
and from cluster to cluster (Figure 2.10). For this reason they named this mechanism as
inhomogeneous localization [20, 81].
This physical behavior has been claimed to be observed experimentally only in 2010

from the author of [74], that measured the statistical distribution of the local density
of optical states (LDOS) in the supercontinuous films of gold covered by a thin SiO2

layer. Depositing dielectric nanobeads containing fluorescent molecules on the surface,
they excited them singularly sending a pulse with a far-field optical microscope and
they measured the decay rates. Computing the normalized variance of the decay
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Fig. 2.10: Plamonic resonances in a supercontinuous film, adapted form [82]. (a)
Hot spot of the local optical fields inside a sytem of silver nanospheres. Insert:
Illustration of the cluster network (b) Plasmon eigenmodes for a semicontinuous
film plotted against their oscillator strength and localization radius.

rates, assuming that the field under each individual nanobead is dominated by a
single eigenmode, they retrieved the LDOS and the volume in which an eigenmode is
localized [82]. Changing the density of the gold nanoparticles, moving thus from a dilute
configuration to a more dense one, considered as a fractal distribution, they observed a
change from low local density of optical states and weakly fluctuating local fields to a
near-field enhancements, i.e. hot-spots appear. The different localization radii of each
hot spots indicates that the mode volume fluctuates strongly from cluster to cluster.
The theoretical formalism and the type of investigation performed on the plasmonic
resonances in supercontinuous films shows clear similarities to our approach to mode
size investigation in fractals. However there are several important differences that must
be discussed. First of all, the thin-film study is the attempt to understand one precise
phenomenon in a specific type of system. The resonances calculations are performed
using the 3D Green tensor to simulate the experiments made on the films. As already
explained in section 2.2, we consider purely 2D systems, with the purpose to obtain
results adaptable to any problem involving 2D distributed resonant scatterers. A second
point is the type of considered resonance. In the plasmonic studies on thin-films the
investigated resonances are strictly related to the optical feature of metal, affected by
absorption and mostly located on the nanoparticle network. The system considered in
this work is no affected by absorption so the mode computed are purely the result of
multiple scattering. This means that our study describes a different type of resonances,
strongly affected by the mutual arrangement of the scattering particles and suitable
to understand the real impact of scale-invariance properties on the optical behavior.
This is not the case of the plasmonic resonances described above, mostly affected by
the proximity of the nanoparticles in the cluster and not by the structural feature of
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the system as a whole. Moreover, despite the experimental work in [74] displays very
interesting results exhibiting the fingerprints of inhomogeneous localization, it shows
no evidences that the field fluctuations are due to the self-similarity of the film, as,
according to the type of system considered, the field enhancement could in principle be
linked to the heterogeneity of the nanoparticles distribution. To conclude, the model
that will be analyzed in the next chapter, despite it is more ideal, allows a complete
characterization of the mode size dependence by the system fractality.

2.4 Coexistance of mode size in fractal

In this section, after a description of the algorithm exploited to generate point distri-
butions with self-similarity, the results obtained from the modal analysis in 2D fractal
structures through the coupled dipole formalism are reported.

2.4.1 Soneira-Peebles algorithm

The fractal structures studied in this work have been obtained through the Soneira-
Peeble algorithm [83], an algorithm designed to generate point distributions with a
power-law pair correlation function. This algorithm have been originally designed to
model galaxy distribution in the sky, managing to reproduce the main cluster statistics.
The main parameters of the Soneira-Peebles are the three values ⌘, L and ⇠ and the
fractal distribution is generated in sequence of steps. The procedure starting by choosing
the radius R0 of the step-0 sphere. In the first step ⌘ spheres (step-1 spheres) with radius
R/⇠, with ⇠ > 1, are placed randomly in a way that their center is inside the step-0
sphere. In the second step, again ⌘ spheres with radius R/⇠2 are randomly placed inside
each step-1 sphere. This process is repeated L times, keeping adding ⌘ spheres with
smaller radius (R/⇠i where i is the step number) inside the spheres of the previous step.
In the end the centers of the ⌘L spheres with radius R/⇠L of the last steps represent the
point distribution. This procedure is illustrated in Figure 2.11. To get more insight
in the effect of varying the three parameters ⌘, L and ⇠ on the distribution, examples
of simple point distributions obtained with the algorithm are reported in Fig. 2.12.
For a fixed number of points, ⌘ determines the dynamic range of the resulting point
distribution. The smaller is ⌘, the higher is the number of steps required to reach a fixed
number of points, while a large value of ⌘ leads to a smaller number of levels. A small
value of ⌘ also results in a smaller filling fraction of space with spheres than a high value
of ⌘ (1st row in Fig. 2.12). L corresponds to the total number of steps and it determines
the range of densities and scales in the resulting point distribution. For a fixed value
of ⌘, L also determines the total number of points (second row in Fig. 2.12). Last, for
given values of ⌘ and L, ⇠ determines the range of spatial scales. A value of ⇠ close to
1 means that the spheres of a low step number are of comparable size, while a values
of ⇠ much larger than one means that sphere of a certain step are significantly smaller
than the spheres in the preceding level (bottom row in Fig. 2.12). The most important
feature of the algorithm is the possibility to tune the pair-correlation function, that
can be analytical evaluated from the algorithm parameter. In fact the pair correlation
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Fig. 2.11: Soneira-Peebles model. The largest circle represent the step-0 sphere.
⌘ step-1 circles are placed inside it with a radius which is smaller by a fixed
factor. This process is repeated until one ends up with ⌘L level-L circles. At
the center of these step-L circles, N = ⌘L points are placed, which form the
output distribution of the algorithm. Image adapted from [84].

function of the distribution depends from a factor � by the following power law

g2(r) ⇠ r�� (2.17)

where, if D is the dimensionality of the space embedding the distribution,

� = D �
✓
log ⌘

log ⇠

◆
(2.18)

for R/⇠L�1 < r < R, where the log ratio corresponds to the fractal dimension of the
point distribution. In this way it has been possible in the present work to generate
structures with different fractal dimension to study how this quantity affects the optical
modes properties.

2.4.2 2D fractal resonances

The Green matrix eigenvalue problem described in section 2.2 is here exploited to retrieve
the QNM of a 2D fractal systems made of strongly resonant point scatterers with the
same scattering properties. The analysis has been performed considering different fractal
dimensions of the point-distributions obtained with the Soneira-Peeble algorithm. In
Figure 2.13 three distributions with the same number of dipoles and varying � are
reported. In order to obtain low L configurations with significant differences at different
df , the chosen value of ⌘ is 2. In this way, according to (2.18), the difference in the
⇠ of the systems, that is the scaling of the the radius at each step of the algorithm,
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Fig. 2.12: Meaning of the three parameters ⌘, L and ⇠ of the Soneira-Peebles
model. The first row shows the effect of varying ⌘, the number of circles which
is placed in each circle. The second row shows the effect of varying L, the
total number of steps. The last row shows the effect of varying ⇠, the ratio of
the radius of each circle with the radius of circles generated in the step before.
Image adapted from [84].
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a) d)

b) e)

c) f)

Fig. 2.13: Soneira-Peebles distributions. All the graph represent the 2D fractal
structures obtained with the algorithm setting the parameters to the values ⌘=2
and L=12, in order to get systems with N=4096 scatterers. The step-0 radius
is set to R=10 µm. The ⇠ parameter is chosen to get fractal dimension 1.2 (a)),
1.4 (b) and 1.6 (c) respectively. d), e) and f ) are the insight corresponding to
a), b) and c). It is possible to see how setting a higher fractal dimension there
is a higher degree of clustering of the scattering points.
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Fig. 2.14: Trajectory of a proximity resonance mode in the complex plane in a
sequence of step where the surrounding scatterers, starting from those more far,
are removed.

is maximized, leading to fractal point arrangements affected by their df values also
at low algorithm steps. The Figure shows structures with df =1.2, 1.4 and 1.6. It is
clear, looking also at the insight graph of the distributions, how the higher is the fractal
dimension the more the scatterers tends to fill regions with smaller area. The eigenvalues
complex plane of structures with df =1.2, 1.4 and 1.6 and same values ⌘=2 and L =10
(thus a total number of particles N=1024) are reported in Figure 2.15, together with
the one of a system with the same number of particles distributed homogeneously in the
same area. The dipole resonance wavelength has been chosen in order to have, in the
homogeneous case, ⇢�2=13, i.e. a high scattering strength producing supported modes
localized in space at a detuning from the dipole resonant frequency of of approximately
�0. Despite the fractals display space dependent fluctuation of ⇢�2, they are system
obtained choosing as value of the step-0 radius of the Soneira-Peeble algorithm the
same of the homogeneous system, R=3 µm. The value ⇢�2 is thus on average the same
of the homogeneous case considered, allowing a proper comparison between fractality
and randomness. A first difference arising from the study of the QNM distribution in
this different type of disordered system is the frequency of the modes localized on a
small number of dipoles, i.e. the modes with low value of log(MSE), described by the
colorbar. In Figure 2.15a the tail of the high lifetime modes, and thus with small width,
it is centered around a frequency approximately �0 smaller than the dipole resonance
one, while the fractal case exhibits localized modes with a larger negative detuning. A
second feature is the lifetime of low log(MSE) state. An increase of df leads to the
formation of a larger number of localized state but the maximum lifetime reached is
low. This is evident from 2.16, where the graphs of the log(MSE) are reported as a
function of frequency, that show how in the "most fractal" systems, for this specific
value ⇢�2=13, a large fraction of the modes tents to be confined on less than 10% of
the system scatterers. All these feature are related to the geometry of the distributions
and the different degree of clustering of particles in the homogeneous and the low df
systems. In homogeneous disordered system modes localized on a very small number of
particles or on pairs are surrounded by a uniform distribution of particles that contribute
to increase the lifetime of the mode. In the case df=1.6, despite the heterogeneity of
the point distribution, the area filled by "islands" of particle are larger compared to the
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a) b)

c) d)

Fig. 2.15: Eigenvalues distribution of N=1024 2D dipoles system in a circle
of radius R=3 µm of 10 disorder realization for four type of different systems.
The red curve indicates the proximity resonances of a 2 particle systems at
different distances between them, while the color bars rappresent the degree of
spatial localization in terms of logarith of the number of particles involved in
the mode log(MSE). In a) the resonances of the homogeneous disorder system
are depicted. The dipole resonance wavelength has been chosen in order to have
⇢�2=13. b), c) and d) correspond to Soneira-Peeble distributions with fractal
dimension 1.6, 1.4 and 1.2 respectively. The decrease of fractal dimension leads
to a higher proximity of the scattering particles and thus to a higher number of
modes with low MSE, shifted towards more negative detuning from the dipole
resonance frequency. However these modes localized on few scatterers exhibit
a lower lifetime than the localized one of the homogeneous or the high fractal
dimension systems. Moreover, expecially in the df=1.2 case, they are shifted
in frequency and width towards the curve indicating the proximity resonance
states.
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a)

c)

b)

d)

Homo df=1.6

df=1.2df=1.4

Fig. 2.16: Frequency Vs log(MSE) of 10 disorder realization of the homogeneous
(a), fractal with df=1.6 (b), fractal with df=1.4 (c) and fractal with df=1.2
(d). The analysis have been performed on the same systems of Fig. 2.15.

case of df=1.4 and 1.2, where the pairs are in really high density spots but very close
to large empty regions. This is a concept confirmed by the analysis reported in Figure
2.14, that show the trajectory of a proximity resonance mode in the complex plane in a
sequence of steps where the surrounding scatterers, starting from those more far, are
removed. In each step the modes of the system are computed again. In order to find in
each iteration the "old" mode, the correlation of the new modes intensity maps with the
original one are evaluated. The frequency and spectral width shifts are then computed
for that specific iteration. It is clear how removing the scatterers around the pair the
frequency of the mode keeps the same value but its lifetime tents to decrease.

MSE analysis

The MSE calculations reported in Figure 2.16 can be repeated for other radius of the
system in order to perform a preliminary study of the mode extension as a function of
the system density. As it is clear from the eigenvalues distribution in Figure 2.1 and 2.15,
configurations with a higher average value of ⇢�2, exhibit states confined on few scatterers
with high lifetime and negative detuning approximately of one or two units of �0. In
previous studies on localization of QNM of point-like strongly resonant distributions
[6], consisting as in this work in the calculation of the Green matrix eigenvalues, the
spectral region considered to investigate the transport in the localization regime is a
frequency interval around Re(�G)=1, the one where, increasing the scattering strength
of the system, very significant changes occur in the modes size and width. It is thus
reasonable to perform here a study on the mode spatial extent statistic in the same
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a)

c) d)

b)

log(MSE)

log(MSE) log(MSE)

log(MSE)

Fig. 2.17: Histogram rappresentation of the log(MSE) distributions in the
frequency window Re(�G) ✏ [�1.5,�0.5] for a) homogeneous disordered distri-
bution, b) fractal distribution with df=1.6, c) fractal distribution with df=1.4
and d) fractal distribution with df=1.2. In each graph, different radius of the
system are considered, while the number of scattering particles is kept constant.
In all cases, increasing the radius, i.e. decreasing the scattering strength, leads
to a "migration" of modes average degree of localization from few to many
scattering centers. While in the homogeneous case an intermediate configuration
where a wide interval of log(MSE) is present (green curve of a), the fractal
systems shows for every df only regimes where the transport occurs exclusively
through states with either very few (approximately MSE<5) or a large number
(approximately MSE>300) of scatterers involved.
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interval. Moreover, in an hypothetical experiment where the system modes are excited
with monochromatic light, the transport will occur with higher probability only through
the states spectrally overlapped to the source frequency, and thus in a limited spectral
region, legitimating a choice of �0 as interval width. The histograms of the log(MSE)
in the homogeneous and fractal systems referred to the interval Re(�G) ✏ [�1.5,�0.5]
and different system size is reported in Figure 2.4. An interesting information retrieved
by this analysis is how the consider quantity evolves changing the radius from small to
large values, corresponding to configurations where the conserved amount of scattering
particles become diluted and the log(MSE) tends to become on average larger. The
histograms have been computed for 50 disorder realizations of each configuration and
the mean values and the relative errorbars are reported in the graph. Figure 2.17,
corresponding to the homogeneous case of systems with ⇢�2=13, 4.7 and 1.8. The
histograms show how decreasing the system density, the degree of localization, high at
⇢�2=13 (blue curve), decreases, with a probability density moving to high number of
scattering centers involved and thus low degree of localization (red curve). Furthermore,
it is possible to find an intermediate density where the QNM MSE is spread on a broader
interval (green curve). A different behavior can be found in graphs 2.17a, b and c
reporting the analysis on the fractals distributions with df=1.6, 1.4 and 1.2 respectively.
The higher is the fractal dimension, corresponding to a higher packing of the dipoles,
the more the system has to be rescaled to get a configuration where most of the modes
are extended on a large number of scattering particles. Important fact is that there
is no intermediate configuration with a broad interval of log(MSE), as it happens in
the homogeneous case, but instead a coexistence of modes localized either on a really
small or very large number of scatterers occur (green curves). This indicates that the
self-similarity in these systems allows the coexistence of the same number of modes with
a completely different degree of localization inside the system. Nevertheless one has to
be aware that the quantity just discussed is not a quantitative evaluation of the true
size of the modes.

2.5 Mode size distribution in fractal systems

The previous MSE analysis considered in section 2.4.2 demonstrates how mode size is a
quantity strongly affected by the arrangement of the scattering particles in the system.
Anyway, it is fundamental to point out again the meaning of the MSE considered so
far, that have been computed from the eigenvectors of the systems, i.e the electric field
values at the positions of the scattering centers (see equation (2.13)). This means that
the informations retrieved provide the degree of spatial extent of the modes only in
terms of number of scattering points involved. In order to calculate an exact value of
the mode size is necessary to repeat the IPR calculations in all the space, computing,
from the eigenvectors, the propagator G from the dipole positions to any other point.
This procedure has been applied to obtain the intensity maps in Figure 2.4 (see equation
(2.14)). Of course, as the calculation is done numerically on a mesh of the system, the
degree of accuracy will depend by the resolution of the mesh. From the electric field
values of a single mode retrieved in this way, the IPR is computed in every pixel of
the mesh and the mode area, defined as Mode Extent (ME), can be retrieved (Figure
2.18). In this last part of the chapter a ME analysis is presented. A comparison with
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2.5 Mode size distribution in fractal systems

Fig. 2.18: On the left example of a localized QNM intensity map from an
homogeneous disordered system with N = 2048 and R = 6 µm, i.e. ⇢�2=6.5.
On the right an insight of the map shows a mesh with resolution �/40. The
mode intensity has been computed with equation 2.14 in each point of the mesh.

the result of the previous section is performed, i.e. with the histograms of the degree
of localization in terms of number of particles involved in the mode (Figure 2.17). To
keep the previous section notation, we will keep referring to this quantity as MSE. ME
is a fundamental step in the study of the QNM size in fractals, because of the intrinsic
heterogeneity nature of the fractal distributions. In fact in an homogeneous disordered
system the MSE is a reliable quantity for a mode size evaluation as it is possible to
define an average minimum distance between the nearest neighbors scattering points,
and knowing the number of particles where the mode intensity does not vanish allows
to obtain a reliable value of the mode area. This is evident in Figure 2.19, where the
graphs of the frequency dependence of log(MSE) and log

�
ME/�2

�
for the homogeneous

disordered system are displayed. The distributions are very similar and also in the case
of the ME calculation the "V-shape" profile is present. The main difference is due to
the boundaries of the MSE: the upper boundary is N/2, intrinsic of the model used, and
a lower one is approximately 2, corresponding to the proximty resonance states. The
log(ME) displays a lower boundary depending only on the mesh resolution, permitting
to discriminate the sizes of both the proximity resonance, that show up for any particle
distance causing the formation of modes on pairs that might have different size, and the
localized modes in the system. These considerations become important in the study of
mode size statistic in fractal distributions, where the lack of homogeneity does not allow
to determine an average distance between the particles. As a consequence, modes with
comparable MSE may reveal very different sizes. An example is reported in Figure 2.20.

Calculations of the ME have been performed on the previously studied fractal systems,
i.e with parameters N = 1024, R = 3 µm and df =1.6, 1.4 and 1.2. to compare their
mode size statistic with the one of the homogeneous case. The distributions so obtained2

are depicted in Figure 2.21. It is here possible to appreciate, contrary to the homogeneous
2The distribution related to the system with df = 1.2 will be shown and commented later.
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2 Optical resonances in fractal structures: coexistance of extended and localized modes

Fig. 2.19: Frequency dependence of log(MSE) and log(ME) for an homogeneous
disordered system with N = 1024 and R = 3 µm. The two distributions appear
quite similar, due to the fact that the type of disorder allows to determine an
average distance between the scattering particles, constant in all the sample.
The number of particles in a single mode region is thus a good descriptor of the
mode effective size.

Fig. 2.20: Two modes in fractal system with comparable MSE but different ME.
Despite the ME are very different, the region where modes intensity does not
vanish is populated by approximately the same number of dipoles, due to the
strong fluctuations of scatterers density in the system. A mode size analysis of
fractal system needs thus to be performed computing the ME.
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2.5 Mode size distribution in fractal systems

Fig. 2.21: Mode size expressed as log
�
ME/�2

�
Vs modes frequency in Soneira-

Peebles distributions with N = 1024 and R = 3 µm, for df = 1.6 (a), orange
points, df = 1.4 (b), red points. These graphs show different features from the
MSE distribution in Figure 2.16, showing how mode size statistic in the fractals
requires a study in terms of ME.
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2 Optical resonances in fractal structures: coexistance of extended and localized modes

disordered case, the significant difference from the relative MSE distributions previously
shown in Figure 2.16. In fact, in the spectral region considered for mode size statistic
analysis, i.e. the one where the lifetime and the degree of localization is more affected
by the changes in system scattering strength, a stripe of modes from a broad range of
log(MSE) is present. This feature indicates the possible coexistence of mode of every
possible size in a a 2D system with fractal arrangement of scattering centers. In order
to get more insight in this relevant aspect of wave transport in the self-similar structure
considered, a further analysis has been performed in order to verify the real impact of
the fractality on the mode size coexistence. As the comparison presented so far concerns
two extremely different types of disordered system, the Soneira-Peebles distributions
and the homogeneous random distributions, it is necessary to consider the possibility
that the coexistence of ME is not strictly related to the scale-invariance of the fractal
structures but to the intrinsic heterogeneity of their scattering particle arrangements. In
the next section the histograms of the ME distribution of a fractal, an homogeneous,
and an heterogeneous system without scale invariance are presented, with the purpose
to show how the mode size coexistence is a feature related to the system fractality and
not to the mere heterogeneity.

2.6 Mode size coexistance in fractals

The coupled dipole formalism employed so far reveled how the mode properties of a
random system are strongly affected by the nature of the underlying disorder and the
mutual distances between particles. We have observed how, when there is a nearest
neighbors distance between the scattering centers approximately constant for all of
them, i.e. the homogeneous case, a limited range of mode size is supported.3 On
the other hand, introducing density fluctuations through the Soneira-Peeble algorithm
leads to the formation of both extended and localized modes at the same frequency,
as shown in Figure 2.21. To determine if the coexistence mechanism is a property
strictly related to the scale-invariance of the fractal distribution, it is necessary to
consider also systems with comparable interparticle distances but exhibiting a lack of
self-similarity. In order to make a fair comparison, the heterogeneous systems considered
have been obtained generating Soneira-Peeble structures and breaking the self-similarity
of the point distribution, dividing the system in � side square cells and rearranging the
scattering centers inside each cell in a homogeneous fashion (Figure 2.22). It worths to
point-out that, despite the examples in Figure 2.22b and c show structures where the
maximum values of interparticle distance are different, the average mutual distance in
the fractal and the heterogeneous cases becomes comparable averaging on more disorder
realizations. For the ME analysis, the average log

�
ME/�2

�
on 50 disorder realizations

in the frequency window [-1.5,-0.5] have been calculated. The fractal dimension of the
fractal system considered is df = 1.2. The results are reported in 2.23. The histograms
reveal how the Soneira-Peeble system exhibits a coexistence of modes with a wide
range of sizes, indicating the presence of spectrally overlapped localized and extended
states. This coexistence is not displayed by the homogeneous system, where the ME
distribution presents a concentration of modes from a small size interval. This result

3We keep considering the frequency interval (! � !0) /�0 2 [�1.50,�0.5], motivated in section 2.4.2.
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2.6 Mode size coexistance in fractals

Fig. 2.22: Representation of the single realizations of the three disorder fashion
investigated (left column) and the relative log

�
ME/�2

�
distributions from 10

disorder realizations (right column). a) Homogeneous (blue) disordered distri-
bution, with a specific average distance between the particle. b) Heterogeneous
(green) distribution obtained rearranging the scatterers of a Soneira-Peeble
distribution df = 1.2, with the scope of removing the self-similarity of the
system. It has been shown that the results are, as expected, independent by
the df of the initial Sonerira-Peeble structure. c) Soneira-Peeble, and thus
fractal, system with df = 1.2. Performing a study on the ME of these systems,
especially comparing the values in the fractal and in the heterogeneous cases,
the structural feature responsible of the coexistence of modes observed in Figure
2.21 can be revealed.
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2 Optical resonances in fractal structures: coexistance of extended and localized modes

confirms our consideration on the ME in fractals done in section 2.5. In Figure 2.23a,
the size distribution of the heterogeneous is depicted. Despite the heterogeneous system
displays a broader size distribution than the homogeneous, it is neither as large nor as
flat as the one corresponding to the fractal system. In fact the green curve shows a peak,
indicating that a large fraction of the mode in that frequency window is localized but
there is a lack of extended states. It is important to stress that this particular effect is
indeed due to the system self similarity and it is not a mere effect of the heterogeneity.
To make this claim stronger it is necessarily to show that this analysis is not restricted

to the structural configuration considered, i.e. changing the size of the system it
is not possible to find another configuration where either the homogeneous or the
heterogeneous ensemble exhibit coexistence. For this purpose, we considered a more
diluted system, with respectively R = 6 µm. This choice is due to the distribution of
the heterogeneous system for R = 3 µm (Figure 2.23), showing a lack of extended states.
An hypothetical coexistance in the heterogeneous would be expected at higher R, where
more extended states would be more likely to be found. Before performing this analysis,
some considerations of the procedure to generate the heterogeneous distribution should
be done. As already mentioned, to obtain an heterogeneous system suitable to make
a comparison with the self-similar structures, the scatterers of a Soneira-Peeble are
randomly redistributed inside square cells. Now that an analysis for different system
size is performed, it is necessary to consider again the size of the square cell. This
is due to the fact that the Soneira-Peeble structure are themselves statistical fractals,
where in each step of the algorithm new points are randomly generated inside a specific
volume. As the radius of each step of the algorithm depends on R, the 0 step sphere, the
radius of the few last iterations, i.e. those determining the scatterers positions, will be
different for different R. This means that, if the side of the square is not large enough
with respect to R, the rearranged point distributions would become really close to be
the analogous of another Soneira-Peeble disorder realization. This idea is explained
in Figure 2.24, where a comparison between the fractal system and the corresponding
rearranged heterogeneous system are shown for R = 3 µm (the case of Figure 2.23) and
R = 6 µm. In both cases the mesh defined has size �. It is evident how the mesh of the
R = 6 µm system is too fine, and the two structures looks very similar. Therefore, it has
been chosen to perform the ME analysis for R = 6 µm redistributing the scatterers in 2�
size squares. The results are reported in Figure 2.25. Also in this case the fractal system
exhibits a coexistence of all the possible mode sizes, not present in the heterogeneous
and the homogeneous systems.

Fractal dimension comparison

One last analysis based on the ME calculation is the comparison of the log
�
ME/�2

�

distributions for fractal systems with different fractal dimensions. We report here the
mode size distribution in both all the spectrum and the frequency interval [�1.5,�0.5],
depicted in Figure 2.26. All the systems display size coexistance, but the distribution
does not reveal any strong dependence from the fractal dimension. Despite this evi-
dence, it is not possible to state that the variations of structural parameters do not
influence the mode size distribution of the fractals, as the reason behind this lack of
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2.6 Mode size coexistance in fractals

Fig. 2.23: Comparison of the ME distributions in the frequency interval (! �
!0)/�0 2 [�1.50,�0.5] between the fractal system with df = 1.2 and a)
Heterogeneous disordered system and b) Homogeneous disordered system. The
histograms have been computed averaging over 50 disorder realizations. The
dipole distributions are of the type depicted in Figure 2.22. The histograms
reveal how the fractal system exhibit a coexistance of modes with a wide range
of sizes, indicating the presence of both localized and extended states spectrally
overlapped.
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2 Optical resonances in fractal structures: coexistance of extended and localized modes

Fig. 2.24: Comparison between Soneira-Peeble distributions and the heteorge-
neous systems obtained dividing the system in � side square cells and rearranging
the scattering centers inside each cell in a homogeneous fashion. a) represents
the case of radius R = 3 µm, while b) represents the case of radius R = 6 µm.
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2.6 Mode size coexistance in fractals

Fig. 2.25: Comparison of the ME distributions in the frequency interval
(! � !0)/�0 2 [�1.50,�0.5] between the fractal system with df = 1.6, the
heterogeneous and homogeneous systems. The radius is set to R = 6 µm.

different features at different fractal dimensions could in principle be strictly related
to the specific self-similar systems investigated. In fact, the Soneira-Peeble structures
considered are not ideal fractals and they exhibit self similarity only on a finite length
intervals. It is thus reasonable to associates this behavior to an insufficient number
of algorithm iterations, that lead to generate scattering centers configurations which
mode size distribution is affected by the scale-invariance but it is not affected by the
parameters that characterize the scaling. A dependence by df would thus be appreciated
performing the calculations on larger systems generated by a larger number of iterations
to provide the scale-invariance on more orders of magnitude.

To conclude, a study of the QNM in 2D disorder systems has been performed. Approxi-
mating the system scattering centers to point-dipoles, we retrieved quantitative results
which validity is extended to any optical system with strongly resonant scatterers. The
excitations of the electromagnetic fields have been computed by solving the Maxwell
equations in the single-scattering approximation. Strongly resonance scatterers condi-
tion, i.e. Breit-Wigner type scatterers assumption, have been used to associates to each
mode a specific frequency and lifetime. An analysis of the QNM size supported by the
dipole ensemble has been performed in homogeneous disordered systems, heterogeneous
disordered systems and scale-invariant systems generated through the Soneira-Peeble
algorithm, an algorithm designed for the purpose to generate fractal point-distributions
with tunable fractal dimensions. Calculating the size of the QNM mode, defined as ME,
and comparing the results in the three different types of disorder, it has been possible
to conclude that, contrary to the homogeneous and the heterogeneous disorder media,
the fractal system presents at least one configuration where the geometric self-similarity
affects the mode size statistics, generating a coexistence of a wide range of mode sizes.
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2 Optical resonances in fractal structures: coexistance of extended and localized modes

Fig. 2.26: Comparison between the ME histograms of Soneira-Peeble distribu-
tions with different fractal dimensions, corresponding to systems with N = 1024
and R = 3 µm.
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CHAPTER 3

Structural coloration and whiteness in nature:
the white beetles

The aspect of the object around us can often be understood through the law of optics,
suitable to describe light matter interaction. It is surprising how nature has been able to
develop and optimize photonics structures for specific purposes, from which we can learn
and be inspired to built artificial optical devices. Some of these bio-photonics structures
are found in animals, allowing them to achieve particular color properties exploited in
many interaction processes that plays a fundamental role in natural selection. Animals
use for example colors as a criterion for sexual selection, for distinction between male
and female individuals (sexual dimorphism), for camouflage or, between different species,
as a warning sign (aposematic coloration). Some colors act furthermore with a screening
functionality, being important for example in thermoregulation. Among these optical
structures we considered a specific one, the scale of the white beetle Chyphochilus, where
a particular disordered arrangement of submicrometric elements leads to striking optical
properties. In this chapter the concept of structural coloration in nature is introduced and
the optical properties of the Chyphochilus are presented. A description of previous light
transport experiments is reported together with a preliminary study on the dependence of
light propagation from scale morphology.

3.1 Structural coloration in nature

Color properties are strongly exploited by animals in many natural processes, playing a
fundamental role in the survival of the fittest and representing an influencing factor in
the evolution of species. It has been observed that colors are used as a criterion for sexual
selection [1, 2], for distinction between male and female individuals (sexual dimorphism)
[3, 4], for camouflage [5, 6] or, between different species, as a warning sign (aposematic
colouration) [7, 8]. Some colours act furthermore with a screening functionality, being
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3 Structural coloration and whiteness in nature: the white beetles

Fig. 3.1: On the left, image of Chrysochroa fulgidissima. On the right, SEM
image of the multilayer stack of layers with different refractive index on the
insect shell. Scale bar 400 nm. The multilayer acts as a Bragg grating producing
constructive interference between the reflected beams obtaining strong spectral
selectivity. Image taken from [22].

important for example in thermoregulation [9, 10, 11]. Theses colors can be studied
and understood from an optical point of view. Analyzing the interaction of light with
micro and nano scale components of the animal body [12, 13], two different mechanisms
with different optical processes involved can be distinguished. The first one it is the
interaction of light with pigments. In this case, specific frequencies are absorbed and
re emitted by the molecules that constitute the pigments and that fully determine the
resulting color. The second one, less common but extremely interesting, is the interaction
of light with elements on the micro and nano scale that act as photonics structures.
As a consequence the color properties arise by fundamental optical phenomena like
interference and diffraction, without involving any molecular absorption. The latter
mechanism is known as structural coloration [14, 15, 16] and it has been observed and
studied in animals of every class, in order to understand how optical structures in nature
are optimized for specific tasks. This observation provided also inspiration to design
artificial materials exploiting similar strategy to reach comparable optical effects [17, 18,
19, 20, 21]. The smart use of structural coloration adopted by nature has not only the
purpose to reach specific colors, but represent also a method to achieve optical properties
satisfying also mechanical requirements. An example is the balance between weight and
function of photonic structures observed in specific insects, fundamental for flight. It has
been observed that brilliant and saturated colors exhibited by many insects, especially
in the orders of Coleoptera and Lepidoptera, are due to the presence on their wings
and scales of periodic structures, mostly Bragg reflactors and gratings [23, 24, 25], that,
exploiting the band gap due to the modulation of the refractive index, ensure coherent
scattering and selection of a narrow frequency interval of the reflected light. One example
is the Chrysochroa fulgidissima (Figure 3.1), that exhibits a multilayer arrangement
in the shell alternating approximately 20 layers with refractive indices of n1=1.5 and
n2=1.712 [22]. Multilayer stacks of different complexity are the most common structures
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3.1 Structural coloration in nature

Fig. 3.2: a) Image of Morpho didius. b) Scanning electron microscopy image of
the ‘Christmas tree’-like periodic pattern on the butterfly wing. Scale bar 1.8
um. Image taken from [26].

found in nature to reach this optical effect, but they are not the only. More exotic 1D
photonics crystals have been found in several Morpho butterflies exhibiting a strong blue
color due to the presence of equally spaces ridges on the micro scale with a ‘Christmas
tree’-like periodic pattern (Figure 3.2) [26, 27]. The high coherence of the reflected light
due the combination of the pattern and the ridges makes the butterfly visible from very
long distances. This feature is used by the males to mark the territory and intimidates
other rivals looking for female butterflies. Moreover the presence of small irregularities in
the ridge distribution due to a random tilt of the single ridges increment the visibility on
a wide angular range. This strategy based on combining regularities and irregularities,
together with the help of pigments, it is quite common in insects in order to obtain a
large angle reflection of the structural color [28, 29, 30].
Higher dimension photonics crystals are as well examples of geometries adopted to reach
structural coloration effects. The sea mouse Aphrodita, depicted in Figure 3.3a, exhibits
irridescent spines with the same distribution of voids of a photonic crystal fiber [31]. In
the Scanning Electron Microscope (SEM) image of the spine section in 3.3b is possible
to see how hollow cylinders are arranged in an hexagonal closed packed structure with
their long axis along the spine. The spine displays brilliant red coloration for normally
incident light (Figure 3.3d), but with obliquely incident light the colors shift towards the
green and blue (Figure 3.3c). Another significant example of a 2D photonic crystal for
structural coloration has been identified in the Furcifer pardalis, also known as panther
chameleon. The periodic elements responsible of the coloration are guanine nanocrystals
embedded in the chameleon cells [33]. A striking feature is the capability of this animal
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a) c) d)

b)

Fig. 3.3: The irridiscent spine of the sea mouse Aphrodita. a) Picture of the
Aphrodita. b) SEM image of the spine section, revealing an hexagonal closed
packed distribution of hollow cylinders in the interior of the spine. Image
from taken from[31]. c) Bluish and greenish coloration displayed for obliquely
incident light [32]. d) Red color exhibit byAphrodita spine for normal incident
light. Images c and d taken from [32]

to tune the lattice constant of the nanocrystal pattern changing its overall color either to
comouflage or to intimidate the predators. Furthermore this feature potentially provides
passive thermal protection.
Despite the previous examples of structural coloration are all based on periodicity, colors
in nature are also the result of the interaction of light with disordered arrangements
of the microscopic elements. It is well known in the field of optics that the class of
random media is made of different types of disorder that result in a wide range of
different optical properties. The scattering centers of a system can be distributed in a
random fashion but with a certain degree of spatial correlations that induce wavelength
dependent costructive interference and thus a frequency dependent transport mean free
path. The blue and green colors of many birds feathers are often due to coherence effect
in correlated disordered structures [35, 36, 37]. Examples of the structures are reported
in Figure 3.5e and f, together with the corresponding diffraction pattern obtained with
small angle X-ray scattering (SAXS) measurements (Figure 3.5h and i) [34, 38]. The
diffraction pattern, i.e. the Fourier power spectrum of the structures, exhibits ring like
fetures that prove the presence of correlation. Moreover they indicate isotropy in the
scattering properties that makes the blue color independent from the angle of view,
i.e. non-irridescent. This is a fundamental difference from the structural coloration
of periodic structures, where the wavelength of the reflected light is angle-dependent.
The �-keratine network inside a barb from a blue-grey feather of the S. lunatus (Figure
3.5d) rappresents a different strucural coloration strategy that exploit disorder. As it is
possible to see from the Fourier spectrum of the structure show in 3.5g, no correlations
are present in the system and the transport inside the feather is purely diffusive. The
task of the disorder structure here is to "trap" the light in the thin scale increasing the
efficient of absorption of the pigments.
So far they have been presented only example of structural coloration optimized to
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Fig. 3.4: Images of the panther chameleon (Furcifer pardalis). a) Relaxed; b)
excited. On the right: TEM micrographs of the guanine nanocrystals contained
in the iridophore cells of the chameleon. Scale bars 200 nm. Images modified
from [33].
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3 Structural coloration and whiteness in nature: the white beetles

Fig. 3.5: Pictures of (a) Female Silver-breasted Broadbill (Serilophus lunatus,
Eurylaimidae), (b) Male Eastern Bluebird (S. sialis, Turdidae), (c) Male Plum-
throated Cotinga (Cotinga maynana, Cotingidae). (d) SEM image of the
�-keratine network inside a barb from a blue-grey feather of the S. lunatus
(scale bar 250 nm). (e) TEM image of the �-keratine network from blue back
contour feather barbs of S. sialis (scale bar 500 nm). (f ) TEM image of the
sphere-type �-keratin nanostructure from the dark turquoise blue back contour
feather barbs of C. maynana (scale bar 500 nm) (g-h-i) Fourier power spectrum
of the structures in d-e-f obtained through small angle X-ray scattering (SAXS)
(scale bar 0.05 nm�1). The pattern in (e-f ) reveil the short-range correlation
beneath the disorder �-keratin structures while the absence of rings in the
pattern (e) is the fingerprint of diffusive transport without correlations in the
blue feather of S. lunatus. All images taken from [34].
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a) b)

c)

Fig. 3.6: The Pieris Rapae. a) Image of the white butterfly Pieris Rapae. Imahe
taken from [39]. b) SEM image of the photonic structure embedded in the
wing formed by an ordered grid of ridges with a disordered distibution of beads,
responsible for the white appearence of the wing. c) SEM image of grid in one
of the black spots region on the wing. As no beeds are present in the structure,
light scattering drammatically decrease and a negligble fraction of the incident
light is reflected. Images b and c taken from [41].

reflect specific wavelength. Anyway nature designed photonic structures also to provide
white coloration. This is achieved in systems with no pigments and no correlation, where
scattering properties are wavelength independent. An example is the wing of the cabbage
butterfly Pieris Rapae [39, 40, 41], displaying an ordered net of ridges and crossridges
decored with a disorder and dense distribution of beads 3.6. The few black spots on the
wings corresponds to scales where the beads are not present and the naked structure
made of ridges, characterized by a very low thickness (ca 60 nm), reflect only a small
amount of the incident light. The disordered distribution of beads added to the other
scales has the task to increase the scattering strength of the system enhancing the total
reflectance. It now worth to explain in deep important physical properties associated to
the white coloration. According to our experience white object around us do not appear
white in the same way. Assuming that absorption doesn’t occur in this systems, the
white perceived by the eye depends on two features: whiteness and brightness. A system
exhibits high whiteness when its reflectance spectrum tends to be flat in all the visible
range while high brightness is the effect due to a high reflectivity. A bright white system
is thus characterized by a flat spectral response and a high reflectance, characteristic
really difficult to achieve, especially in biological structures where the refractive index
is usually low. High scattering strength could in principle be reached in low refractive
index systems when thickness is high but, especially for insects, this is a strategy avoided
by the evolution as it would cause an unwanted increment of weight. Anyway this trade
off between thickness and refractive index did not prevent nature to realize a very thin
low refractive index structure with high brightness and high whiteness. This system is
the scale of the white beetle Chyphochilus.
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3 Structural coloration and whiteness in nature: the white beetles

Fig. 3.7: On the left the beetle Chyphochilus, on the right the Leipidiota stigma

3.2 The bright white beetles

In this section the system responsible for the striking optical feature of the beetles is
presented. Despite the next chapter will be focused on the study of light scattering
optimization in the Chyphochilus, it worths to mention also the many analogies and the
important differences with another white beetle, the Leipidiota stigma that presents
similar optical properties. Both this insects (Fig. 3.7) are members of the same family
(Scarabaeidae family) and they live in environment rich of white fungi in south-east
Asia [16, 42]. This fact supports the idea that years of evolution leaded this animals
to strategically adapt their bright white coloration to the environment for camouflage
purposes. Another advantage provided by the white coloration is the thermoregulation.
As it’s been already observed, white insects are able to forage longer when transferred
in a warmer environment [43, 44]. In order to understand the physics behind the white
coloration of the beetle, it is necessarily to study the morphology of the micrometric
scales that cover its back. The scales of the Chyphochilus (Fig. 3.8) are very thin
systems, around 7 µm, with an approximated size of 250 µm ⇥ 100µm [42]. Those of
Leipidiota stigma (Fig.3.9) are slighly bigger, showing on average a thickness larger 10
µm and a more elongeted shape with size 450 µm ⇥ 150µm. The SEM images of cutted
scale cross sections reveil the disorder photonics structures embedded inside the scales
of these two animals: a dense random network of chitin filaments (n=1.56) with filling
fraction values, i.e. the fraction of the system volume occupied by chitin, in between
0.5 and 0.7 [42, 45]. Each single filament has approximately a diameter of 250 nm in
the Chyphochilus network and 350 nm in the Leipidiota stigma. In Figure 3.10a, a
comparison between the two beetles reflectance and the one of other white materials, as
a single sheet of paper, polystyrene and the beetle Calothyrza margaritifera, is reported
[45]. Both Chyphochilus and L. stigma exhibit a very high degree of whiteness, higher
then the one of artificial materials. Moreover they display also a really high reflectivity,
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a)

b)

c)

d) e)

Fig. 3.8: The Chyphochilus. a) Optical image of the scales of the white beetle
Chyphochilus. Scale bar 400 µm b) SEM image of a single scale of the white
beetle Chyphochilus. Scale bar 25 µm. c-d -e) SEM image of the chtin random
network inside a dissected scale. Scale bars 2 µm.
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a) b) c)

d) e)

Fig. 3.9: The Leipidiota stigma. a) Image of the white beetle Leipidiota stigma.
b) Optical microscope image of the scales taken from [45]. Scale bar 500 µm.
c)-d)-e) SEM micrograph of a dissected scale. Scale bars 2 µm.
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Fig. 3.10: a) Reflectance values for different white systems [45]. The scale of
the white beetle Chyphochilus is the one that exhibit the most flat response at
such low thickness. b) Transmission spectra of the scales infiltrated with index
matched oil.
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3.3 Multiple scattering in the beetle scales: time-resolved characterization

especially the Chyphochilus with a 10% higher value than L. stigma, that together
with the high whiteness makes their scales a unique example of low thickness and low
refractive index systems, able to reach enough scattering strength to provide a bright
white coloration. In the case of Chyphochilus, the brightness at wavelength higher then
500 nm is only 10% smaller then the paper sheet used in the experiment, whom thickness
is ten times larger. It is anyway important to point out a difference between the two
beetle scales considered here: the absorption. In Fig. 3.10b the transmission spectra of
the scales infiltrated with index matched oil shows that L. stigma scales absorbs light at
all visible frequencies, especially in the blue part of the spectrum, fact that explain the
yellowish aspect of the beetle due to the presence of melanine. On the other hand, the
light propagating in Chyphochilus infiltrated scale exhibits a flat transmission almost
equal to 1. For this reason, we will analyze further scattering properties of Chyphochilus.

3.3 Multiple scattering in the beetle scales: time-resolved
characterization

The exotic optical properties of the chitin random network described in this chapter are
a result of the effect of disorder on light transport. A first study of the scale scattering
through the physical quantities that characterize the wave propagation in random media
has been performed in [46], with the goal of investigating the presence of multiple
scattering. The occurrence of multiple scattering inside the chitin network is a non
trivial question as, on one side, the system considered displays a low thickness and
low refractive index but on the other the white is a property achieved also in single
scattering random media. To get insight on this concept, time resolved light transport
measurements have been performed to unveil the presence of multiple scattering in order
to justify the interpretation of the experimental results with diffusion theory. These
measurements have then been combined with a steady state experiment to retrieve the
transport mean free path and the filling fraction. The time-resolved measurement are
based on a non-linear frequency generation setup. They have been performed impinging
along the direction perpendicular to the scale with a probe ultra-fast laser pulse (⇠100
fs) at 810 nm. The probe pulse experienced a temporal delay with respect to a reference
pulse at 1550 nm due to the scattering inside the scale. Both the transmitted probe
pulse and the reference impinge on a non-linear crystal and measuring the variation of
delay between them is possible to reconstruct their temporal cross-correlation detecting
the sum-frequency signal. In this way it is possible to distinguish the ‘early’ light, which
undergoes only few scattering events, from the ‘late’ light, characteristic of a multiple
scattering process [47, 48]. The so obtained time resolved profiles of the transmitted
pulse and reference pulse are reported in Figure 3.11. It is evident from the figure
that the interaction of the probe pulse with the beetles scales induces a delay and
deformation of the pulse. This effect can be explained as the result of a process of
light multiple scattering that light occurs inside the beetles scales. Indeed a single
scattering mechanism would lead only to a pulse-peak delay of few fs width (comparable
to the ballistic time-of-flight) and to an unmodified pulse shape. On the contrary, the
measured delays of the pulses, passed through the samples, are approximately of 80 fs
(Cyphochilus) and 140 fs (L. stigma), and the relative exponential tails are stable over
several orders of magnitude. This is a clear fingerprint that light diffuses trapped in
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Fig. 3.11: Time-of-flight of light transmitted through the scales of a) Cyphochilus
and b) L. stigma, respectively (open triangles). The reference measurement
(cross-correlation) of the probe pulse is shown as black squares. The fit of the
probe pulse (green line) yields a pulse duration of 130 fs. The pulse transmitted
through the scales exhibits an exponential tail over three orders of magnitude
in intensity. The exponential fit (red line) allows to retrieve lifetimes of ⌧ ⇡
140 fs and ⌧ ⇡ 210 fs for (a) and (b) respectively. Image taken from [46].

the scales, reemerging at late times. This is quite counter intuitive for such thin and
low refractive index systems. According to diffusion theory the exponential-decay time
constant is related to the photon lifetime, i.e. the average time spent by light inside the
scale. The lifetime has thus been obtained performing a fit of the exponential tails, that
gave the value ⌧ ⇡140 fs for the Chyphochilus and ⌧ ⇡210 fs for the L. stigma. The static
measurement combined with the time-resolved results described above consists of a total
transmission acquisition with an integrating sphere. In this experiment the light incident
again along the direction perpendicular to the scale is transmitted inside a sphere with
perfectly reflective coated interior. All the incoming light is than multiply scattered on
the sphere walls. This corresponds to integrate all the input light that passed through
the scale and to detect a steady state signal by a sensor placed on an output door of the
sphere. Further details about this technique are reported in Chapter 4. The experiment
was performed with the same probing condition as in the time-resolved experiment
(� = 810 nm). Both the beetle scales do not exhibit absorption at the wavelength chosen
for the experiment, allowing to retrieve from the total transmitted intensity the system
brightness, i.e. the reflectance Rtot = 1� Ttot. The values obtained for the Chyphochilus
and the L. stigma are Rtot = 0.70 and Rtot = 0.74 respectively.

3.3.1 Diffusion theory interpretation

Combining the photon lifetime and the measured total transmission, it has been possible
to estimate for the first time the transport mean free path lt of the systems and to retrieve
also the filling fraction f . It is worth to point out that the diffusion approximation
(Section 1.2) works very well in diluted systems where the independent scattering
approximation, i.e. the assumption that the field exciting a particle is due to the incident
field only and not to the field scattered by the other particles, can be applied. In the
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Fig. 3.12: Transport mean free path lt for fixed thickness and varying filling
fraction f for Cyphochilus (a) and L. stigma (b) scales. The grey symbols
correspond to the prediction of Eq. 3.2, the black symbols to the prediction of
Eq. 3.3. The crossing points provide the estimates of lt and f, delimited by the
dashed red lines.

case of a high packed chitin random network, the density and the arrangement of the
scattering centers does not allow to apply the independent scattering approximation.
Nevertheless, a high filling fraction system (f>50) in air with index of refraction n is
suitable for a diffusive transport description. This can be done considering it as an
effective medium with transport velocity ve = c/ne where ne is the effective refractive
index [49], related to the n by the Maxwell Garnett mixing rule

ne = nair

✓
1 + 2f↵

1� f↵

◆1/2

(3.1)

with ↵ = (n2 � n2
air)/(n

2 + n2
air). Applying the effective medium approximation and

substituting n in the Maxwell Garnett rule with the index of refraction of the chitin n,
it is possible to obtain in the diffusive transport case the following expression for the
photon lifetime

⌧ =
(L+ 2ze)2

⇡2D
(3.2)

where L is the system thickness, D the diffusive constant (related to lt by the relation
D = velt/3) and ze the extrapolation length (See subsection 1.3.1), depending on ne.
Combining 3.1 and 3.2 it is possible to determine an expression of lt(L, f)time as a function
of filling fraction and thickness. Measuring the thickness of a scales (Cyphochilus L=8.1
µm, L. stigma L=13.7 µm) a relation that relates lt directly to the system f is obtained.
Another important consideration on the applicability of the diffusion approximation
is the accuracy of lt calculations in a system with small optical thickness OT defined
as OT = L/lt. Previous studies reported OT > 8 as the limit required to obtain the
maximum accuracy [47, 48], making the diffusion approximation suitable to describe also
optically thick dense systems. The accuracy is likely to decrease at lower OT . Despite
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Fig. 3.13: lt comparison of the beetles scattering strength parameters with
those of other white artificial materials. The two beetles display at the same
time the shortest lt and the lowest optical thickness OT, due to the scattering
optimization in such thin scales.

the low thickness of the beetle scales, lt obtained from 3.2 is expected to have a 5%
accuracy [50]. The expression 3.2 can be combined with the Ohm’s law for light

Ttot =
lt + ze
L+ 2ze

(3.3)

that expresses the total transmission through a diffusive multiple scattering system [51]
where the ballistic light constribute has been neglected [46] and that provides another
relation lt(f)static. Thus the values ⌧ measured with time-resolved experiment and
Ttot obtained in the static experiment allow to retrieve lt(f)time and lt(f)static from
3.2 and 3.3 and combine them to express lt and f (Fig. 3.12). The values find are
f = 0.61± 0.02 and lt = (1.47± 0.07)µm for the Cyphochilus, and f = 0.50± 0.03 and
lt = (2.1± 0.1)µm for the L. stigma. The values of the filling fractions result consistent
with previously reported values (0.68 ± 0.07 for Cyphochilus, 0.48 ± 0.03 for L. stigma)
[52, 53], feature the corroborate the validity of the experiment and that indicate also
a simpler procedure to retrieve f in a diffusive sample without performing imaging or
tomography. In Figure 3.13 a table that summarizes the results and compare the lt
of the beetles with those of other white artificial materials is depicted. The random
networks embedded in the beetles scale display a scattering strenght that is higher than
all the other materials, reaching a value even higher than photonic glass, a material
made of polysterene microsphere engineered to maximize scattering efficiency in the
visible. It is interesting to note that lt of the white beetles is at least 6 time lower then
the one reported for paper, another well known high density (f ⇠0.5) fibrous system
made of low refractive index material (cellulose n ⇠1.48), but on average ten times
thicker. These data indicate that in order to understand the features behind surprising
scale scattering strength, a study of the scatterers shape and arrangement is required.
This analysis is presented in Chapter 4.3.1 and 5.3.3 for the Chyphochilus, the beetle
that reaches with a lower average thickness the highest scattering strength. Moreover
the lack of absorbance allows a easier modeling of the structure.
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CHAPTER 4

Anisotropic light transport measurements in
Chyphochilus

Bright white coloration is an optical property that could be achieved exploiting disorder
structures that, on the contrary of ordered or spatially correlated systems, manifest the
same scattering efficiency for all the visible wavelengths. Moreover high brightness and
high whiteness require high system reflectance, almost flat in the visible range. Despite
these features are very difficult to achieve in biological disordered media, characterized
by low values of the refractive index and thus low scattering strength, the white beetle
Chyphochilus manifests a high degree of whiteness and a very high reflectivity. Exploiting
a random network of chitin filaments embedded in the interior of its scale diffusion of
light occurs, despite the low system thickness, on average 7 µm. The transport mean free
path first measured for this system reports a value of lt = (1.47± 0.07)µm, lower then
the one of artificial highly scattering white materials. Moreover the reflectance of the
scales is comparable or slightly smaller with the one of those materials in samples at
least ten times bigger then the scale. In the chapter a study of the strategy adopted by the
beetle to reach this incredible optical behavior is performed. Addressed by the presence of
structural anisotropy in the scale, we carried on an experiment to understand whether
the filaments arrangements plays a role in the scattering optimization.

4.1 Structural anisotropy of the chitin network

The high scattering strength of the white beetle Chyphochilus scale is investigated,
analyzing the filament network morphology to understand the key character of scattering
optimization. As it is possible to see from the SEM scale picture 3.8 in the previous
chapter and from Figure 4.1, the chitin filaments are not homogeneously distributed in
the 3D space and the network appears compressed along the direction perpendicular
to the scale. The higher density of filaments along this direction (z -axis) apparently
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Fig. 4.1: SEM image of the chitin network embedded in the Chyphochilus scale.
Scale bar 2 µm.

indicate structural anisotropy. Beside the low refractive index, another network feature
that is unusual for strong scattering random system is the extremely high filling fraction
f ⇠ 0.6. It is well known that the increase f does not lead to an enhancement of the
scattering strength, but to an overall decrease due to correlation effect induced by the
proximity of scatterers. This effect is named optical crowding [1, 2, 3, 4, 5]. Many
experimental works have been done to quantify the possible f values that maximize the
scattering strength in different disordered systems but, to our knowledge, values above
f ⇠ 0.4 have never been reported. Moreover the scattering properties, for increasing f ,
show dependence also on the shape of the single scatterers. It is proved that high packing
of spherical shape scatterers introduces spatial correlation in the system and thus the
scattering strength decreases [6]. On the other hand strongly anisotropic scatterers, like
the network filaments, can be packed with high f -values and without spatial correlation
only aligning them on average with a planar orientation, thus introducing a certain
degree of anisotropy. This feature leads the authors in [7] to interpret the high value of
brightness at high filling fraction as a result of both the anisotropic shape of the single
scatterers and the network morphology. This fact imposes the scattering elements to
be connected, reducing the contact surfaces between them (i.e. connected only at the
extremities) and preventing the occurrence of optical crowding. In order to understand
if these structural features affect light transport in the scale, and thus understand if
anisotropy is the mechanism behind the brightness optimization, optical measurement
have been performed, investigating the dependence of transport by the direction of
propagation. More considerations on the role of anisotropy in the scale, together with
modeling and simulations, are the subject of Chapter 5.

4.2 Light transport measurements

To investigate the occurrence of anisotropic light transport inside the chitin random
network of the Chyphochilus, we adopted a strategy similar to the one described in 3.3,
combining independent experiments to estimate lt. We performed two static experiments:
a total transmission measurement and an imaging measurement of the diffused profile
transmitted through the scale. According to diffusion theory the optical thickness
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OT = L/lt of a non absorbing slab geometric system can be retrieved from the total
transmission that, knowing the physical thickness, gives lt. In the case of anisotropic
diffusion this procedure is still valid, but the values so obtained correspond to lt value
along the incident beam direction only (z direction). Considering the shape of the scale,
it is thus reasonable to model it as a slab with finite size in the direction perpendicular
to it (the z-axis in Fig. 4.1), and to estimate by a total transmission Ttot measurement
along z-axis the value lt,z. On other hand the transmitted intensity distribution in
the x-y plane T (x, y) of the anisotropic slab is dependent on lt,x and lt,y, but also
on the transport properties along z. Thus in an anisotropic diffusive picture, lt,z is a
necessary quantity to interpret correctly T (x, y), that can be measured imaging the light
on the output surface of the scale. Combining the imaging and the total transmission
measurement is thus possible to take further the analysis of lt in [7] and determine its
values in the three directions lt,x, lt,y and lt,z.

4.2.1 Experimental setup

For both the static experiment performed, the same source has been employed, a
Fianium Femtopower 1060 supercontinuum laser. It is a high-power fibre laser generating
ultrabroadband supercontinuum radiation. The supercontinuum generation occurs when
a high power pump femtosecond laser is injected in a non-linear photonic crystal optical
fibre. After the non-linear process the pulse spectrally broadens, covering a wide range
of wavelengths. The emission ranges from 390 nm to 2400 nm, the average integrated
output power is 4 W. The output beam hs been polarized linearly and, to perform
the experiment at a specific wavelength, the white light has been filtered with a band
pass filter of 550 nm and �� = 10 nm (as we will discuss later in Chapter 5, the
relatively broadband filter is necessary to reduce the speckle effects in the spatial profile).
This specific wavelength has been chosen in order to avoid absorption in the system
(absorption spectra are reported at section 3.2).

Total transmission measurements setup

A schematic rappresentation of the setup assembled to perform the total transmission
measurement is depicted in 4.2. Light exiting from the source, after being spectrally
filtered, is temporally modulated at a frequency of 80 Hz using a chopper. Then it is
focused on the sample with an aspheric lens. The focal spot diameter is between 1.5
µm and 2 µm. The diffusive sample is fixed on a neutral density (ND) filter at the
entrance port of the integrating sphere (Newport 819C). This is necessary to prevent
the contribution of reflection from the sample to the background light. The use of an
integrating sphere for total reflectance and transmittance measurements of a diffusive
system is a well established technique, often used in the last decades [8, 9, 10]. An
integrating sphere (represented inside the setup in Fig. 4.2) is a hollow spherical cavity
which interior is covered by a ‘perfectly’ diffusive (Lambertian) white coating. There are
entrance ports for the input light beam and output ports for detectors. The function of
the sphere is to spatially integrate radiant flux. All the light incident on the input port
is collected inside the sphere, multiply scattered by the diffusive coating and eventually
distributed over all angles. The light flux becomes very uniform at the detector port,
and ideally independent of the spatial and polarization properties of the introduced light.
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Fig. 4.2: Scheme of the experimental setup for total transmission measurements

To prevent light from going directly from a source port to a detector port, diffusive
baffles are usually inserted between the two ports. In this way the detected optical
power depends only on the total introduced power. For an exhaustive dissertation on
integrating sphere theory and applications the reader can refer to [11, 12]. Through a
micrometric precision 3D translation stage it is possible to move the sample, controlling
its position with respect to the optical axis of the beam. The transmission at the output
of the sphere is detected using a silicon photodiode combined with a lock-in amplifier in
order to reduce the background light from the environment.

Imaging of the spatial transmission profile setup

The setup used for the imaging experiments reported in this thesis is schematically
depicted in Figure 4.3. Once the light emitted from the supercontinuum source is filtered
to select the wavelength, the polarization of the light (linear or circular) incident on the
sample can be selected with the polariser P1 and the quarter waveplate P2. The beam is
focused on the sample with an aspheric lens with high NA in order to have a spot size in
the front surface of the sample of only 1.5 µm. A small spot in the sample is necessary
in order to approach the hypothesis for the solution of the diffusion equation. As it will
be explained more in deep in 4.2.3, according to diffusion theory, transmission profile
through a slab exhibits a bell-shape, with FWHM of the order of the sample thickness,
barely affected by the transport properties. However, the exponential tails of such profile
depend mostly on lt. Thus accurate spatial measurements, with proper background
subtraction and reduction of aberrations, can be used to infer the transport properties
of the beetle scales. The imaging part of the setup is composed by an infinity corrected
objective, a tube lens and a CCD camera. The infinity corrected objective (Olympus
20X NA = 0.40), combined with the appropriate tube lens (focal length 180 mm), is
necessary to reduce the spherical aberrations that could affect the determination of the
transport mean free path in the fit procedure. The image of the light transmitted on the
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Fig. 4.3: Scheme of the experimental setup for imaging measurements of the
diffused transmitted profile through the beetle scale.

rear surface of the sample is collected in a Apogee Alta 2000 CCD camera, with a 1600
⇥ 1200 pixels matrix, cooled at a temperature of T = -20�C to reduce the electronic
noise.

4.2.2 Total transmission

The setup described in paragraph 4.2.1 have been used to perform measurements of the
light diffused and transmitted through the scale. In order to collect data suitable for
a diffusion theory interpretation, valid for slab systems as explained at the beginning
of the section, the experiment has been operates focusing the beam on the central
part of the scale, orthogonal to its surface. In this way it has possible to neglect the
smooth curvature of the sample at the edges, fulfilling the geometry conditions. The
measurements have been repeated impinging on different points inside this small area in
the scale center to collect statistics. The value obtained is Ttot = 0.29± 0.02. As the
measured value is the result of multiple scattering with negligible ballistic contribute [7],
the diffused total transmission can be expressed with the Ohm’s law for light

Ttot =
lt + ze
L+ 2ze

=
1 + 2

3A

OT + 4
3A

. (4.1)

where ze = 2Alt/3 is the extrapolation length and A the coefficient that takes into
account the internal reflection due to the refractive index mismatch with the environment
(it depends on the effective refractive index ne, see section 1.3.1 for further details).
A has been calculated as done by the group in [7], applying Maxwell Garnett mixing
rule with a filling fraction of 0.61 to calculate the average refractive index of the scale.
This assumption is reasonable due to the fact that the scales used in the experiment
proposed here come from the same region of the same beetle elytron. Inserting in 4.2
the measured value of the measured value of Ttot and the computed value of A a value
of OT = 5.8 ± 0.7 has been obtained. To finally determine lt, a measure of the scale
thickness is required. An evaluation of the thickness through SEM image requires a
dissection of the scale, making the sample not suitable for future analysis. Therefore a
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Fig. 4.4: Histrogram of the measured thicknesses of the 80 beetle scales. The
black curve represents a Gaussian fit. The average value of the distribution is
approximately 7 µm.

different strategy have been adopted, acquiring images of 80 other scales of the same
beetle, gently dissected with a razor blade, determining the thickness distribution. In
Figure 4.4 is reported the retrieved histogram of the measured thicknesses, fitted with
a Gaussian function. Th average scale thickness obtained is 7 µm, with a standard
deviation � = 1.5 µm.

4.2.3 Imaging measurement of transmitted profile

The second part of the experiment has been performed exploiting the imaging technique
described in 4.2.1. In Figure 4.5 is reported the geometric sketch of the experiment (a),
together with an example of an acquired image (b): the laser beam has been focused
on the front side of the scale, and the spatial transmission profile T (x, y) on the rear
side has been imaged on the CCD camera; the image plane is parallel to the xy plane,
and the beam direction to the z axis. The beam impinged in the central part of the
scale (the same investigated with total transmission measurements), and, moving the
sample respect to the beam axis, we investigated a region of approximately 40 µm radius
centered in the initial beam focus, acquiring 20 different images and processing the
average to get the profile. The choice of this region is again motivated by the requirement
to perform measurements not affected by the scale curvature in order to approximate
the system to a slab. Collecting many images, together with the choice of a relatively
broadband source (�� = 10 nm), has a precise scope. Besides the accuracy of the
statistical analysis, changing the focus position, that in a statistical homogeneously
random media corresponds to replicate the measurement for a different realization of
disorder, reduces the speckle pattern contribution, smoothing the profile and reveling
the diffusive transport fingerprint. The benefits of this procedure can be appreciated
in Figure 4.6. In a) a profile from a single acquisition is reported, while (b) display
an example of image after averaging and background subtraction. The crosscut of the
profiles in (a), black line and (b), red line, are reported in the graphs (c) and (d) in
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Fig. 4.5: On the left, geometric sketch of the experiment. On the right, an
actual image of the spatial profile of the light transmitted through the scale as
acquired by the camera. The dashed line is the contour of the scale.

linear and semilog scale. Coherent effects, i.e. speckles, and background make the signal
fluctuating (evident in linear scale), ’hiding’ the exponential tails of the profile (evident
in semi-log scale) which behavior depends on lt. Averaging on more disorder realizations
and subtracting the background allow to retrieve a smooth signal decaying exponentially
over more than two orders of magnitudes, suitable to detect the dependency by lt.

4.3 Results

In order to study if the structural anisotropy actually affects the light transport in the
scale, the profiles obtained in the imaging experiment (Figure 4.6 (e) and (f)) have
been first compared with the prediction of isotropic diffusion theory for a slab system
(Equation 1.53) with the same OT measured in the total transmission experiment. The
physical thickness adopted in the calculation has been chosen according to the statistical
analysis performed and described in 4.2.2, considering values in the 2� range with respect
to the center of the Gaussian distribution (Figure 4.4). This analysis, reported in Figure
4.7 (a), clearly demonstrates the discrepancy between the measured profile and the
prediction of isotropic diffusion theory. The appropriateness of isotropic diffusion to
describe light transport in such a thin system must be evaluated, since its accuracy
rapidly decreases for OT < 10 [13]. Therefore we performed isotropic Monte Carlo
simulations for a disordered slab with OT = 5.8 and the same effective refractive index
of the scale. Figure 4.7b) shows the simulated isotropic profile with an isotropic diffusion
theory fit of the profile tail. Despite the low optical thickness the transport parameters
are retrieved within an accuracy better than 1%, as long as the central points of the
profile are excluded. This is necessary since ballistic and low order scattered light, which
have a dominant contribution to the peak of the transmission profile in thin slabs, are
not taken into account in the diffusion approximation [14]. We conclude that the large
discrepancy shown in Figure 4.7a) is not due to a possible breakdown of diffusion theory,
but must be caused by the very nature of light transport in the scale (i.e. transport is
not isotropic).
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Fig. 4.6: Imaging of the spatial transmission profile through a scale. (a) Image of
a single acquisition of the CCD camera. (b) Average of 20 different acquisitions
with background subtracted. (c) and (d) Horizontal crosscuts of (a), black
lines, and (b), red lines, in linear and semi-logarithmic scale. Images (e) and
(f) report crosscuts, along x and y axis respectively, of the profile relative to
the reference scale; to further smooth the speckles, the ‘bell shaped’ profile has
been folded with respect to its symmetry axis and averaged again.

104



4.3 Results

a b

Fig. 4.7: Isotropic diffusion theory interpretation. a) The black points represent
the crosscut along the x axis of the spatial transmission profile (experimental
data). The blue lines are the prediction of isotropic diffusion equation for OT
= 5.8 and increasing thickness, from L = 5 µm to L = 9 µm, corresponding
to a 2� range with respect to the center of the distribution (Figure 4.4). b)
The black dots indicate a Monte Carlo simulated spatial profile of an isotropic
sample with OT = 5.8. The red line is the isotropic diffusion equation fit.

4.3.1 Interpration through anisotropic diffusion theory

Since isotropic diffusion theory does not provide reasonable results, although the OT is
such that it should work reliably, the transmission profile of the scale has been fitted
using the anisotropic diffusion equation, which, in a slab configuration, links the static
profile of diffuse light emerging from the outer surface of a diffusive medium with the
diagonal elements of the diffusion tensor and its thickness. In this framework, the
steady-state spatial transmission profile through a non absorbing slab of thickness t, is
given by [15]:

T (x, y) =
1

4⇡
p
D0

xD
0
yD

0
z

⇥
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(4.2)

where z1,n = 2ntL + 4nze + lt,z, z2,n = 2nL + (4n � 2)ze � lt,z, and we assume a
direct relationship between the diffusion tensor and the transport mean free path,
Di = D0

ive = 1/3lt,ive (see Chapter 1). As already pointed out, in the case of anisotropic
transport, the Ohm’s law is still valid, provided that lt in Equation 4.2 is replaced with
the transport mean free path along the direction orthogonal to the scale surface (lt,z
with the notations of Figure 4.5). Hence, to increase the brightness is only necessary to
decrease the mean free path along the z-direction, regardless of the in-plane properties.
Even in the anisotropic diffusion approximation, we can still define the optical thickness
as OT = L/ltz and determine it experimentally. As before, we considered a set of
lt,z = L/OT values, keeping OT = 5.8 constant and varying L in a 2� range with respect
to the centre of the measured distribution. Then we performed fits of crosscuts along the
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Fig. 4.8: Anisotropic diffusion theory interpretation. a) The dots in the graph
represent intensity crosscuts of the imaged transmitted profile (experimental
data) along a) x and b) y. The red line are the respectively anisotropic diffusion
equation fits. c) Values of lt along the three different axes obtained fitting the
transmission profiles with the anisotropic diffusion equation for fixed values of
thickness, chosen in a range compatible with the actual size of the scales. The
graph is overlapped with the thickness distribution. d) Ratio between lt in the
plane of the scale surface and lt perpendicular to the scale surface. The results
are displayed only for values of thickness in a range of 2� with respect to the
center of the distribution.
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Fig. 4.9: Transport mean free path along the three directions. The values
have been retrieved from the experimental data considering possible values
of the scale thickness scale determined by the statistical analysis described in
subsection 4.2.2.

x and y axes of the imaged transmission profile using the anisotropic diffusion equation,
with, respectively, lt,x or lt,y as the only fitting parameter. Examples of anisotropic
fits are reported in Figure 4.8a) and b), respectively for crosscuts along the x and y
axes. The results of the fits for different thicknesses are reported in the table depicted in
Figure 4.9, and are plotted in Figure 4.8c) and d). We found that lt,x and lt,y are always
appreciably larger than lt,z. For thickness inside an interval larger than 2� with respect
to the center of the distribution the ratio between lt,// and lt,z lays between 7 and 2.
The plotted data suggest as well that lt,x (transport along the long axis of the scale) is
slightly bigger than lt,y (short axis). This implies an in-plane anisotropy which seems
to be plausible since the ’growth’ direction of the scales is along the x axis. However,
we can not make any definitive statement on the subject since the scales have a more
pronounced curvature along the y-direction and this might create some reshaping in the
transmitted profile. In contrast, the z-direction anisotropy of light transport is clearly
evident, demonstrating that the anisotropy of the intra-scale structure is the strategy
adopted to pack efficiently the dense network in the thin scale, in order to optimize
the scattering along the direction normal to the scale surface. This feature necessarily
introduces a larger in-plane transport mean free path, which however does not contribute
to the brightness. The reason behind the evolution of a system with such features is
probably the need of the Chyphochilus to maximize the brightness keeping the weight
low. An increase of the scale thickness would as well lead to an increase of the brightness,
but such a high reflectance would require a higher amount of chitin, increasing the weight
of each single scale. On the other hand, an anisotropic arrangement of the scatterers, i.e.
introducing angular correlation in the network geometry, avoids the appearance of spatial
correlations and selectively enhances the scattering strength in the normal direction.
Light scattering is therefore optimized using as little material as possible within the
thinnest possible system, and fulfilling in the white beetle the scattering conditions
required to appear white and succeed to fly. The results shown in this Chapter can be
considered also for technological applications [16, 17, 18]. The internal structure of the
scales can indeed be taken as inspiration in developing new materials with high diffuse
reflectivity and low thickness. In fact the performances of Light Emitting Diodes (LEDs)
and displays can be improved introducing beetle-inspired ultrathin diffuse reflector layers.
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Moreover, optimizing angular correlations (i.e. the anisotropy) in network-like optical
materials seems still a large unexplored strategy in many applications. Considering for
example the recently growing field of cellulose photonics, it is well known that for highly
packed systems, moving from micrometric fibers (like common paper) to sub-µm fibrils
leads to increased transparency [19, 20, 21]. On the contrary, we demonstrated that
an optical system with analogue high density and low refractive index can exhibit an
exceptional turbidity even with submicrometer scatterers, provided that its geometry
is properly optimized. To further explore geometrical requirements of such anisotropic
fashion, a computational study on how angular correlations affect the reflectance of a
network of low-refractive-index rods is proposed in the following Chapter.
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CHAPTER 5

Modeling the network anisotropy

The scale of the white beetle Chyphochilus is a unique example of high brightness-low
weight optimization in a low-refractive index and low thickness photonic structure. The
light propagating inside this system undergoes to multiple scattering and the particular
geometry of the scattering system confers to the beetle a bright-white appearance due to a
extremely high reflectance (high brightness), almost constant in all the visible spectrum
(high whiteness). It has been shown that the scattering properties of the scale are
directional dependent, i.e. anisotropic transport occurs. This is a direct consequence and
fingerprint of the structural anisotropy of the disordered network of chitin filaments which
characterize the scales interior. The filaments appear compressed along the direction
perpendicular to the scale, configuration that provide high scatterers density along the same
direction, i.e. the one relevant to achieve high reflectance, avoiding spatial correlation.
Moreover the network geometry, that prevents the filament to overlap, makes possible to
reach an incredibly high filling fraction (0.61) without been affected by optical crowding,
that would otherwise manifest in common high density media. All these structural features
allow the system to reach an incredible high scattering strength with low thickness, still
not emulated by high refractive index artificial materials engineered to maximize light
scattering. In this chapter a study of the dependence of the reflectance by the degree of
anisotropy in random networks is presented, modeling the beetle structure and designing
a simple algorithm to generate beetle-like networks. The algorithm parameters allows full
control on the structural properties claimed to play a role in the rare scattering behavior
of the system, like filling fraction and degree of anisotropy. FDTD simulations have
been performed in order to retrieve informations on the dependence of the reflectivity by
the network properties, in order to open up new strategies to engineer high scattering
materials.
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5 Modeling the network anisotropy

5.1 Angular correlations for brighness optimization

From previous works on packing geometrical shapes, it is well known that anisotropic
scatterers, like cylinders, can be packed with higher densities introducing a lower degree
of spatial correlations [1, 2, 3, 4, 5, 6, 7, 8], with respect to isotropic shapes, like spheres.
The lack of correlations in optical media ensures the absence of frequency dependent
coherence effects, manifesting comparable scattering efficiency in all the spectrum. This
is a clear feature of the Cyphochilus scale reflectance spectrum (Figure 3.10), which does
not exhibit any important feature, remaining flat in a very broad range of wavelength
covering the visible and part of the near infrared. Spatial correlations between scatterers
indeed will result in phase relations for the scattered waves. High filling fraction of rods
can be obtained only introducing a certain degree of angular correlations (i.e. overall
anisotropy). A clarifying example is provided by the different densities of the different
phases of liquid crystals, which increases as the alignment increases [9]. A structural
anisotropy of the scattering system is responsible of anisotropic transport [10, 11, 12,
13]. In particular the intra-scale network of Cyphochilus beetle is compressed along the
direction orthogonal to scale surface. This particular arrangement ‘trades’ the in-plane
scattering strength in order to increase the out-of-plane scattering, which is responsible
of the total amount of reflected light (i.e. the brightness). A quantitative analysis
on how the light transport of a disordered anisotropic network behaves at different
average scatterer orientation can represent a further step in the study of the link between
structural properties and photonic effets and a precious knowledge to fabricate novel and
efficient scattering materials. In fact, modeling the beetle chitin network allows to define
general network systems with tunable structural features. Informations on the impact of
different filling fraction and size values on the chitin network have been provided by Wilts
et al.[14], that performed light transport simulation on a cube-shape part of the chitin
network (7⇥7⇥7 µm3) numerically reconstructed from tomography acquisitions (Figure
5.1). The authors compared the reflectance of the network cube simulating white light
incident along the direction of compression of the scale filament and along the plane of
the scale (Figure 5.1b). Their results are in agreement with the experimental work shown
in 4.3.1, where light transport measurement revealed the presence of anisotropic light
transport. Further study have been done modifying the filling fraction of the imaged
system, reported to be 45 ± 6%, increasing and decreasing the average radius of the
filaments, simulating light impinging in the direction perpendicular to the scale. As it is
reported in Figure 5.1d, the author obtained an increase of the scattering strength for
increasing filling fraction till volume fraction of the 40-50 % and then a slight decrease.
The gray dots, indicating the reflectance spectrum of the scale, lay in this interval,
indicating that the structure morphology allows an increasing of the brightness till filling
fraction values around 50-60 %. Above these percentage values there is not a consistent
reflectance increase and optical crowding effect affect the transport. This is a result
that corroborates the hypothesis that the single scatterer anisotropy and the type of
network architecture display no correlation effect, making possible high density packing
together with high scattering strength, not normally achievable without anisotropy. A
different type of analysis has been done, Figure 5.1c, stretching the system along the
direction perpendicular to the scale. In this way the author obtained network systems
with different thickness, filament radius and average filament orientation. Compressing
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a) b)

c) d)

Fig. 5.1: a) SEM image of a scale part taylored with focus ion binning from
the hole network. X-ray nanotomography has then been performed to obtain a
3D image of the chitin random network of 7⇥7⇥7 µm3 volume. All images are
taken from [14].

or stretching the structure leads the filament to be either more or less oriented along
the scale plane, i.e. there is a change in the degree of anisotropy. They observed
that compressing the structure lead to a decrease of the reflectance, especially at low
wavelength, of more than 10 %. Stretching it to 140 % of the original thickness does not
lead to any increase at low wavelength but to a ⇠10 % higher brightness at high visible
wavelength. The claim in the paper is that the thickness decrease is compensated by
an increase in the anisotropy, that keeps the scattering strength quite high, while the
stretching leads to a lower degree of anisotropy that, despite the higher thickness, lead
to a loss of the scattering strength. Despite the results of the simulation, indicating
that the different filament orientation might strongly affect the system brightness, the
brightness changes in the study cannot be attribute to the anisotropy only, as many other
structural parameters are changing, i.e. It is not possible by this analysis to distinguish
the individual contribute to the brightness enhancement of parameters, like the degree of
anistropy. Moreover, modifying the filament diameters decreases the whiteness making
the variation of brightness extremely different in different spectrum regions. Thus the
role and the real dependence of a beetle-like network reflectance by the amount of
compression of the chitin scatterers in the scale plane is still an open topic.

5.2 Modeling the beetle scale: networks generation

In order to emulate the structure of the Chyphochilus network, the filaments have been
approximated to rod-shaped scatterers (cylinders), that, to reproduce the flat response of
the scale, require to be arranged in a disorder fashion without correlations. Moreover the
network geometry needs to be taken into account in the modeling. All these features have
been considered in the design of the algorithm, chosing to simulate a random-walk-like
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Fig. 5.2: Branching Random Walk: in each step two new scattering elements
are added to the network. Direction and length are expressed in spherical
coordinates. The radius of the rods is approximatly the average radius of the
beetle filaments.

growth of the filaments in order to ensure the lack of correlations in the structure
and satisfy the morphological condition to have juctions between the cylinders at their
endpoints.

5.2.1 Random-walk algorithm for network structures

The single scatterer has been modeled as a rod of lenght l with space orientation described
by a polar angle ✓ with respect to the z-axis, and an azimuthal angle ' in the xy-plane.
The reference frame chosen to express the rod position in space is the same described
in figure 4.1, where the z-axis represents the direction orthogonal to the scale surface,
that lays in the xy-plane. In a single algorithm step, two new rods are attached to the
endpoint of each rod of the previous step (Figure 5.2). The length and the orientation
of the new rods are sampled according to a chosen probability distribution, describing
a random walk grow of the filaments. The first step of the algorithm starts sampling
a single point inside a volume, selected at the beginning of the algorithm. Periodic
boundary conditions are applied along every direction. From this first point a sequence
of step is performed where new rods appear as a bifurcation of those of the previous
steps, as it is schematically depicted in Figure 5.3. The grow of the whole network stops
when a chosed value of the filling fraction is reached. There is only one stop condition
to the grow of a single filament. If the endpoint of the rod generated at step n is closer
to the endpoint of another rod then a distance equal or lower than the diameter of
the rod, no new rod is attached to this endpoint (Fig. 5.4). This condition prevents
different filaments to grow too close to each other, avoiding the formation of clusters.
This condition reduces the heterogeneity of the whole system and limits the generation
of new rods in area with high density, that would result in optical crowding at lower
filling fraction than the one of the beetle scale.
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Fig. 5.3: Representation of different steps of a single branching random walk
realization with �✓ = 0.3. a) Configuration after two steps. b)-c)d) Config-
urations at higher number steps, where the periodic boundary condition are
applied.

d 

Step n Step n+1 

Fig. 5.4: Stop condition: in the step n+1 a new rod is generated. Its endpoint
is at a distance d from the endpoint of another rod equal to the rods diameter
value. The stop condition is satisfied and in step n+2 no rods will be attached
to this rod.
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Fig. 5.5: Examples of rods generation. The first filament is the output of
three sampling steps with ✓ normally distributed with µ✓ = ⇡/2 and �✓ = 0.1
(approximatly 5.7�). The second one has been generated with the same structural
parameters and a larger standard deviation �✓ = 0.9, corresponding to 51.7�.
For the sake of clarity in each step only a single rod is attached to the previous
step rod.

Algorithm parameters

A proper choice of the algorithm parameters is required to reproduce the key feature of
the real chitin netowrk. The diameter of the rods section have been chosen equal for
each rod, and it is set to d = 250 nm [15, 16]. As the direction of each rod is sampled
according to a probability distribution it is possible to tune the degree of anisotropy
of the network choosing the proper distributions for l, ✓ and " and selecting specific
values of their parameters. Moreover the thickness, that becomes fixed once the size
of the growth volume is set, and the filling fraction, represent two other important
parameters useful to emulate the chitin network behavior and to perform the study
subject in this chapter. The length l of each rod is picked from a truncated normal
distribution, with mean value l̄ = 1 µm and standard deviation �l = 0.7 µm. The
distribution has been limited to the interval [0,2l̄], in order to avoid the generation of
rods with length corresponding to the tails of the distribution. The average length, l̄
= 1 µm, has been chosen slightly bigger than the actual length of the chitin rods. As
it will be explained later, there are no constrains about rods intersection, unlike the
intra-scale network where according to SEM image there is no rod overlap apart in
the junctions. The crossing between different rods lead to a decrease of the effective
length of the scatterer, reason that motivate a choice of l̄. The rod azimuthal angle
" is sampled from a uniform distribution in the interval [0,⇡]. The distribution of the
azimuthal angles sets the degree of anisotropy in the xy-plane, i.e. the one parallel to
the scale surface. As we are interested on how the anisotropy affects the out-of-plane
scattering and the results in the previous chapter (subsectioon 4.3.1) indicates close
values of lt,x and lt,y, the scatterers distribution in the model have been chosen isotropic
for the xy-plane. This motivates the uniform distribution for the azimuthal angles.
The polar angle ✓ is sampled from a normal distribution with mean value ✓̄ = ⇡/2.
This value imposes that the rods are in average aligned parallel to the x-y plane. The
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standard deviation �✓ of the polar angle distribution sets the degree of anisotropy of the
system with respect to the z-axis, i.e. the degree of compression of the network along the
direction perpendicular to the scale surface. The effect of this distribution on the rod
generation in 3 consecutive steps (neglecting the branching in each step and considering
only one of the two rods that are actually generated) is represented in Figure 5.5a, where
the polar angles are picked from a normal distribution with ✓� = ⇡/2 and �✓ = 0.2
(⇠ 11.5 °), and 5.5b where the distribution has a larger standard deviation �✓ = 0.9
(⇠ 51.7 °), that lead to a more isotropic structure. Structures with different degree of
anisotropy have been generated and studied. The stop conditions of the growth are set
trough the last parameter described in this section, the filling fraction f , feature that
strongly affects the scattering properties of a system [16, 17, 18, 19]. When a certain
f is reached, the growth of the network stops. A similar analysis on the beetle filling
fraction performed in [14] has been carried out in this work generating networks with
the filling fraction of the Cyphochilus scales (f=0.6). Moreover also structures with
different f have been generated and studied. Structures with different filling fraction
differ from the total number of generated rods, while the rod section is kept fixed at d
= 250 nm, together with the average rod length ( l̄ = 1 µm).

Output structures

In Figure 5.6 two structures generated are presented. The standard deviations of the
polar angle distribution are �✓ = 0.1 and �✓ = 0.9 and all the other algorithm parameters
(cell size, filling fraction, mean values of the probability distribution, rods diameter)
are the same for both the structures. Both the rendering and the cross sections show
clearly how the structures exhibit different degree of anisotropy and how it can thus
be fully controlled. To qualitatively evaluate the similarity of the generated network
with the beetle SEM and TEM images are reported in (Fig. 5.7a and 5.7b) respectively.
The TEM image represent a tomography along the plane xy of the scale interior, while
the SEM image highlights the morphology of the network. Comparing them with the
cross cut along the xy plane direction and the rendering of the simulated structures
reported in 5.6, we can conclude that the generated rods orientation and distribution are
comparable with the scale ones. Anyway, as mentioned before, the algorithm network
presents differences from the beetle structure. The latter, as it can be observed in SEM
images, exhibits a network morphology characterized by homogeneously distributed
junctions connected by non intercepting rods (Fig. 5.7b). Furthermore the beetle
filaments seem to avoid the formation of high density regions tending to grow along
trajectories where no other rods are present. In the developed algorithm no constraints
about interception are imposed and the rods are free to grow independently from the
surrounding environment, apart for the stop condition (Figure 5.4). This feature could
increase the optical crowding effect, as we will see in the next section.

5.3 FDTD calculations and results

The optical response structures generated by the algorithm have been investigated
through the Finite Difference Time Domain method (FDTD) [20, 21], consisting in
retrieving the field evolution in discrete time steps, solving numerically Maxwell equations.
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Fig. 5.6: Output structures of the Random Branching Algorithm are displayed. For each
structure a rendering is displayed on the left, and two cross sections that describe the internal
distribution of the index of refraction are shown on the right. The two cross sections correspond
to internal planes tangent to the center of the structure and respectively parallel to xy and
yz.
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y 

z 
a) b) 

Fig. 5.7: a) TEM image of the internal structure of the white beetle scale. The
image correspond to the rod distribution in a plane parallel to the z direction.
b) SEM image that highlights the network morphology of the scale internal
structure.

Structures with different degree of anisotropy and different filling fraction have been
generated through the algorithm and their reflectance spectrum has been computed with
the FDTD dedicated open source software MEEP [22]. We therefore obtained a detailed
study of the dependence of the brightness by the network parameters that allowed to
perform a comparison with the Chyphochilus experimental data.

Computational cell and simulation parameters

The structures investigated are all cubic volumes with size 7 µm and varying values
of filling fraction and degree of anisotropy. The filling fraction has been set in the
range from 0.1 to 0.7 while the degree of anisotropy, that as mention before is tuned
through the standard deviation of the rods polar angle distribution �✓, has been set to
0.2, 0.5, 0.9 and 1.2 radiant (in degrees �✓ = 11, 5�, 28, 6�, 51, 6�, 68, 7�). Together with
anisotropic systems, the transport in isotropic networks (iso) have been simulated as
well, sampling the rods polar angle not from a normal distribution but from a uniform
distribution in the interval [0, ⇡]. For all the couples (ff, �✓) ten structures have been
generated and a mean value of the total reflectance has been computed to average out
the disorder effects.
All the calculations performed are 3D. A representation of the computational cell is
reported in Figure 5.8. The coordinates of the rod network are given as input to MEEP
that reproduces the structure in between two plane detectors perpendicular to the z
direction. The plane source in the calculation is also perpendicular to z and it emits
a gaussian pulse with central normalized frequency ⌫cen = 1.67 and width d⌫ = 1.1
The size of the cell along the direction x and y is the same of the input network and,
along these directions, periodic boundary condition are applied. The size of the cell
along z has been set in order to place the detectors enough far from the sample to
avoid near field effects. For this purpose value d has been defined as d = 3�max where
�max = �cen + d� (near field effects are considered negligible at a distance from the
source equal to three times the wavelength). This value has been assigned respectively
to the distance between the source and the reflectance detector, the reflectance detector

1The values are expressed in the adimensional MEEP units. The central wavelength of the pulse is
�cen = 0.6, which in our simulations corresponds in SI units to � = 0.6µm.
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Fig. 5.8: Rappresentation of the computational cell in the plane zy.

and the random network, the random network and the trasmittance detector (Fig. 5.8).
PML blocks of width dpml = 1 have been positioned at the end of the cell along z. As a
consequence the computational cell has size 7 ⇥ 7 ⇥ 21,85 µm3.
Simulations were executed with resolution 25 for 310 time periods, 10 time periods for
source excitation and 300 periods with source off. Each spectrum has been computed for
nfreq = 300 number of frequency equally spaced inside the interval [⌫cen � d⌫,⌫cen + d⌫].

5.3.1 Results: anisotropy brigthness dependance

The reflectance spectra for different degree of anisotropy are shown in this section for
f = 0.6 only, the value corresponding to the beetle scale reported in literature. The
result are reported in Figure 5.9. An analogous behavior have been found for all the
other filling fractions investigated. The blue line corresponds to an isotropic system, the
green line to an arrangement of the rods with a normal distributed polar angle with
�✓ = 0.9 (51.6�), and the red line have been generated with �✓ = 0.2 (11.5�). All the
displayed spectra exhibit a flat response in the analyzed spectrum region, characteristic
that proves the absence of correlation that would otherwise manifest in pronounced
spectral features. Moreover they indicate that the random network brightness exhibit a
dependence from the degree of anisotropy. Structures with the same value of f present
reflectance that tends to increase with increasing degree of anisotropy. An important
conclusion can be drew by this results. The compared structures present the same
structural features, i.e. same volume and same amount of material, except for the degree
of anisotropy. This means that a brightness increase is not only obtained by exploiting
the scatterer asimmetry to reach higher scatterers density in a fixed volume but it is
something that can be optimized tailoring exclusively the in-plane orientation of the
rods.This result confirms the previous experimental interpretation on the bright white
appearance in the beetle scale as optimized through anisotropy but at the same time it
denotes that the lower scattering mean free path along the perpendicular direction is
not the result of higher density along this axis but a merely topological effect.
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Fig. 5.9: Reflectance spectra of the random network generated through the
Random branching algorithm with f = 0.6. The spectral corresponding to
the values �✓ = 0.5, 1.2 have been omitted for the sake of clarity as, even
following the trend, they overlap the spectra corresponding the close values of
�✓. The error bars are the standard deviations of the average of the reflectance
calculated for ten different structures with the same parameters.

5.3.2 Results: filling fraction brigthness dependance

In this section an analysis of the simulation output for structures with varying filling
fraction is reported. The degree of anisotropy is here fixed to the value �✓=0.2 (11, 5�).
The choice of this value must be found in the similarity of the network so obtained
with the beetle one, and, as displayed in Figure 5.9a, the one that guaranties one of the
highest scattering strength. Anyway analogous results have been found also for all the
other �✓ analyzed. The comparison is shown in Figure 5.10. It is evident how, except
for the lowest investigated value f=0.1, all the computed spectra exhibit a flat response
in the wavelength interval analyzed, reproducing, especially at high wavelength, the
whiteness of the beetle scale. The higher reflectance at low wavelengths for f=0.1 can
be understood considering that at higher scatterers density, optical crowding effect leads
to a decrease of the scattering strength in the all spectral range, while at lower densities
high frequencies are more affected. It’s possible to observe that the higher values of
brightness correspond to low f . Starting from f = 0.7 and moving to lower values, the
reflactance tends to increase till it reaches the same values within the error bars from
f = 0.5 till f = 0.3, interval corresponding to the maximum brightness. Other useful
quantitative information for the comparison can be retrieved from Figure ??b that show
the comparison between the total reflection of all the structures investigated, for a fixed
wavelength (� = 550nm) and same degree of anisotropy (�theta = 0.2). Again, moving
from low to high filling fractions, the total amount of light reflected increases until it
reaches a maximum (R ⇠ 0.65) for approximately f ⇠ 0.3 ÷ 0.4. Then it decreases.
The reflectance in the maximum results ⇠ 25% higher than the reflection of the f = 0.1
structure and ⇠ 18% higher of the f = 0.7 structure. This trend can be interpreted
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Fig. 5.10: Total reflection for structures with fixed anisotropy and varying filling
fraction. a) Spectra related to four structures with �✓ = 0.2 and different filling
fraction, f = 0.1 (blue line), f = 0.3 (green), f = 0.6 (red) and f = 0.7 (black). (b)
Total reflection for a fixed wavelength (� = 550 nm), fixed anisotropy �✓ = 0.2,
and varying filling fraction. The data plotted are the average value of the
reflection computed from 10 different structures with the same parameters. The
error bars are given by the standard deviation.

considering again the optical crowding effect. Indeed, increasing the concentration of
scatterers the overall scattering strength does not increase linearly and, after f = 0.4
is even reduced. Notably the filling fraction of Cyphochilus scales does not guarantee
the highest value of reflectance. This can be directly linked with the morphological
differences between the modeled network and the actual chitin one. These particular
behavior can be interpreted as a propriety strictly connected to the morphology of the
generated network. As no constraints about rods interception have been imposed, the
rods are free to compenetrate and they can grow really close to each other, feature that
is not present in the TEM and SEM images of the real beetle network, where the rods in
between the junctions tend to be more far apart. As a consequence optical crowding show
up in the networks at lower f than the beetle one. Anyway we can also consider that
the filling fraction of the actual beetle scales could not represent the optimal value for
the reflectance, but it is a trade-off which consider other important parameters, like for
example the mechanical stability of the structure. This last hypothesis is corroborated by
the simulations performed in [14] and gathered in Figure 5.1. The maximum brightness
found by the authors, correspond to f ⇠0.5, very close to the values that gives maximum
scattering strength in the networks designed in this chapter.

5.3.3 Results: in-plane and out-of-plane propagation

Finally we present a comparison between the reflectance spectra of the same structure but
for two different orientations. One, like in the previous simulations, with light incident
along the anisotropic direction and the other with the network rotated of ⇡ / 2 around
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Fig. 5.11: Scheme of the FDTD simulation for two different orientations of the network. In
the first one the plane wave propagates along the direction of compression of the filaments.
In the second one the same structure is rotated of ⇡ / 2 around the x axis and information
about the transport ain the isotropic plane can be retrieved.

the x axis, so to analyze also the case when light impinges in a direction perpendicular
to the anisotropic axis (Fig. 5.11). The network parameters are chosen in order to
perform the simulation on structures with anisotropy and f comparable with the white
beetle ones, that is f = 0.6 and �theta = 0.2. Again the spectra are the results of the
average of the reflectance for FDTD on 10 networks. As it was expected the computed
brightness is higher in the case of light incident along the direction of compression of the
filaments (Fig. 5.12). From these results we can estimate quantitatively the transport
mean free path along the anisotropic direction lt,? and the one in the isotropic plane lt,k
and compare the obtained values with the transport mean free path of the beetle scale
measured in Chapter 4 and reported also in [23]. As the experiment in this reference
has been performed with monochromatic light with � = 550 µm, we consider the values
of the reflectance spectra for that specific wavelength.
The transport mean free path can be computed from the total trasmission using the
Ohm’s law for slab geometry system.

T =
lt + ze
L+ 2ze

(5.1)

with L thickness and ze extrapolation length. It is so possible to obtain lt,? and lk
inserting the values T? and Tk computed in the simulations with different network ori-
entations. We thus get lt,? = 2, 22± 0, 04µm and lt,k = 2, 89± 0.06µm that correspond
to the ratio lt,k/lt,? = 1, 30± 0.06. This value is lower compared to the ratio measured
in chapter 4 for the same wavelength, that is higher then 2. Again the lower value of the
scattering strength could interpreted as due to the absence of constrain in the algorithm
on rods interception, with a consequent tendency to generate regions with clusters of
material, which result in a reduction of the effective anisotropy of the system.

To conclude, a detailed analysis of the structural anisotropy in the random network of
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Fig. 5.12: Reflectance spectra for structures with �✓ = 0.2 and f = 0.6 and different
orientation inside the computational cell. The red one corresponds to light incident along
the direction of compression of the filaments (perpendicular to the scale) and the black one
corresponds to light incident in the plane parallel to the scale surface.

the Chyphochilus scale has been performed. From the experimental results in chapter 4,
proving that anisotropic light transport occurs inside the scale, a modeling of the system
morphology has been done to attempt both to replicate the system scattering properties
and to perform a study of the impact of the degree of anisotropy in disorder network
in general. It has been shown how, with a random walk based simple algorithm, it is
possible to obtain simulated network displaying brightness and whiteness comparable to
the beetle one. Moreover, from light transport calculations on the network with tunable
structural parameters, a clear dependence of the reflectivity by the scattering properties
has been established, demonstrating how the degree of anisotropy, independently from the
system filling fraction and the filament packing, produces an increase of the out-of-plane
scattering strength.
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CHAPTER 6

Conclusions

In this work we investigated light matter interaction in two systems presenting extremely
peculiar structural properties, that strongly affect light propagation mechanism. Despite
these systems belong to different classes of disordered optical media, the transport
features that make them unique are, in both cases, due to the presence of spatial corre-
lations in their scattering elements arrangement.
The first system under study is an open 2D fractal distribution of point-like strongly
resonant scatterers with resonance frequency !0 and width �0. The supported resonances
have been studied analytically exploiting the Coupled Dipole method, that allows to
model the scatterer distribution as an ensemble of electric dipoles whose optical response
for an incident electric field can be then computed from Maxwell equations. In this
formalism the solutions of Maxwell equations are the eigenvectors of the Green matrix
and they represent the modes of the system with frequencies given by the associated
eigenvalues. In the case of open media the natural resonances, called Quasinormal-
modes (QNM), are affected by leakages and the Green matrix eigenvalues are complex
values representing frequency and width of the corresponding resonances. Assuming a
polarization of both the medium and the exciting field along the direction perpendicular
to the dipoles plane, i.e. solving the scalar problem, the QNM have been computed.
A statistical analysis of the degree of localization of the system resonances has been
performed computing the QNM Inverse participation ratio (IPR) which inverse quantity,
the Mode Spatial Extent, represents the number of scattering centers in the region occu-
pied by the QNM electric field. This is a common analysis that has so far been exploited
to characterize the resonances of deterministic aperiodic structures or homogeneous
disordered systems, but has not been adopted to fully characterize the QNM of a general
2D fractal system. Extending the computation of the IPR in all space and not only to the
dipoles coordinates, a detailed analysis on the mode size revealed an unexpected feature:
the fractal system exhibits a coexistence of modes with all possible sizes. A comparison
with the resonances (localized and delocalized modes) of homogeneous disordered and
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heterogeneous disordered systems have been performed, observing that a configuration
where modes sizes coexist can be find only for the fractal type. This results confirms
how the self-similarity in fractal systems can generate exotic optical properties that go
beyond those of merely heterogeneous scatterers distributions, introducing QNM size
coexistence, feature that has not been reported so far for any other type of disordered
system with no self-similarity.
The second system investigated is the scale of the white beetle Chyphochilus. The scale,
only few micrometers thick, presents in its interior an anisotropic random network of
chitin filaments, compressed along the direction perpendicular to the scale. The striking
features of the network are the very high brightness and whiteness, reached despite
the low value of the refractive index and the low scale thickness. Combining experi-
mental measurements and numerical modeling of the structural properties we unveiled
the mechanism behind the scattering strength optimization: the anisotropy. Imaging
experiments allowed to determine the 2D intensity spatial profile of the light transmitted
through the scale and total transmission measurements have been exploited to retrieve
information on the scattering properties along the direction perpendicular to the scale
plane. According to the high density and the arrangement of the embedded scattering
rods, data have been interpreted with diffusion theory, justified by previous observation
of multiple light scattering inside the system. It has been observed that the transmission
measurements are nicely described by anisotropic diffusion theory while they exhibit
discrepancy from isotropic theory. This confirms that the compression of the filaments
along the direction perpendicular to the scale (angular correlation) provides anisotropic
light transport, enhancing the scattering strength in the perpendicular direction and thus
the brightness. A numerical study has then been performed with the goal of modeling
the chitin network and determining how structural features, as degree of anisotropy and
filling fraction, can affect the reflectivity of a beetle-like network. For this purpose a
Monte Carlo based algorithm simulating a random growth of rods has been designed to
generate numerical networks with tunable structural parameters. FDTD simulations
have afterward been performed to calculate the reflectivity. The computed spectra prove
that the algorithm is suitable to qualitatively model the brightness and the whiteness of
the beetle. Moreover they showed that conserving the single scatterer shape, the system
size and the density of the network an increase of the degree of anisotropy is followed by
an increase of the reflectance. It indicates how the optimization through the anisotropy
do not consist only in the higher degree of packing that can be reached aligning the rods,
i.e. higher density, but it is also the overall rods orientation itself, with respect to the
plane of the scale, that increases the system scattering strength. This knowledge, that is
the considerable increase of the reflectance by an increase of the degree of anisotropy,
can be applied to design and fabricate novel optical white materials for coatings with
low thickness and high reflectivity.
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