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A few words 

 

After almost six months of writing (yes, I started at the end of April...), I can finally 

say the work is done. My journey as a student began with no intention of pursuing a 

PhD. As a regular grad student at the University of Stuttgart in Germany, I initially 

aimed for an Erasmus+ internship. I chose Florence for two main reasons: A beautiful 

city and my growing interest in Molecular Magnetism. 

During my internship in Prof. Joris van Slageren's research group at the 

University of Stuttgart, I was introduced to nanomagnets. A deeper dive into the field, 

along with the knowledge that Florence was a hub for molecular magnet research, 

changed the course of my academic journey. Interactions with the van Slageren group, 

who had connections with Florence, played an important role in this decision. 

On November 28, 2019, I met Prof. Roberta Sessoli for the first time. 

Her remarkable attention to detail, passion, and scientific curiosity left an indelible 

mark. The competence, intelligence, and camaraderie of the research group convinced 

me to extend my stay. I decided to embark on a three-year PhD journey, hoping to 

reach their level of excellence. 

 

Florence, 30.10.23 
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Summary 

 

Paramagnetic molecular systems represent promising candidates for qubits, the 

fundamental components of quantum computers. Their chemical versatility allows for 

realizing two-qubit architectures and quantum logic gates. Key prerequisites for two-

qubit gates include weak exchange coupling of the S = 1/2 centers, enabling the 

creation of four computational basis states. Distinguishable electron spin centers allow 

more complex quantum gates to be implemented, while a long coherence time is 

crucial for spin manipulation. Furthermore, the molecular spin qubit must be neutral 

and thermally stable, enabling deposition on various metal substrates to develop 

prototypical devices. 

In this PhD Thesis, we show the potential of paramagnetic porphyrin 

compounds in quantum information research. We synthesized homometallic meso-

meso linked [VO]2+ porphyrins and heterometallic [VO]2+-Cu2+ porphyrin dimers and 

solved their crystal structure using X-ray diffractometry. Electron paramagnetic 

resonance techniques were used to characterize their static and dynamic magnetic 

properties. In particular, the vanadyl porphyrin moiety was found to be a crucial 

building block. The results demonstrate that weakly exchange-coupled porphyrin 

systems provide the qubit-qubit interaction and the single spin addressability required 

to implement the controlled-NOT quantum gate. Additionally, we illustrate the ability 

to host paramagnetic porphyrin dimers within a matrix of diamagnetic dimers, 

yielding diluted single crystals. Beyond enhancing spectral resolution, magnetic 

diluted single crystals are crucial to implementing the proposed quantum gates 

through multi-frequency microwave pulses. 

Our research further explored the chemical versatility of porphyrinic systems 

by extending the synthetic strategy to obtain porphyrin trimers with the perspective of 

employing photoexcitation to control the magnetic exchange. We also investigated 

the evaporability of porphyrin building blocks to deposit them on metallic surfaces. 

This thesis underscores the versatility of paramagnetic porphyrins in quantum 

technologies based on molecular spins. Their electronic properties and thermal 

stability will facilitate their integration in more technologically relevant architectures.  
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Abbreviations of chemical compounds and reagents 

Compounds Abbreviation 

Chapter 4 

maleonitriledithiolate mnt 

catechol cat 

phthalocyanine Pc 

tetrarkis(thiadiazole)porphyrazine TTDPz 

Chapter 5 

N-bromosuccinimide NBS 

5,10,15-triphenylporphyrin H2TrPP 

10,20-diphenylporphyrin H2DPP 

N-iodosuccinimide  NIS 

phenyliodo-bis-trifluoroacetate PIFA 

silver(I)hexafluorophosphate AgPF6 

pinacolborane HBpin 

scandium(III)triflate Sc(OTf)3 

2,3-dichloro-5,6-dicyano-1,4-benzochinone DDQ 

Tris(4-bromophenyl)aminiumhexachloroantimonate BAHA 

acetylacetonate acac 

Chapter 6 

oxo-(5,10,15-triphenylporphyrinato)vanadium(IV) [VO(TrPP)] 

bis-oxo[(10,15,20-triphenylporphyrinato-5yl-)vanadium(IV)] [VO(TrPP)]2 

Chapter 7 

oxo-(5,10,15-triphenylporphyrinato)titanium(IV) [TiO(TrPP)] 

bis-oxo(10,15,20-triphenylporphyrinato-5yl-)titanium(IV) [TiO(TrPP)]2 

(5,10,15-triphenylporphyrinato)zinc(II) [Zn(TrPP)] 

bis-(10,15,20-triphenylporphyrinato-5yl-)zinc(II) [Zn(TrPP)]2 

bis-5,10,15-triphenylporphyrin [H2(TrPP)]2 

magnetically diluted porphyrin [VO(0.01)H2(0.99)(TrPP)]2 

Chapter 8 

(5-[10,20-diphenylporphyrinato-5-yl)copper(II)]-[oxo(10,20-

diphenylporphyrinato)vanadium(IV)] 

[VOCu(DPP)2] 

oxo-(10,20-diphenylporphyrinato)vanadium(IV) [VO(DPP)] 

(10,20-diphenylporphyrinato)copper(II) [Cu(DPP)] 

oxo-(5-iodo-10,20-diphenylporphyrinato)vanadium(IV) [VO(IDPP)] 

(5-iodo-10,20-diphenylporphyrinato)copper(II) [Cu(IDPP)] 

5-iodo-10,20-diphenylporphyrin H2IDPP 

5-pinacolborane-10,20-diphenylporphyrin BpinDPP 

(5-[oxo(10,20-diphenylporphyrinato-5-yl)vanadium(IV)]-

10,20-diphenylporphyrin 

[VOH2(DPP)] 

(5-[(10,20-diphenylporphyrinato-5-yl)copper(II)]-10,20-

diphenylporphyrin 

[CuH2(DPP)] 

Chapter 9 

bis-5,15-iodo-10,20-diphenylporphyrin [VO(I2DPP)] 

bis-5,15-pinacolborane-10,20-diphenylporphyrin Bpin2DPP 

bis-(5-[oxo(10,20-diphenylporphyrinato-5-yl)vanadium(IV)]-

10,20-diphenylporphyrin 

[{VO}2(DPP)2(H2DPP)] 

oxo-(5-iodo-10,15,20-triphenylporphyrinato)vanadium(IV) [VO(ITrPP)] 

bis-(5-[oxo(10,15,20-triphenylporphyrinato-5-

yl)vanadium(IV)]-10,20-diphenylporphyrin 

[{VO}2(TrPP)2(H2DPP)] 



vii 

bis-(5-[oxo(10,15,20-triphenylporphyrinato-5-

yl)vanadium(IV)]-10,20-diphenylporphyrin-5-yl-(10,15,20-

triphenylporphyrinato)copper(II) 

[{VO}(TrPP){Cu}(TrPP) 

(H2DPP)] 

(5-[oxo(10,20-triphenylporphyrinato-5-yl)vanadium(IV)]-

10,20-diphenylporphyrin 

[VO(TrPP)(H2DPP)] 

(5-[oxo(10,20-triphenylporphyrinato-5-yl)vanadium(IV)]-(15-

iodo-10,20-diphenylporphyrin) 

[VO(TrPP)(H2IDPP)] 

(5-pinacolborane-10,15,20-triphenylporphyrinato)copper(II) [Cu(BpinTrPP)] 

(5-bromo-10,15,20-triphenylporphyrinato)copper(II) [Cu(BrTrPP)] 
oxo(5-bromo-10,15,20-triphenylporphyrinato)vaandium(IV) [VO(BrTrPP)] 
5-bromo-10,15,20-triphenylporphyrin H2BrTrPP 

 

List of acronyms  

Full name Abbreviation 

Chapter 1 

Quantum information processing QIP 

negative-positive-negative-transistor npn-transistor 

control-not gate CNOT-gate 

Chapter 2 

continuous wave cw 

electron paramagnetic resonance EPR 

ferromagnetic FM 

antiferromagnetic AF 

Chapter 3 

spin-orbit coupling SOC 

free inductive decay FID 

Fourier-transformation FT 

Chapter 4 & 5 

Single molecule magnet SMM 

normal coordinate structural decomposition NSD 

oxidative ring closure  ODRC 

Chapter 6,7,8 

broken symmetry BS 

ultra-high vacuum UHV 

X-ray photoelectronspectroscopy  XPS 
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How chemistry can contribute to quantum technologies 
 

The idea of using quantum physical phenomena in technological devices can be 

considered the beginning of the second quantum revolution [1,2] and dates back to the 

1960s.[3] The interdisciplinary nature of the field of quantum information processing 

(QIP) has been growing since then and can be represented as shown in Scheme 1. 

Before the 1960s, technologies were not ready for a revolution, and many concepts 

remained written on paper. It was only through technological developments that 

quantum mechanical predictions and hypotheses became accessible, and the tools for 

creating quantum technologies became a reality. Among the great challenges in 

quantum technologies, realizing a quantum computer with its fundamental unit, the 

so-called quantum bit or qubit, is the most ambitious. Material scientists, engineers, 

and physicists got involved in finding a suitable candidate for a qubit.  

 

 

Scheme 1: Visualization of the interdisciplinary reality for developing quantum 

technologies. Chemistry makes only a little part of it. 

 

Systems like superconducting qubits,[4] solid-state qubits,[5] or quantum dots[6,7] were 

proposed and studied. Indeed, multinational companies such as IBM[8,9] or Google[10] 
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developed quantum computers based on superconducting circuits. Much later, 

chemistry also got involved in finding a physical qubit. But what contributions can a 

chemist give in creating a qubit? The answer lies in the definition of quantum itself. 

A      w  d “q      ”         ,     q       b      b   d          w   f q       

physics as much as molecules do. By exploiting the quantum mechanical properties 

of a molecule, one might be able to create a qubit. Where physicists see rings, 

triangles, and chains, the chemist sees aromatic systems that can be functionalized, 

trimetallic frustrated transition metal complexes with peculiar magnetic behaviors, 

and chains of conjugated carbon tapes with unique electric properties. Not only can 

the chemist observe the molecule and determine its building blocks, but they can also 

develop new molecules better suited for performing a specific task and describe 

theoretically the intra- and intermolecular interactions of functionalized molecules. It 

is the ability to engineer molecular systems that make the chemist's work so interesting 

in the quantum technology universe to realize a so-called molecular spin qubit.[2,11–13] 

This thesis focuses on engineering more complex molecular spin qubits 

that can be used as two-qubit quantum logic gates. These gates can be created with 

bimetallic transition metal complexes; therefore, most of the effort was dedicated to 

synthesizing new molecular systems specifically designed for this scope. In particular, 

homo- and hetero-metallic dimer complexes of paramagnetic spin 1/2 systems were 

synthesized. The focus was on aromatic and especially porphyrinic ligands since 

porphyrins have many suitable features for molecular spin qubits. The investigation 

of the magnetic properties of the synthesized complexes allowed us to determine the 

conformity of the molecule to be considered a molecular spin qubit gate, giving us 

insights into the magnetic spin-spin interactions of the molecule. This further 

solidified the understanding of the physics of such systems and helped us design 

further bimetallic paramagnetic spin 1/2 systems. First surface depositions were also 

conducted on the synthesized molecules and demonstrated the potential of porphyrinic 

systems for technologically relevant applications. The results obtained will have a 

significant impact when it comes to the development of further molecular spin qubits.  

Chemistry can be helpful for quantum technologies, though on a much 

             . I      b       d   d            f     “b   k ” (Scheme 1) that make up 
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the circle for the realization of the most important quantum technology of the future, 

the quantum computer. Theoretical physicists were the first to put the initial brick by 

creating the mathematical operations necessary for the implementation of the qubit, 

and they will also put the last brick, which is the final implementation of the algorithm. 

The final goal of this interdisciplinary research will be achieving quantum supremacy, 

i.e., the point beyond which a quantum computer is much more performant than a 

classical one.[1] 

In this thesis, we will briefly provide a basic theoretical insight into 

qubits and quantum logic gates (Chapter 1) with an emphasis on the electron spin's 

similarity to qubits (Chapter 2) and the environmental effects altering its magnetic 

properties (Chapter 3) will be given. These topics are relevant to the molecular spin 

qubits discussed in Chapter 4. Chapter 5 introduces the physical and chemical 

properties of porphyrins. These concepts provide the necessary frame for the chemical 

and physical studies of the porphyrinic systems presented in this thesis (Chapters 6-

9). 
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1 Basic concepts of quantum computation 
 

Quantum computation is a vast research area that cannot be exhaustively treated in 

this thesis. This chapter aims to outline the most important concepts of quantum 

computation necessary for the realization of molecular spin qubits and will not cover 

the quantum algorithm part. The focus will be on the mathematical description of the 

qubit and the quantum logic gate. The mathematical description is, indeed, very 

important to understand why the electron spin is such a suitable candidate.  

 

1.1 A brief history of quantum computation 

 

This section will only give a brief chronological history of quantum computation.  For 

the sake of brevity, this introduction will not cover all relevant aspects and 

contributors but is limited to providing the necessary frame in which this research has 

been developed. 

The history of quantum computation can be considered the continuation 

of the history of quantum mechanics itself. While at the end of the 70s, most secrets 

of the nano-world had been discovered, other scientists were triggered by the idea of 

adapting quantum mechanical phenomena in computer science. It is difficult to say 

who started the process, but the research of Charles Bennett with his paper published 

in 1973[14] can be considered a milestone. Bennett was the first to demonstrate that it 

is possible to implement an algorithm using reversible quantum logic gates operation. 

As explained in the following sections, the reversibility of the QIP is crucial since 

only with a reversible process is it possible to retain the information in the single 

computational states. Nine years later, a paper published by Richard Feynman[15] 

showed that it is possible to describe the operations on a quantum computer by simple 

linear algebra. Furthermore, he proved that the laws of quantum physics enable the 

creation of new quantum logic gates which have no classical counterpart. With these 

new gates, information processing would become much faster, and calculation time 

would significantly decrease. Finally, in 1985, David Deutsch[16] introduced his 
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famous Deutsch algorithm, i.e., an algorithm built with only qubit manipulations. In 

this article, he described the creation of a universal computer that completely worked 

by obeying the laws of quantum physics, and the information is contained in a single 

machine. Such computers would be built by combining the gates described by Richard 

Feynman.  

To this day, many systems have been proposed as the basic unit of a 

quantum computer. Among them are molecular systems briefly mentioned in the 

introduction and will be discussed in detail in the next chapter. However, the quest to 

find the core units for these computers is still ongoing. 

 

1.2 Bits and logic gates 

 

To understand the nature of the qubit and how it is related to the quantum computer, 

we first must understand how a classical bit works. In modern computers, information 

is processed using electric currents.[17] In an electric circuit, specific devices are 

inserted that can change the electric potential while the current is passing through the 

device. One of these devices is the positive negative positive (npn)-transistor (Scheme 

1.1, left). The npn-transistor consists of two main junctions: a collector (C), an emitter 

(E), and a base (B, see Scheme 1.1). If there is an electric circuit in which a potential 

 f 1 V          d                  ,             “      ”                        .     

current only passes through the E if there is also a weak current at the B. Otherwise, 

                 f         “   d” b                .     ,                w  k       

switchable on/off device.[18]  

In a computer, these differences in current can be used as signals for 

encoding and transporting information. The base of the transistor could be considered 

as the input signal, while the emitter gives the output. The transistor acts like a sort of 

gate that either lets the current pass or not. In a computational sense, the transistor is 

a NOT-gate (Scheme 1.1, middle). As shown in Scheme 1.1 right, the input and 

output of the signal can be represented in a table (so-called truth table), with 1 being 
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the state when a current is measured and 0 if not. Note that the numbers 0 and 1 are 

labels that define the states and are not integers. The single states (0 and 1) are called 

bits, and a package of eight bits is called a byte.[17] These are the fundamental units of 

the computer and the source of information processing.  

A bit is, therefore, the smallest package of information in the 

computational units. It must have a well-defined state and be distinguishable from its 

opposite state. By combining different transistors or changing the INPUT and 

OUTPUT positions, one can create other gates with different functions. A sequence 

of connections between different gates is used to write an algorithm the computer can 

translate to create a command. 

 

Scheme 1.1: The npn-transistor (left) is a possible device for creating a NOT-gate 

(middle), which satisfies the requirements of the truth table on the right. Note that in 

the electric circuit on the left, the resistances were omitted for clarity. 

 

1.3 Qubits and quantum logic gates 

 

If, instead of a current in the circuit, single electrons passing through the transistor are 

used, it is not possible to use a macroscopic quantity (such as a current or voltage in 

the previous example) to determine the computational states 0 and 1, but other 

distinguishable physical values are needed. The major issue, however, is that for 

single electrons, the laws of classical electrodynamics do not work, and the laws of 

quantum physics must be considered. Still, the principles of the computational theory 
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remain the same. While the fundamental unit in information processing is the bit, in 

QIP, these units turn to quantum bits or qubits[19] and the state manipulators (logic 

gates) are called quantum logic gates.[20,21] Indeed, when it comes to the representation 

of the qubit, it is not possible to express it in a trivial way like it is done with the 

classical bit. Since the laws of quantum mechanics apply to the qubit, the qubit must 

mathematically be described as a normalized vector that does not necessarily be a 

“    ”       (d                              ). The vector can point in any direction in 

space; thus, it could be described as a linear combination of two pure states. So, the 

direction can be used as a computational state. If the direction of the vector (e.g., a 

180° flip) is changed, another distinguishable and opposite computational state is 

created. Since, in this case, the computational basis states are also quantum states, the 

ket notation[22] is used. The two computational basis states used are denoted |0⟩ and 

|1⟩. An example of a vectorial representation of the |0⟩ state is visible in Scheme 1.2. 

As for the gate, it must be able to change the direction of the qubit by switching its 

state from |0⟩ to |1⟩. In a mathematical sense, the quantum logic gate is nothing else 

than a matrix. The multiplication of a matrix by a vector gives rise to a new vector 

that can be considered a new computational basis state. In case of constructing a NOT-

gate, the matrix is visible in Scheme 1.2. 

 

Scheme 1.2: The matrix (left) circuit (middle) and truth table (right) representation of 

a quantum NOT gate.  

 

The quantum logic gate shown in Scheme 1.2 is also called a Pauli X-gate and is 

represented as a square with a cross (X) in the middle or with the operator symbol X̂. 

It can be considered the simplest quantum logic gate because it just flips the initial 

state like the classical NOT gate. Note that the matrix used for all qubit manipulations 
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must be a unitary matrix because only with unitary matrices it is possible to make 

reversible operations that fulfill the requirement of preservation of information.  

 The Pauli Gate is a simple example showing that it is theoretically 

possible to create a gate with a quantum system. But quantum logic gates offer further 

advantages when exploring the quantum mechanical phenomena of entanglement and 

quantum superposition.[23,24] The explanation of these phenomena is not simple, as 

they do not have a classical analogous and are difficult to imagine. One easy way to 

describe the superposition is by understanding the quantum interferometer. The 

simplified set-up of a quantum interferometer is visible in Figure 1.1, left. Let us take 

            f          q        bj             b          d b    w v  f        |Ψ⟩ 

and is in the initial computational basis state |0⟩. In this interferometer, the wave can 

take two paths, and each possible path can be labeled with the basis states |0⟩ or |1⟩. 

So, according to which path the wave takes, the basis state can either change or remain 

the same. Waves have a peculiar property of interfering and phase shifting, so waves 

are delocalized, and it is not possible to determine exactly the path they take. Since 

there is no information on where the wave is located inside the interferometer, the 

wave must be considered in both paths simultaneously.  

 

 

Figure 1.1: Left: Simplified scheme of a quantum interferometer. A single wave |Ψ⟩ 
can either follow the black (a) or orange (b) path, thus creating a superposition. The 

probability of finding the qubit in the state |0⟩ or |1⟩ is given by the Born interpretation 

of quantum mechanics. Right: Representation of the qubit on a Bloch sphere.  

 

According to quantum mechanics, the state must be written as 

      

      

    

     

   f   
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ǀΨ⟩ =
ǀ0⟩ + ǀ1⟩

√2
 

 

Waves can also change their phase. If this is happening in one of the paths (e.g., in 

path a, Figure 1.1), the basis states have to be rewritten considering the phase change 

as follows. 

 

ǀΨ⟩ =
1

√2
(ǀ0⟩ + e𝑖𝜑ǀ1⟩), 

 

with φ being the phase shift. Further, other splittings in the path a will change the 

overall arbitrary state once again. Finally, the wave can be represented as follows: 

 

ǀΨ⟩ =
1

√2
(
ǀ0⟩ + ǀ1⟩

√2
+ e𝑖𝜑

ǀ0⟩ − ǀ1⟩

√2
). 

 

The new state can be visualized more fashionably by using the Euler rules shown in 

formula (1.4) 

 

ǀΨ⟩ = e
𝑖𝜑
2 [cos (

𝜑

2
) ǀ0⟩ − i sin (

𝜑

2
) ǀ1⟩] . 

 

Formula (1.4) can be generalized by considering all possible outcomes and written as 

follows:  

 

(1.2) 

(1.4) 

(1.3) 

(1.1) 
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ǀΨ⟩ =  𝑎ǀ0⟩ + 𝑏ǀ1⟩, 

 

with a and b being two complex numbers, also called amplitudes.[23] It is possible to 

visualize equation (1.5) graphically in a cartesian coordinate system, within a sphere 

also called the Bloch sphere[25] (Figure 1.1, right). A vector parallel or antiparallel to 

the z-axis describes the qubit in its pure basis states |1⟩ or |0⟩. Any other point on the 

surface of the Bloch sphere represents non-pure qubit states (Figure 1.1, right).  

Returning to the quantum interferometer, one still needs to determine the 

outcome (output) of the qubit state at the end of the interferometer. The 5th postulate 

of quantum mechanics[26] says that a state in superposition, once measured, 

“         ”         f      w             . A   v d    f     q       (1.4),     

probability of whether path a or b is taken is not 50 % for each state like in a classical 

way, but due to the interference and phase shift, the probabilities of detecting either a 

|0⟩ or |1⟩ state are different and can be determined according to the Born interpretation 

of quantum mechanics.[26] Considering the superposition in equation (1.4), the 

probability of finding the qubit in either the |0⟩ or |1⟩ state is given by 

 

𝑃(|1⟩) =  |⟨1|Ψ⟩|2 = sin2
𝜑

2
, 

 

for the state |1⟩, and  

 

𝑃(|0⟩) =  |⟨0|Ψ⟩|2 = cos2
𝜑

2
, 

 

(1.5) 

(1.6) 

(1.7) 
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for the state |0⟩. Equations (1.6) and (1.7) can be summed and generalized to equation 

(1.8). 

 

1 =  |𝑎|2 + |𝑏|2. 

 

From equation (1.8), it is also clear that the qubits in the states |1⟩ or |0⟩ must be 

orthogonal, and the two vectors form an orthonormal basis set. 

The superposition makes it possible to create logic gates with no 

counterpart in classical computation science. As shown in Scheme 1.3, it is 

mathematically possible to induce the superposition in qubits while in their pure 

states. The quantum logic gate that acts on a single qubit and brings its pure state in 

an equal superposition of the two-basis state is called the Hadamard gate (). The 

quantum circuit notation and truth table of the Hadamard gate are shown in Scheme 

1.3. 

 

 

Scheme 1.3: The matrix (left) circuit (middle) and truth table (right) representation of 

a Hadamard gate that turns a qubit in its pure |0⟩ or |1⟩ state into a superposition state.  

 

The phase shift of a qubit is also mathematically possible with a quantum gate. The 

matrix that is used in this case is visible in Scheme 1.4. In quantum computation, such 

a logic gate is represented with the letter P and is called a phase shift quantum gate.  

 

 

           

(1.8) 
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Scheme 1.4: The matrix (left) circuit (middle) and truth table (right) representation of 

a phase shift quantum gate that turns a qubit in its pure |1⟩ state into a phase-shifted 

eiφ state. Note that for| 0⟩, the output is |0⟩ itself.  

 

The output from the quantum logic gates shown in Scheme 1.3 and Scheme 1.4 can 

be represented on a Bloch sphere, as shown in Figure 1.2.  

 

 

Figure 1.2: Graphical representation of a qubit on a Bloch sphere having an arbitrary 

superposition (blue arrow with blue formula), and after the manipulation of a pure 

state with a Hadamard gate (orange arrows with orange formula) or by a combined 

Hadamard and phase shift quantum gate (red arrow with red formula). 

 

1.4 Two-qubit quantum logic gates 

 

In all previous examples, the initial state was a pure computational basis state. Indeed, 

in quantum computation, it is important to have a well-defined initial state as an input 

because it facilitates the information processing. In 2000, Di Vincenzo[27] was the first 
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to present a set of seven requirements for systems to be used as qubits. The one 

mentioned above is the first requirement of the seven. Another important requirement 

is the possibility of creating multi-qubit systems. For this thesis, the focus will be only 

on two-qubit systems. 

   d     b                  b           |Ψ⟩ as a two-qubit entity, it is 

necessary to create it from the composition of two individual qubits. According to the 

fourth postulate of quantum mechanics,[26] the new composite can be described by the 

tensor product of two-dimensional vectors (two single qubits). This will give a single 

vector in a four-dimensional space representative of a two-qubit system. Equation 

(1.9) shows the example for the |0⟩ basis state. The tensor product will result in the 

new vector 

 

ǀ0⟩ ⊗ ǀ0⟩ = [
1
0
]  ⊗ [

1
0
] = [

1
0
0
0

] = ǀ00⟩, 

 

where |00⟩ is the computational basis state resulting from the tensor operation. The 

same treatment, as shown in equation (1.9), can be done with the pure state |1⟩ that 

will result in |11⟩. In two-qubit systems, it is also possible to compose a state by 

“ d      ”          | ⟩ and |1⟩ states that result in the computational basis states 

 

ǀ0⟩ ⊗ ǀ1⟩ = [
1
0
]  ⊗ [

0
1
] = [

0
1
0
0

] = ǀ01⟩. 

 

Note that the tensorial operations are not commutable, and therefore, the tensor 

product of |1⟩ with |0⟩ is not the same and results in the basis state |10⟩. Like with the 

(1.9) 

(1.10) 
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single qubit, the two-qubit system can be brought into a superposition state, and the 

arbitrary superposition is described by expanding formula (1.5) to 

 

ǀΨ⟩ =  𝑎ǀ00⟩ + 𝑏ǀ01⟩ + 𝑐ǀ10⟩ + 𝑑ǀ11⟩. 

 

As explained earlier, the qubit's superposition can be represented as a vector on the 

surface of a Bloch sphere in a Hilbert space. In some sources,[24] the graphical 

representation of equation (1.11) is done as shown in Figure 1.3.  

 

 

Figure 1.3: The representation of a two-qubit system results from a composition of 

two single qubits. 

 

Note that the superposition of a two-qubit system should be represented in a four-

dimensional Hilbert space, and the representation in Figure 1.3 is just a way to better 

visualize the superposition of the complex two-qubit systems. 

Like with a single qubit, a two-qubit system can also be manipulated. 

One important quantum logic gate used in quantum computation is the control-not 

(CNOT) gate. The CNOT gate has no classical counterpart, and the output we get 

follows the rules of quantum mechanics. I           ,     “f    ” q b      d f   d        

        ( ) q b     d     “     d”               ( ) q b  .            f      -qubit is 

(1.11) 
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modified (or not) by the gate depending on the state of the C-qubit. In Scheme 1.5, 

the example of a CNOT is given when the C-qubit is |0⟩; the T-qubit does not change 

(see matrix-vector multiplication), while when the C-qubit is |1⟩, the T-qubit is 

flipped. In this case, the CNOT gate is represented as a 4x4 unitary matrix, and the 

circuit representation is a composite of two circuits.  

 

 

Scheme 1.5: The matrix (left) circuit (middle) and truth table (right) representation of 

a CNOT gate. 

 

Interestingly, any set of a CNOT-gate combined with a one qubit gate is sufficient to 

create a universal quantum gate[28] that would allow an infinite amount of quantum 

computations. One of the simplest, but at the same time very important among these 

combinations, is the Hadamard gate combined with the CNOT gate. Since with two 

qubits we are working in a 4 x 4 space, the unitary matrix of the Hadamard gate 

changes according to equation (1.12). Therefore, when having a |00⟩ initial state, the 

Hadamard gate will turn it in the superposition state shown in equation (1.12), 

 

�̂�ǀ00⟩ =
1

√2
[

1 0 1 0
0 1 0 1
1 0 −1 0
0 1 0 −1

] ∙ [

1
0
0
0

] =
1

√2
[

1
0
1
0

] =
ǀ00⟩ + ǀ10⟩

√2
, 

 

and the CNOT gate will flip the T qubit only if the C qubit is |1⟩. Note that the CNOT-

gate also acts on 00 basis states only that this basis will not be affected by the CNOT-

gate (see truth table Scheme 1.6) 

           

(1.12) 
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𝐶𝑁𝑂𝑇
ǀ00⟩ + ǀ10⟩

√2
= [

1 0 0 0
0 1 0 0
0 0 0 1
0 0 1 0

] ∙
1

√2
[

1
0
1
0

] =
1

√2
[

1
0
0
1

] =
ǀ00⟩ + ǀ11⟩

√2
. 

 

The resulting basis state obtained after the unitary operations in equations (1.12) and 

(1.13) are maximally correlated because the resulting C-and T-qubits are a 

combination of |00⟩ and |11⟩ basis states with the same amplitude. Further, it is not 

possible to factorize the output in equation (1.13) in terms of single-qubit states. Thus, 

the two qubits act like one unit: the result of the combined gate operation is, therefore, 

an entangled state.[23,24,29] Scheme 1.6 shows the circuit representation of the 

combined unitary operations in equations (1.12) and (1.13) together with the truth 

table of all possible basis state outcomes. Interestingly, all four outputs are entangled 

states, so-called Bell states.[30]  

These states are fundamental in the field of QIP because they are the key 

to quantum teleportation and superdense coding.[31]  

 

 

Scheme 1.6: The circuit representation (left) of a Hadamard Gate combined with a 

CNOT-gate that results in the formation of the four entangled Bell-states.  

 

           

 

(1.13) 
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This concludes the basic explanation of the main mathematical concepts of quantum 

computing: in the next chapter, a possible candidate, the electron spin, will be 

presented, and all the benefits and drawbacks connected to QIP will be discussed. 
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2 The electron spin: A physical equivalent to the qubit 
 

In the last chapter, it was briefly mentioned that the electron follows the rules of 

quantum mechanics. This means that all physical properties of the electrons are 

quantized; thus, only discrete energy values are allowed, and different energy states 

are populated at different temperatures according to the Boltzmann statistics. The 

electron has a magnetic moment, and the electron can be seen as a small magnetic 

dipole. The angular momentum correlated to the magnetic moment is also quantized. 

This angular momentum is called the spin. This chapter will illustrate why the electron 

spin can be considered a physical equivalent to the qubit. The best way to show the 

analogies between the electron spin and the qubit is by presenting the mathematical 

description of the spins while in a magnetic field (Section 2.1). Sections 2.2 and 2.3 

will show how quantum decoherence is problematic in maintaining the superposition 

and how the exchange interaction can be used to create two-qubit quantum logic gates.  

 

2.1 The electron spin in a magnetic field 

 

As shown by the Stern-Gerlach experiment,[32] the electron spin takes two 

distinguished energy states (Es) while in an external magnetic field. The energy of the 

spin system can be calculated using the Hamiltonian: 

 

�̂� = 𝑔e ∙ 𝜇B ∙ �⃗� ∙ �̂� 

 

And solving this Hamiltonian, the following equation is obtained: 

 

𝐸s = ±𝑚s ∙ 𝑔e ∙ 𝜇B ∙ 𝐵z, (2.2) 

(2.1) 
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With ge being the electron g-factor, which has a value of 2.0023, μB the electron Bohr-

magneton, Bz the external magnetic field parallel to the electron spin, and ms being the 

magnetic electron quantum number with the value 1/2. For now, the g-factor will not 

be explained further but will be important in Chapter 3. The two spin states can either 

be called spin-   (|↑⟩)/spin-d w  (|↓⟩)           α   d β   d      q  v             

distinguishable pure computational basis states |0⟩ and |1⟩ (Figure 2.1). Speaking 

semi-classically, the spins start orientating parallel or antiparallel to this external 

magnetic field. The spins try to evade the force by applying a precession movement 

toward the magnetic field Bz. The frequency of this precession movement is called 

Larmor-frequency ω0 and is described by equation (2.3) 

 

𝜔0 = 𝛾 ∙ 𝐵z. 

 

with γ being the gyromagnetic ratio. If electromagnetic radiation with a magnetic 

component B1 is applied perpendicular to the Bz field, the spins from the lower states 

are transferred to the state of higher energy when the frequency of the electromagnetic 

radiation has the same value as the Larmor-frequency. The selection rule for valid 

               Δms = ± 1. Absorption occurs if the frequency, i.e., the energy of the 

electromagnetic radiation, is equal to the Larmor-frequency according to 

 

Δ𝐸 = ℎ ∙ 𝜈 = 𝑔𝑒 ∙ 𝜇𝐵 ∙ 𝐵. 

 

This means that working with a 9.4 GHz microwave (mw), the resonance condition is 

achieved at the field of 335 mT. The spectroscopy art that can detect such absorption 

is continuous wave (cw) electron paramagnetic resonance spectroscopy (EPR). 

Indeed, this technique is crucial when it comes to the detection of unpaired electrons 

in various samples and is an essential part of this thesis. The instrumental set-up of 

the EPR-spectrometer will be explained in Chapter 11.  

(2.3) 

(2.4) 
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Figure 2.1: Qualitative energy scheme of an electron spin in an external magnetic 

field. The degenerated initial state is split into two new distinguishable states that can 

be represented as two computational basis states |0⟩ and |1⟩ necessary for quantum 

computation. 

 

Some other similarities with the qubit can be seen if the Hamiltonian (2.1) is expressed 

with the basis ms according to  

 

𝐸 = ⟨𝑚s|�̂�|𝑚s⟩. 

 

Rewriting (2.5) as a 2x2 matrix, we get 

 

\ |1/2⟩ −1/2⟩ 

|1/2⟩ E1  

|−1/2⟩  E2 

 

The eigenvectors of the 2x2 matrix are the pure spin-states of the α or β spins. The 2-

dimensional eigenvectors become:  

 
  

(2.5) 

(2.6) 
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 z,α  [
0
1
] ;  z,β  [

1

 
] 

 

which are exactly the two-dimensional vector representations of the pure qubit |0⟩ and 

|1⟩ states. For a single S = 1/2 spin, the general spinor state[33] of the spin can be 

        z d                b         f  w  |↑⟩   d |↓⟩ spins as shown in equation (2.8),  

 

𝑆 = 𝑎ǀ ↑⟩ + 𝑏ǀ ↓⟩ = [
𝑎
𝑏
], 

 

that form an orthonormal system, where the sum of the absolute square value of a and 

b must be 1. Equation (2.8) is mathematically the same representation of the qubit in 

superposition.  

The operator that acts on the state of the electron spins is unitary, and 

Hermitian matrixes, also called Pauli matrixes,[33] are defined as follows: 

 

σ  [
 1

1  
] ; σ  [

 - 

i  
] ; σz [

1  

 -1
] . 

 

Note that the first Pauli matrix σx equals the matrix operator of the Pauli X-gate 

(where the name Pauli-X gate comes from). The other two Pauli matrixes are 

equivalent to the Pauli Y and Pauli Z gates.  

The matrix operators determine changes in the electron spin orientation 

in a magnetic field. These orientation changes can be physically induced by 

electromagnetic pulses perpendicular to the external magnetic field Bz that have the 

same frequency as the Lamour frequency of the spin ensemble. The sum of the 

(2.8) 

(2.9) 

(2.7) 
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magnetic moments of the spin ensembles can be referred to as the magnetization (M), 

which, in this case, has only one Bz and generates only one magnetization in the z 

direction (Mz). After the mw-pulse, the magnetization is projected with an angle α to 

another direction in space, according to 

 

𝛼 = 𝛾 ∙ 𝐵1 ∙ 𝑡, 

 

where B1 is the field perpendicular to Bz, and t is the pulse duration. The 

electromagnetic pulse works, therefore, as a quantum logic gate, and the pulse can 

induce a superposition state if α is anyhow different from 90° or 180°. The 

instrumental setup that makes the realization of spin manipulation in magnetic fields 

possible is pulsed-EPR spectroscopy.[34] The theory behind the pulsed-EPR 

spectroscopy will be discussed in Section 3.4. 

So far, it was shown how the necessary ingredients for the physical 

equivalent of a qubit are present in the electron spin. But other requirements have to 

be taken into consideration as well. The Di Vincenzo requirements[27] give important 

indications for a physical system to be considered a proper qubit. The total 

requirements listed by Di Vincenzo are five, and the three most important ones will be 

presented in this thesis over time. Starting with the first and most important one the 

lifetime of the superposition, that is coupled with the ability of a quantum object to 

retain its coherence. The problem that occurs when working with the electron spin 

(and with all other quantum objects) is that they lose their quantum nature when they 

interact with the environment, which turns the quantum object into a classical one. 

The reason behind this behavior lies in the definition of coherence. In the next section, 

it will be explained how quantum coherence works and how to promote it. 

 

 

(2.10) 
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2.2 Decoherence as a limiting factor for the superposition 

 

Coherence can be explained with the density matrix.[35] The density matrix ρ is 

quantum mechanically defined as the product of a wavefunction Ψ with its complex 

conjugated wavefunction Ψ*, as shown in the following equation: 

 

ρ   ǀΨ⟩⟨Ψǀ. 

 

If we take as an example the wave function shown in equation (3.8) (that is, the 

wavefunction for the two spin states in an external magnetic field) and assume the 

Hadamard gate induced the superposition, then |Ψ⟩ can be rewritten as 

 

ǀΨ⟩   
1

 √2
ǀ↑⟩   

1

√2
ǀ↓⟩. 

 

Since the coefficients a and b are complex numbers, it is also possible to write 

equation (2.12) as  

 

ǀΨ⟩   
1

 √2
ǀ↑⟩     θ

1

√2
ǀ↓⟩, 

 

with θ being the phase, that is a real number. The phase can be imagined as the angle 

between the spin superposition and the z-axis of the complex space. The density 

matrix corresponding to the wavefunction in equation (2.13) is therefore 

 

 

(2.11) 

(2.12) 

(2.13) 
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 𝜌θ  =  (

1

2

1

2
e−𝑖𝜃

1

2
e𝑖𝜃

1

2

) . 

 

From an experimental point of view, it is the sum of many spins in superposition that 

gives rise to a detectable signal, and the sum of many superpositions corresponds to 

the averaging of θ. However, by averaging θ, the density matrix (2.13) turns to  

 

𝜌0 = (

1

2
0

0
1

2

). 

 

The matrix ρ0 obtained is a diagonal matrix because by averaging all possible θ, one 

always gets 0 as a result. The diagonal entries of ρ resemble the probability of finding 

the electron in its spin-up or spin-down state after the measurement. Interestingly, ρ 

does not represent a quantum system anymore because the expression in equation 

(2.15) cannot be written as a product of wavefunctions. The initial state has lost its 

capability to make interference patterns, so no superposition is possible. When 

equation (2.15) is valid for a quantum system, decoherence occurs.[35]  

The time that denotes the lifetime of the superposition state after a first 

interaction is called the coherence time (Tm). By now, it should be clear that long Tm 

is only possible if the qubit interacts as little as possible with its nearby environment. 

Therefore, the relaxation processes concerning the electron spins must be understood 

to limit the impact of decoherence (Section 3.5). For now, we will focus on another 

quantum phenomenon, the exchange interaction. 

 

(2.14) 

(2.15) 
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2.3 The exchange interaction: Turn on the communication between two spins 

 

According to the Di Vincenzo rules,[27] a set of two communicating qubits is necessary 

to realize a two-qubit quantum logic gate. In Chapter 1, the concept of entanglement 

was introduced, and it is with entanglement that communicating qubits are created. A 

way to achieve this with electron spins is to bring two or more electrons to interact 

via exchange coupling.[36] This interaction has no classical counterpart. The exchange 

interaction occurs between two interacting spins that are locally in different places 

(e.g., two different orbitals). In quantum chemistry books, the exchange interaction is 

introduced with the example of the H2-molecule or the He atom,[26,37] where the 

exchange interaction is usually described as localized on two electron magnetic 

moments. In this thesis, however, the interaction between two S = 1/2 spins is 

important and is defined by the following Hamiltonian  

 

�̂�𝐸𝑥 = 𝐽 ∙ �̂�1 ∙ �̂�2. 

 

At this point, it must be clarified that in a more generalized system, the scalar J in 

equation (2.15) turns to a tensor J, consisting of an isotopic, an anisotropic, and an 

asymmetric part. The bimetallic complexes studied in this thesis could be described 

using only the isotropic exchange term, so the other two terms will not be mentioned 

further.  

What will be discussed in more detail instead is the behavior of an 

exchange-coupled system in an external magnetic field. At the beginning of Chapter 

2, it was shown that the energy degeneracy of a spin is removed when an external 

magnetic field is applied. The exchange interaction between two electron spins 

removes the degeneracy of the energy states even at B = 0. The separation in energy 

between the ground and the excited state is the exchange parameter J. Since the J 

value can take any positive or negative real number, two outcomes are possible. The 

two coupled spins could both be oriented parallel or antiparallel. This would result in 

(2.16) 
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a spin system with S = 1 ground state. The other possibility is to have a spin system 

consisting of one parallel spin and one anti-parallel spin, thus leading to a S = 0 ground 

state. If the exchange coupling generates a S = 1 ground state, then the coupling is 

referred to as ferromagnetic (FM). The S = 0 case is called antiferromagnetic (AF) 

instead. There are various reasons for whether the spins show a FM or AF coupling. 

These reasons will be explained in more detail in Chapter 3. Generally, the states are 

also defined by their spin multiplicity, meaning that FM-coupled systems are called 

triplet states, while AF-coupled systems can be referred to as singlet states. The 

energies of these two possible outcomes can be calculated using equation (2.17): 

 

𝐸 =  
𝐽

2
∙ [𝑆(𝑆 + 1) − 𝑆1(𝑆1 + 1) − 𝑆2(𝑆2 + 1)]. 

 

The energy for the ferromagnetic case is given by S = 1, and S1, S2 = 1/2, which leads 

to 

 

𝐸FM = 
1

4
𝐽. 

 

The energy for the antiferromagnetic case is given by S = 0, and S1   −1/2, S2 = 1/2, 

which leads to  

𝐸AF = −
3

4
𝐽. 

 

Once the field is applied, the triplet state splits into three energy levels, corresponding 

to ms = 0, ± 1, and the singlet state generates only one energy state with ms = 0. In 

equations (2.18) and (2.19), it can be seen how the sign of J can vary the energies of 

EAF or EFM. For J > 0, the ground state consists of the singlet state, and the excited 

(2.18) 

(2.19) 

(2.17) 
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state is the triplet one. For J < 0, the opposite is the case. Therefore, the ground state 

of a two-spin system could either have a FM ground state or an AF one, depending on 

how the spins interact with each other. For now, this question will be held open and 

discussed in greater detail in Chapter 3. 

Figure 2.2 shows a qualitative energy diagram for an exchange coupled 

two-spin system when J is either negative (ferromagnetic) or positive 

(antiferromagnetic).  

 

 

Figure 2.2: qualitative energy diagram for an exchange coupled two-spin system 

when J is smaller (ferromagnetic, left) or higher (antiferromagnetic, right) than 0. 
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If we consider an exchange-coupled system, the basis states could be written as[38] 

 

ǀ11⟩ = ǀ ↑↑⟩; 

ǀ10⟩ =
ǀ ↓↑⟩ + ǀ ↑↓⟩

√2
; 

ǀ1 − 1⟩ = ǀ ↓↓⟩; 

ǀ00⟩ =
ǀ ↓↑⟩ − ǀ ↑↓⟩

√2
. 

 

Note that the two ms = 0 states look similar to the four-dimensional representation of 

a two-qubit system and, in particular, to the Bell states mentioned in Chapter 1. The 

energy states for the lowest and highest energy represent the two-qubit systems pure 

states. This becomes clearer when the eigenstates are represented as vectors: 

ǀ11⟩ = [

0
0
0
1

] ; 

ǀ10⟩ =
1

√2
[

0
−1
−1
0

] ; 

ǀ1 − 1⟩ = [

1
0
0
0

] ; 

ǀ00⟩ =
1

√2
[

0
−1
1
0

]. 

 

(2.20) 

(2.21) 
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The eigenvalue energies of two exchange coupled spins can be represented by the 

following equations: 

 

𝐸1 = −𝑔𝜇B𝐵Z +
1

4
𝐽 

𝐸2 =
1

4
𝐽 

𝐸3 = 𝑔𝜇B𝐵Z +
1

4
𝐽 

𝐸4 = −
3

4
𝐽. 

 

The eigenstates shown in equations (2.20) and (2.21) are equal for FM and AF coupled 

spins. Unfortunately, the description and presence of the four basis states are still not 

a satisfactory requirement for a two-qubit system. According to the third Di Vincenzo 

rule[27], single qubit manipulation must be possible because it would provide the 

necessary ingredients for realizing a quantum logic gate. However, single qubit 

manipulation is not possible in the example mentioned above. The reason lies in the 

possible transitions at a given field and mw-frequency. To better explain the issue, 

Figure 2.3 will be used, in which the Zeeman plot of two FM coupled spins is shown 

with ν = 9.4 GHz, ge = 2.0023, and Bz between 0-600 mT at different J values. Figure 

2.3 left shows two coupled spins in the strong exchange coupling regime, whereas the 

right figure shows two spins in the low exchange coupling regime. Two spins are 

weakly coupled if the energy/frequency of the irradiating mw in the EPR experiment 

is higher than the absolute value of J. The opposite is the case for the strong coupling 

regime. This means that for a mw with ν = 9.4 GHz, all J values lower than 9.4 GHz 

(or 0.3 cm−1) will result in weak exchange coupled systems and vice versa. 

 

(2.22) 
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Figure 2.3: Zeeman plot simulated for two FM coupled electrons with ge = 2.0023, J 

  −15     Hz (  f ), and J   −1     Hz (     ) f   B = 340 mT. Both plots were 

simulated using EasySpin.[39] all transitions are visualized as red arrows. 

 

As can be seen in Figure 2.3, only two transitions, from |1−1⟩ → |10⟩ and |10⟩ → |11⟩, 

are possible at the given magnetic parameters for both the strong and weak exchange 

regime. Moreover, the transitions occur at the same magnetic field, so the states are 

not singly addressable. This is an expected result because the two electron spins are 

magnetically identical. To improve the system, one has to find a way to make the two 

spins distinguishable. This is the case if, e.g., the g-values of the spins are different. 

Figure 2.4 shows the Zeeman plot of two exchange-coupled spins with two different 

g-values (2.1 and 1.9) in the strong and weak exchange regimes. 
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Figure 2.4: Zeeman plot simulated for two FM coupled electrons with g1 = 1.9, g2 = 

2.1, J   −15     Hz (  f ), and J   −1     Hz (     ).            w            d 

using EasySpin.[39] all transitions are visualized as red or cyan arrows. 

 

The Zeeman plot on the left of Figure 2.4 (strong exchange regime) is very similar to 

the one obtained, assuming equal g-values. However, if we look at the Zeeman plot 

for the weak exchange regime, four different energetically transitions are visible. A 

system with a similar Zeeman plot would be suitable for quantum computation. While 

the eigenstates of the example shown in Figure 2.4 right are equal to the one shown 

in Figure 2.3, in the weak exchange regime, the different g-values change the 

eigenstates of the states |00⟩ and |10⟩ to  

 

ǀ10⟩ = cos(𝛷)
ǀ ↓↑⟩ + ǀ ↑↓⟩

√2
+ sin(𝛷)

ǀ ↓↑⟩ − ǀ ↑↓⟩

√2
; 

ǀ00⟩ = cos(𝛷)
ǀ ↓↑⟩ − ǀ ↑↓⟩

√2
− sin(𝛷)

ǀ ↓↑⟩ + ǀ ↑↓⟩

√2
, 

 

with Φ being the admixing factor,[38] which depends on the strength of the exchange 

              d Δg like shown in equation (2.24): 
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𝛷 =
1

2
tan−1 (

Δ𝑔𝜇B𝐵z

2𝐽
) . 

 

Until now, the through-space dipolar interaction (DDip) between the spins was 

neglected. However, in a real multi-spin system, the dipolar interaction is always 

present. The dipolar interaction can be represented as a 3x3 matrix (D) with the 

diagonal elements corresponding to the D values for each principal axis. The 

Hamiltonian of the dipolar interaction is 

 

�̂�𝐷𝑖𝑝 = �̂�1 ∙ 𝑫 ∙ �̂�2. 

 

The dipolar interaction can be described by classical physics, and it is inversely 

proportional to the cube of the distance between the spins, which means that the D-

value can be described as 

 

𝐷𝐷𝑖𝑝 =
𝜇B

2

𝑟3
∙ (𝑔1 ∙ 𝑔2 − 3 ∙

(𝑔1 ∙ 𝑟) ∙ (𝑔2 ∙ 𝑟)

𝑟2 ), 

 

with r being the distance between the two spins and g1 and g2 being the g-values of 

the two spins.[33] From a mathematical point of view, the dipolar interaction is 

described with the same Hamiltonian as the tensorial expression of J, which is why 

one interaction tensor is used in the Hamiltonian, that is, the sum of the D and J tensor, 

and considering the point dipole approximation results in:[40]  

 

 

(2.25) 

(2.26) 

(2.24) 
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𝐉 ≈ 𝐽𝐈 + 𝐃 = [

𝐽 + 𝐷𝑥 0 0
0 𝐽 + 𝐷𝑦 0

0 0 𝐽 + 𝐷𝑧

]. 

 

The Zeeman plot changes as shown in Figure 2.5 left. The |11⟩   d |1−1⟩ basis states 

are shifted to higher energies for both antiferro-and ferromagnetic cases. The 

eigenvalues of |10⟩ and |00⟩ are only affected minimally by DDip, which is why, in the 

first approximation, the DDip term can be neglected in these two cases.[40] Figure 2.5, 

right, shows a simulated Zeeman plot of a two-spin system, having only dipolar but 

no exchange interaction. Four distinct transitions can be identified. However, the 

transitions are too close to each other and are probably not even detectable in cw-EPR 

experiments because of the spectral resolution. To achieve the four computational 

basis states, transitions in Figure 2.5 must be more separated, requiring significant 

enhancement of the dipolar interaction. This is challenging, particularly for molecular 

spin systems, where the proximity of spins can result in a strong exchange coupling 

unsuitable for quantum computation (see Chapter 3). 

Thus far, we have provided a comprehensive examination of electron 

interactions, raising important issues. Addressability poses a significant challenge due 

to the indistinguishable magnetic properties of electron spins. To solve this problem, 

it was just assumed that the g-values of the two spins were different, but it was not 

shown how to make them different. It is at this point that chemistry comes into the 

scene. The g-value is sensitive to the spin environment, meaning that an unpaired 

electron in a metal-ion does have different magnetic properties compared to the free 

electron and, therefore, also a different g-value. Indeed, g-values of approximately 1.9 

and 2.1 can be found in common square pyramidal V4+[41,42] and square planar Cu2+ 

complexes.[43,44] Good candidates are, therefore, bimetallic complexes containing 

weak exchange coupled spins. Consequently, the mathematical description in this 

chapter must adapt to this new spin system. The spin Hamiltonian requires expansion, 

and understanding the novel EPR-allowed transitions is essential. Further insights into 

(2.27) 
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the impact of the chemical environment on the electron spin will be illustrated in 

Chapter 3. 

 

 

Figure 2.5: Qualitative Zeeman plot of a ferromagnetic exchange coupled system, 

also considering the dipolar interaction. The additional dipolar interaction does not 

significantly change the splitting. Only the|11⟩ and |1−1⟩ basis states are slightly 

shifted to higher energies (left). Zeeman plot simulated for two coupled electron spins 

with g1 = 1.9, g2 = 2.1, and D   [18  −36  18 ]  Hz.           w            d       

EasySpin.[39] all transitions are visualized as red arrows (right).  
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3 Environmental effects on the EPR of electron spins 
 

In the conclusion of Chapter 2, it was established that the feasibility of single spin 

addressability in molecular spin qubits arises from the different g-values associated 

with individual paramagnetic transition metal complexes. This differentiation 

originates from the orbital occupation with unpaired electrons dictated by the ligand 

field, consequently introducing changes in magnetic properties compared to the free 

electrons. The subsequent sections in this chapter will introduce and elucidate key 

parameters, beginning with the g-factor (Section 3.1), followed by an examination of 

the reasons behind the variance in g-values between unpaired electrons in metal ions 

and free electrons, along with their influence on the ground state of exchange-coupled 

systems (Section 3.2). An expansion of the spin Hamiltonian is necessary (Section 

3.3), as is the introduction of experimental techniques enabling spin manipulation 

(Section 3.4) and its consequences on coherence and spin relaxation. These critical 

topics will be examined in greater detail in Sections 3.5 and 3.6. 

 

3.1 The g-factor 

 

First, the g-factor is anisotropic and should generally be described as a 33 tensor. 

The g-tensor describes the effective magnetic moment of a spin and its coupling with 

the magnetic field. It is the ratio between classically expected magnetic moments and 

observed moments. Paramagnetic molecules where the effect of the ligand field 

quenches the orbital angular momentum can still have g-values different from ge 

anyhow because of spin-orbit coupling (SOC) present in the metal-ion that admixes 

the ground electronic state with the excited states. If we consider a free ion, that is, if 

one neglects the effect of ligands on the unpaired electrons of the paramagnetic ion, 

all atoms with more/less than half populated orbitals have non-zero total spins and 

angular momentum. The total spin angular momentum S and the total orbital angular 

momentum L can be combined in (2L + 1) (2S +1) ways. The combination of LS 
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results in a SOC, which leads to a splitting of the energy levels. The Hamiltonian is 

written as 

 

�̂�SOC = 𝜆 ∙ �̂� ∙ �̂�. 

 

𝐿 ̂and 𝑆 ̂are the total orbital and spin operator, whereas λ is a parameter for the 

resulting energy, that can further be described as 

 

𝜆 = ±
𝜁

2𝑆
. 

 

ζ is the spin orbit-coupling constant.[45] It increases with increasing atomic number 

and is negative for more than half-occupied d-orbitals and positive for less than half-

occupied ones. The relation between SOC and the g-tensor is given by  

 

𝐠 = 𝑔e𝐈 − 2𝜆𝚲, 

 

with I being the identity matrix and Λ is described by equation (3.4) 

 

𝚲 = ∑
〈g ∣ �̂� ∣ n〉〈n ∣ �̂� ∣ g〉

𝐸n − 𝐸g
n

, 

 

in which Λ is a tensor that considers the mixture of the ground and excited states 

mediated by the total angular momentum L of the unpaired electron.[45] |g⟩ and |n⟩ are 

the ground and excited states basis function with the energies Eg and En. By 

(3.1) 

(3.2) 

(3.3) 

(3.4) 
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considering transition metal complexes, d-orbitals containing n = 5 unpaired electrons 

have a g-value equal to ge because no allowed transitions contribute to Λ. Since Λ is 

always positive and λ can be positive or negative according to equation (3.4), with n 

< 5, the g-value is smaller than ge, and for n > 5, the g-value is higher than ge because 

of the change in the sign of λ.  

We see that the g-value depends on the SOC, so now the question is 

which transition metal complex to use to realize the complex. Chemically stable S = 

1/2 states in molecules are found in coordination compounds comprising quadratic 

planar Cu2+ complexes, like the d9-system and the square pyramidal V4+O ion, a d1-

system also having a total spin of S = 1/2. The ligand field splitting of the d orbitals 

for the two ions in a tetragonal symmetry is shown graphically in Figure 3.1.  

The reason why these two ions, in particular, are so interesting is not only 

the fact that they are both S = 1/2 systems but also because they have almost no orbital 

degeneracy and, therefore, a weak orbital contribution to g. These ions are preferred 

because the unpaired electron spin does not interact with the vibration of the crystal 

lattice of the molecular frame. The lattice of a crystal vibrates with a specific 

frequency ω and generates particles called phonons (q).[46–48] Their interaction with 

the spin degrees of freedom increases the relaxation times and thus promotes 

decoherence (Section 3.5).  

The distance between the two metal ions is also important because the 

closer the ions are, the more they interact. Exchange interactions are promoted through 

orbital communication. More about the exchange coupling in metal ions can be found 

in the next section. 
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Figure 3.1: Ligand field splitting of Cu2+ (left) and V4+O (right) ions in a square planar 

and square pyramidal environment. 

 

3.2 The ground state in exchange coupled systems 

 

Orbital contributions have a significant impact on the nature of the exchange coupling. 

They determine whether the exchange coupling is FM or AF. Spin systems prefer 

singlet or triplet ground states depending on how the orbitals carrying the unpaired 

electrons, i.e., the magnetic orbitals, can interact with each other. Goodenough & 

Kanamori[49–51] formulated three simple rules to predict and explain the different 

interactions in a bimetallic salt or complex. These rules are the following: 

i. If the magnetic orbitals overlap directly through the presence of an auxiliary 

orbital, then the exchange coupling is antiferromagnetic. 

ii. If the magnetic orbitals are orthogonal, the exchange interaction is 

ferromagnetic. 

iii. If a magnetic orbital overlaps with an empty orbital, the exchange is 

ferromagnetic  

  2 V4  
 

d z d z

d  

dz2

d 2- 2

d  

d z d z

dz2

d 2- 2
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The three rules are visualized with the orbitals in Figure 3.2.  

It must be mentioned that the exchange interaction should be called 

superexchange interaction [52] because the interaction between the two electron spins 

                  d b     “         ”   b          b  d         w            . D      

exchange interactions where the magnetic orbitals directly overlap are known, but 

they fall beyond the scope of this thesis. From now on, the exchange interaction will 

refer to the superexchange interaction for simplicity.  

 

 

Figure 3.2: Three examples of bimetallic and O-bridged complexes where the first 

(left), second (middle), and third (right) Goodenough & Kanamori rules can be 

applied. The d-orbitals presented are all the magnetic orbitals except for the dx2-y2-

orbital of Mn3+ in an elongated octahedron, which is an empty orbital. 

 

It is important to understand that similar systems like those shown in Figure 3.2 are 

not interesting for quantum information because the exchange interaction is expected 

to be very strong.[52] The distance between the two metal centers must be enhanced 

while maintaining a degree of conjugation for entering the weak exchange regime. 

Another important aspect is that for quantum computation, the absolute value of J is 

more important than its sign. More details about the expanded spin Hamiltonian will 

be given in the following two sections. 
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3.3 The spin Hamiltonian for spin qubits 

 

The g-value is not the only parameter that has to be introduced to describe the spin 

Hamiltonian of a paramagnetic complex. The metal nucleus can have a spin (so-called 

nuclear spin) interacting with the electron spin. The ligand also influences the 

magnetic anisotropy of the spin system. All these interactions impact the EPR of the 

spin qubit and QIP. The spin Hamiltonian, in the simplest case, would look like this: 

  

�̂�S = �̂�EZ + �̂�NZ + �̂�Hyp = 𝜇B ∙ �⃗� ∙ 𝐠 ∙ �̂� + 𝜇n ∙ �⃗� ∙ 𝐠n ∙ 𝐼 + �̂� ∙ 𝐀 ∙ 𝐼. 

 

The first term of the spin Hamiltonian is the electron-Zeeman term (ĤEZ), which was 

already introduced in Chapter 2. The electron-Zeeman term accounts for 2S + 1 

splitting of the degenerated energy states in a magnetic field  ⃗⃗ .[53] Additionally, the 

Zeeman term consists of the total spin operator Ŝ and the g-tensor. The ĤEZ can be 

rewritten as 

 

�̂�EZ = 𝜇B ∙ (𝐵x 𝐵y 𝐵z) ∙ (

𝑔x 0 0
0 𝑔y 0

0 0 𝑔z

) ∙ (

�̂�x

�̂�y

�̂�z

). 

 

In equation (3.6), the g-tensor is shown in its diagonalized form, with the diagonal 

elements being the g-values along the principal axis. This consideration can be done 

if the reference framework is the molecular system.  

The second term of the spin Hamiltonian is the nucleus-Zeeman 

interaction (ĤNZ). This interaction causes a 2I + 1 splitting of the already split energy 

states created by the electron-Zeeman interaction.[53] Note that I is the nuclear spin 

quantum number. The nuclear-Zeeman interactions are usually neglected because they 

(3.5) 

(3.6) 
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are weak, and therefore, the fine structure of the EPR spectrum is given by the 

hyperfine interaction term (ĤHyp). This term accounts for the field-independent 

interactions between the nuclear spin I and the electron spin S in a molecule.[53] The 

hyperfine term in equation (3.5) can be rewritten as: 

 

�̂�Hyp = (�̂�x �̂�y �̂�z) ∙ (

𝐴x 0 0
0 𝐴y 0

0 0 𝐴z

) ∙ (

𝐼x
𝐼y

𝐼z

). 

 

The A-tensor is shown in its diagonalized form, and the diagonal entries are the A-

values along the principal axis. Figure 3.3 shows the example of the energy levels of 

a paramagnetic molecule consisting of a Cu2+ ion that has I = 3/2 and one unpaired 

electron in dx2-y2 orbital (S = 1/2).  

It is also possible to describe the energy states more quantitatively. This 

means one has to calculate the eigenvalue energies from the spin Hamiltonian shown 

in equation (3.5). The way to determine the energy for each level is to rewrite equation 

(3.5) in its matrix form.[35] The matrix is written in its magnetic quantum numbers ms 

and mI according to 

 

𝐸 =  ⟨𝑚s, 𝑚I|�̂�S|𝑚s, 𝑚I⟩. 

 

If we take the Cu2+ion as an example and assume we have only one Cu-isotope, we 

get the spin quantum numbers S = 1/2 and I = 3/2, meaning the possible basis values 

are ms = ± 1/2 and mI = ± 3/2; ± 1/2. The spin Hamiltonian matrix is an 88 matrix, 

with its diagonal elements corresponding to the energies of each energy level. 

Commonly found spin Hamiltonian parameters (g and A) for Cu2+ metal complexes 

are g = 2.105 and A = 360 MHz. Considering B = 340 mT and ν = 9.5 GHz. The 

(3.7) 

(3.8) 
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energies of each of the eight states can be described generally by the following eight 

equations: 

 

𝐸1 =
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z +

3

2
𝑔n ∙ 𝜇n ∙ 𝐵z +

3

4
𝐴 

𝐸2 =
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z +

1

2
𝑔n ∙ 𝜇n ∙ 𝐵z +

1

4
𝐴 

𝐸3 =
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z −

1

2
𝑔n ∙ 𝜇n ∙ 𝐵z −

1

4
𝐴 

𝐸4 =
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z −

3

2
𝑔n ∙ 𝜇n ∙ 𝐵z −

3

4
𝐴 

𝐸5 = −
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z +

3

2
𝑔n ∙ 𝜇n ∙ 𝐵z +

3

4
𝐴 

𝐸6 = −
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z +

1

2
𝑔n ∙ 𝜇n ∙ 𝐵z +

1

4
𝐴 

𝐸7 = −
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z −

1

2
𝑔n ∙ 𝜇n ∙ 𝐵z −

1

4
𝐴 

𝐸8 = −
1

2
𝑔s ∙ 𝜇B ∙ 𝐵z −

3

2
𝑔n ∙ 𝜇n ∙ 𝐵z −

3

4
𝐴. 

 

The general equations for the eight energies listed above correspond to the diagonal 

entries of the non-diagonalized matrix, which means that they are only the eigenvalues 

of the spin Hamiltonian if the Zeeman splitting is much larger than the hyperfine 

interaction. In that case, the out-of-diagonal elements can be neglected.[53] Generally, 

a matrix must be diagonalized so that the eigenvalues correspond to the energies of 

the energy states. Transitions are only allowed according to the Fermi golden rule.[54] 

     d              d             z       f      w   d      ,             f    w : Δms 

  ±1; ΔmI = 0. Therefore, the energy differences for the transitions are 

 

(3.9) 
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𝛥𝐸EZ = 𝑔s ∙ 𝜇B ∙ 𝐵z. 

 

For the Zeeman splitting and 

 

𝛥𝐸Hyp,1 = 𝑔s ∙ 𝜇B ∙ 𝐵z +
3

4
𝐴 

𝛥𝐸Hyp,2 = 𝑔s ∙ 𝜇B ∙ 𝐵z −
3

4
𝐴 

𝛥𝐸Hyp,3 = 𝑔s ∙ 𝜇B ∙ 𝐵z +
1

4
𝐴 

𝛥𝐸Hyp,4 = 𝑔s ∙ 𝜇B ∙ 𝐵z −
1

4
𝐴 

 

For the hyperfine splitting (Figure 3.3). It is the ĤHyp term that, therefore, is 

responsible for the additional transitions that are visible in the EPR spectrum. We 

already established that for a Cu2+-ion, there are four transitions. In the case of a V4+ 

ion, the observed transitions would be eight because I = 7/2. Generally, the observable 

transitions in the EPR spectrum are 2I+1. 

 

(3.10) 

(3.11) 
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Figure 3.3: Energy scheme of a Cu2+ complex considering the spin Hamiltonian (4.5). 

Allowed transitions are shown by the black dotted arrows. Note that the energy states 

are not in scale and that the effect of the ĤNZ term is less pronounced. 

 

In the treatment done so far, the parameters g and A were considered as scalars and, 

therefore, isotropic. In reality, the spin Hamiltonian parameters can only be 

considered isotropic when the molecules are dynamic and fast-moving with respect to 

the microwave frequency timescale, e.g., in solution. In frozen solutions or powders, 

however, the anisotropy of the Hamiltonian parameters can be detected.  

It was already shown that A and g can be diagonalized, leading to three 

diagonal elements with three different values. If the g-tensor is taken as an example, 

the three possibilities that emerge are gx = gy = gz (isotropic system), gx = gy ≠ gz (axial 

system), gx ≠ gy ≠ gz (rhombic system). The spectral shape in polycrystalline powders 

is caused by the random distribution of spins in the experimental framework while in 

the external magnetic field. Each orientation has a different g or A value with respect 

to the magnetic field. Fortunately, the EPR spectrum is dominated by the signals 

arising from species that have their molecular axes either parallel (A‖, g‖) or 

perpendicular (A┴, g┴) aligned parallel to the field if considering an axial system. The 

angular dependency of g is described by[53]  

    I  
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𝑔(𝜃) = √𝑔┴
2 ∙ sin2(𝜃) + 𝑔‖

2 ∙ cos2(𝜃). 

 

The cw-EPR spectra for the V4+ and Cu2+ will not be shown in this part of the thesis, 

but some examples of how simple cw-EPR spectra look are available in the 

experimental section (Section 11.5). 

Equation (3.5) is the Hamiltonian that describes the magnetic properties 

of a single molecular spin qubit. The exchange term Ĥex from Chapter 2 must be 

introduced while working with two communicating spin qubits and, therefore, a 

bimetallic metal complex. Equation (3.5) turns to  

 

�̂�S = �̂�EZ,1 + �̂�EZ,2 + �̂�Hyp,1 + �̂�Hyp,2 + �̂�Ex

= 𝜇B ∙ �⃗� ∙ 𝐠1 ∙ �̂�1 + �̂�1 ∙ 𝐀1 ∙ 𝐼1 + 𝜇B ∙ �⃗� ∙ 𝐠2 ∙ �̂�2 + �̂�2 ∙ 𝐀2 ∙ 𝐼2 + 𝐉

∙ �̂�1 ∙ �̂�2.  

 

With J being the interaction tensor introduced in Chapter 2 (see equation (2.27)).  

Let us assume that the Hamiltonian (3.13) is sufficient to describe a 

bimetallic Cu2+ V4+ complex. Rewriting the spin Hamiltonian (3.13) in matrix form 

would lead to a 128128 square matrix. Since the Fermi       Δms   ± 1, ΔmI = 0 are 

valid, the visible transitions at the given field and mw-frequency are 128, considering 

weak exchange interactions. Generally, one can write that there can be 

4∙(2I1+1)(2I2+1) allowed EPR transitions. At first, these might pose a problem, but for 

quantum computation, it is sufficient to have four distinguishable transitions between 

the ms basis states. More importantly, one has to limit the simultaneous excitation of 

nearby mI states with different projections. This means that the energy differences 

b  w         “  b”-state must be large enough.  

(3.12) 

(3.13) 
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Until now, the eigenstates of weak exchange coupled systems were not 

shown. The reason lies behind the complexity of the magnetic systems because all 

magnetic parameters and tensor orientations contribute to the mixing of all |01⟩ and 

|10⟩ states. The admixing factor Φ was introduced in Chapter 2 (see equation (2.24)). 

For the presented molecular systems, this admixing factor depends on g, A, D, J, and 

the tensor orientations. For isotropic and weak exchange coupled systems, such as 

spin-correlated radical pairs, the behavior of Φ is described in a review.[38]  

 

3.4 Experimental spin manipulation and determination of the relaxation times 

 

In this thesis, the spin relaxation mechanisms and pulsed EPR techniques will only be 

discussed generally referring to the literature for an exhaustive treatment[34] of the 

principles of pulsed EPR techniques. In contrast, more information on using pulsed 

EPR techniques in QIP can be found in the quoted review.[55] To explain the two 

defined relaxation times, one can start by introducing the Bloch equations.  

Relaxation times are correlated to the external magnetic field and the 

Zeeman splitting mentioned before. It was already established that electron spins just 

interacting with an external magnetic field have two distinguishable energy states that 

are populated according to 

 

Nα

Nβ

      - (
g∙μB∙ 

k ∙T
). 

 

Nα and Nβ are the number of spins populated in the two states, and kb is the Boltzmann 

constant.[53] The α-spins only absorb energy when the resonance condition of equation 

(3.5) is set. Small perturbations of the magnetic field (e.g., small oscillating magnetic 

field parallel to B)                         d     ,   d ΔE also changes. The 

magnetization of a spin ensemble evolves with time after a perturbation modifies its 

(3.14) 
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equilibrium value. This evolution follows, in general, an exponential law which can 

be described in a simple case by equation (3.15) that is 

 

 𝑀(𝑡)   𝑀0 ∙ exp − (
𝑡

𝜏
), 

 

with τ being the relaxation time[52] defined by the time the spins need to return to their 

thermal equilibrium state after the perturbation. More precisely, when considering the 

molecules with unpaired spins parallel to the magnetic field Bz, the evolution of Mz 

can be described by the first Bloch equation,[34] that is 

 

d𝑀z

d𝑡
= −

(𝑀z − 𝑀0)

𝑇1
, 

 

and T1 being the spin-lattice relaxation time. The Bloch equation described the time 

dependency of the magnetization along the z-direction. Note that the other two Bloch 

equations also describe the time dependency of Mx and My components of the 

magnetization. Considering an ensemble of spins in an external magnetic field B, T2 

is defined by the decay of the magnetization over time, orthogonal to this field. The 

time dependence of the orthogonal magnetizations can be represented by the Bloch 

equations[34] (3.17) and (3.18). 

 

𝑑𝑀𝑥

𝑑𝑡
= 𝛾(𝐵 × 𝑀)𝑥 −

𝑀𝑥

𝑇2
, 

 

and, 

 

(3.15) 

(3.16) 

(3.17) 
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𝑑𝑀𝑦

𝑑𝑡
= 𝛾(𝐵 × 𝑀)𝑦 −

𝑀𝑦

𝑇2
. 

 

In equation (3.17) and (3.18), γ represents the gyromagnetic ratio.  

 

The sample is introduced in a static magnetic field Bz, which is applied parallel 

to the experimental z-axis. Perpendicular to Bz, at the experimental x-axis, high-

intensity mw-        f   f w μ  d              d    d              .              

either induce a transverse magnetization or flip the spin in the opposite direction, 

depending on the pulse duration. This transverse magnetization is detected at the y-

axis by the detection coil. The observation of the transverse magnetization (see 

equation (3.7)) over time results in an exponentially decreasing magnetization, which 

is also called the free induction decay (FID) signal. The Fourier transform (FT) of 

this signal leads to the absorption spectrum.  

         “       ”  b                    d          v      d        f    

too intense mw-radiation, the relaxation times T1 and Tm are usually extracted by 

performing more elaborate sequences of pulses involving the detection of an echo 

signal. To determine T1, the Inversion-Recovery-sequence[34] is used (Figure 3.4, top). 

First, a 180° pulse in the x-direction rotates the spin ensemble (magnetization). 

Therefore, the magnetization changes from the z to the -z direction. After manipulating 

the spins, they start relaxing back to their initial position. After a given time τ, a second 

90° pulse rotates the spins to the y-direction where they are detected. Another 180° 

pulse in the y-direction after a time t produces the Echo signal. The Echo signal is 

caused by the relaxing spins. While the spins are transversely magnetized, their 

precession changes due to small magnetic field inhomogeneities. At a given time τ, 

the spins reach the point where they align again, and the signal intensity reaches its 

maximum. T1 can be extracted from the Inversion Recovery experiment by modifying 

equation (3.15) to 

(3.18) 
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𝐼 = 𝑎 ∙ e
−

𝜏
𝑇1 , 

 

Where a is a dimensionless factor, equation (3.19) shows the mono-exponential decay 

function for the experiment. Depending on the experimental data, sometimes it is 

helpful to fit the data with a bi-exponential function. Bi-exponential fitting occurs 

when the paramagnetic molecule is exposed to different environments, favoring 

different relaxation processes. As a result, two relaxation times can be detected, one 

being faster (T1,f) and the other being slower(T1,s). In this case, two-dimensional 

factors for the slow (as) and fast (af) contribution have to be considered by turning 

equation (3.19) to 

 

𝐼 = 𝑎s ∙ e
−

𝜏
𝑇1,𝑠 + 𝑎f ∙ e

−
𝑡

𝑇1,𝑓 . 

 

The pulse sequence used for the determination of Tm is a 90°-τ-180°-τ 

sequence, also called the Hahn-Echo experiment (Figure 3.4, bottom).[34] Similar to 

the Inversion-Recovery experiment, an exponential decay is observed. This time, 

however, the magnetization in the z-direction is zero after the magnetization rotation 

into the xy-plane. After a given time t and another 180° pulse, the spins will eventually 

create the echo again. The decay of the magnetization is fitted with a stretched mono-

exponential decay function: 

 

𝐼 = 𝑎s ∙ e
(−

2𝜏
𝑇𝑚,𝑠

)
𝛽

, 

 

(3.19) 

(3.20) 

(3.21) 
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with β being the stretching parameter. Note that for an ideal system, equation (3.19) 

should be valid. 

Pulsed-EPR techniques can also be used to create quantum logic gates. 

The spin manipulation using mw-pulses is graphically represented in Figure 3.5 on a 

Bloch sphere. Equation (2.5) can be rewritten in spherical coordinates to 

 

ǀ𝛹⟩ = cos
𝜃

2
ǀ0⟩ + e𝑖𝜑sin

𝜃

2
ǀ1⟩. 

 

 

Figure 3.4: Inversion Recovery (top) and Hahn-Echo (bottom) experiment for the 

determination of T1 and Tm shown graphically according to their pulse and time (t and 

τ) scheme.  

 

The spin rotation in the z-direction described by the angle θ is induced by the pulse 

phase of the mw, whereas the rotation on the xy-plane is defined by the angle φ by the 

pulse power and duration.[55] 

 

    
  

   

 

 

 

    

 

z

 z

 

(3.22) 
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Figure 3.5: The representation of a molecular spin qubit on a Bloch sphere using 

spherical coordinates. 

 

The unitary matrix of the Hadamard gate was introduced in Chapter 1, and it can be 

emulated with mw-pulses by a 180° rotation in the bisector of the x and z-coordinate 

on the Bloch sphere. Since in standard pulse EPR instruments, the mw-pulse is on the 

principal y-axis, the Hadamard gate has to be constructed by a sequence of two 

combined pulses. It was shown that a combined 90° pulse in the y-direction and a 180° 

pulse in the x-direction is indeed sufficient to describe the Hadamard gate. For a single 

qubit manipulation, the sequence for a Hadamard gate can be described in matrix form 

by:[55]  

 

𝐻 = 
1

√2
[
1 1
1 −1

] = √2 [
−cos

𝜋

2
−𝑖 ∙ sin

𝜋

2

−𝑖 ∙ sin
𝜋

2
cos

𝜋

2

] ∙ [
cos

𝜋

4
−sin

𝜋

4

sin
𝜋

4
cos

𝜋

4

] = 𝑖(π)x (
π

2
)
y
. 

 

For the realization of two-qubit gates with mw-pulses, primary 180° pulses (πx,y-

rotations) are sufficient to realize the CNOT-gate. It was already explained in Chapter 

1 that for the realization of a CNOT-gate, one qubit acts as a control (C) qubit, whereas 

the second one is a target (T) qubit. This means that the two spins involved in the 

 

 

 

 

 

(3.23) 
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process must be individual and singly addressable with mw pulses. Furthermore, the 

coupling between the two spins must be fine-tuned. The following two sections will 

describe in more detail the processes involved in T1 and T2 and how the chemical 

design should be chosen to keep the relaxation times as high as possible. 

 

3.5 Spin-lattice relaxation 

 

Three main relaxation processes contribute to T1, and they contribute differently 

depending on the temperature.[48] Figure 3.6 shows schematically the direct (left), 

Raman (middle), and Orbach (right) processes contributing to T1. In a two-level spin 

system, the process that always occurs is the direct process (Figure 3.6, left). The 

direct process is a one-phonon process and arises from the interactions of the magnetic 

moments with the phonons created by the vibration of the crystal lattice. These 

vibrations can have different modes with different energies.  

 

 

Figure 3.6 Schematic view of the direct process (left), Raman process (middle), and 

Orbach process (right) for the spin-lattice relaxation. Orange arrows highlight 

absorptions, whereas emissions are by dashed dark blue arrows. The green arrows 

represent the phonons relaxing to a state with lower energy. 
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According to the direct process, absorption is only possible if the phonons produced 

by the lattice vibration have an energy v b                         Δ                

difference between |0⟩ and |1⟩. As the Zeeman energy in magnetic fields accessible at 

the laboratory scale is small, the acoustic phonons are the ones that mainly contribute 

to the direct process. For Kra ers’ systems, so the systems with integer total spin,[56] 

T1 is proportional to 

 

𝑇1 =
𝑎dir

 4 ∙ 𝑇n
, 

 

with B being the external applied magnetic field, T is the temperature, and adir a 

proportional constant. The exponent n at the temperature is between 1 and 2 for the 

direct process. Since vibrational modes of such low energy are the only ones populated 

at very low temperatures, the direct process is the dominant process at temperatures 

close to liquid hydrogen. 

By increasing the temperature above liquid hydrogen (around 4 K), 

modes with higher frequencies, the so-called optical modes of a crystal, are accessible, 

and the Raman process (Figure 3.6, middle) starts to emerge. Contrary to the direct 

process, in the Raman        ,           v             ΔE than the energy gap 

between |0⟩ and |1⟩ can be absorbed. In this case, a virtual state mediates forbidden 

transitions, and the spins relax to the state |1⟩. This mechanism makes the Raman 

process a two-phonon process[46] because once the spin is excited from |0⟩ to the 

virtual state, one spin from the virtual state falls back to state |1⟩. Note that the energy 

of the emitted phonon is lower than the absorbed one. For S = 1/2 systems, T1 is 

proportional to 

 

𝑇1 =
𝑎ram

𝑇n
 

 

(3.24) 

(3.25) 
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with n being reported to be between 7-9, though lower values are often encountered.[57]  

The Orbach process is a special case of the Raman process. The Orbach 

process takes place in a multi-level system, and the excited state this time is a real 

state, not a virtual one. The energy of one phonon is high enough so that transitions 

from |0⟩ to |2⟩ (Figure 3.6, right) are possible. The phonon that is emitted afterward 

has a smaller energy than the absorbed one since it relaxes from |2⟩ to |1⟩. The Orbach 

process is the dominant process at temperatures where the probability of finding a 

phonon matching the transition from |0⟩ to |2⟩ is higher.[46] The process is dependent 

on the Boltzmann statistic, and therefore, for S = 1/2 systems, T1 is proportional to 

 

𝑇1 = 𝑎orb (exp (
−∆𝐸|0⟩,|1⟩

𝑘𝑏𝑇
))

−1

 

 

With exp (
−∆ | ⟩,|1⟩

kbT
)being the Boltzmann contribution term. 

 

3.6 Spin-spin relaxation 

 

Though connected to the spin-lattice relaxation, in QIP based on spin, the key 

parameter is the coherence time or the spin-spin relaxation time T2. This relaxation 

time depends on other nuclear or electron spins surrounding the paramagnetic metal 

ion. Thus, a clever design of the coordination site and the surroundings is crucial to 

control it. 

The spin-spin relaxation is dipolar in nature and is favored in 

environments with high nuclear spin diffusion when there is a continuous exchange 

of energy between nuclear spins.[58] Many processes contribute to T2, but in particular, 

the flip-flop has a strong impact on the decoherence of spins.[34] The flip-flop process 

orientates a spin-up electron to a spin-down electron. The energy released is then used 

(3.26) 
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to induce an orientation change of a spin-down electron to a spin-up electron. If taken 

the relation T2 ≤ T1
[34] and introducing the relaxation time associated to the flip-flop, 

T2’, w      f   T2 the relation 

 

1

𝑇2
=

1

𝑇2
′ +

1

2𝑇1
. 

 

It is challenging to detect T2 experimentally because other processes also cause the 

loss of the spin phase, which is why the coherence time Tm is introduced as an 

effective, measurable parameter. T2 can be seen as an upper limit for Tm. Contributions 

that lead to the lowering of Tm in a molecular environment are dipolar interactions of 

the unpaired electron spin with other unpaired electrons/nuclear spins. Using nuclear-

spin-free solvents or reducing the nuclear magnetic moment, e.g., replacing hydrogen 

with deuterium, on the other hand, enhances Tm.[58,59] Another effect that influences 

Tm is the presence of unsaturated side groups containing nuclear spins in the ligand 

that surrounds the unpaired electron. Hydrocarbon side chains tend to rotate in 

solution or vibrate with many modes in the solid state, the effective field felt by the 

electron oscillates with time. In particular, side groups containing active nuclei like 

methyl groups will shorten Tm.[60] Most effort was put into designing ligands with little 

or zero nuclear spin contribution, with a rigid structure to reach high T1 even at room 

temperature and Tm       1 μ  b   w                 .  

This Chapter highlighted the importance of metal and ligand interaction 

with the unpaired electron. The next chapter will show some examples of literature-

reported molecular spin qubits.  

 

 

(3.27) 
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4 Molecular spin qubits 
 

The preceding four chapters laid the foundation for this overview of molecular spin 

qubits. This chapter is divided into two sections: the first section addresses single and 

two-molecular spin qubit systems, while the second delves into the potential of 

porphyrin-based molecular spin qubits. 

 

4.1 Examples of molecular spin qubits  

 

After describing the coherence and exchange properties in spin qubits, it is time to 

present some examples of metal complexes in the literature that were proposed as 

possible candidates for molecular spin qubits. Herein, it is important to start with a bit 

of history. The idea of using magnetic molecules for information processing dates 

back to the early 90s. Magnetic measurements on the peculiar 

[Mn12O12(O2CCH3)16(H2O)4] (Figure 4.1 left, abbreviated as Mn12(OAc)16) 

complex,[61] evidenced that these molecules behave like permanent magnets at very 

low temperatures (T < 1.8 K). The mixed valence Mn3+ and Mn4+ cluster (ground state 

S = 10) builds the core unit of the complex. In contrast, the acetate ligands surround 

             ,                 “        v       d”             molecule's nearby 

environment. The presence of Jahn-Teller distorted Mn3+ ions originate the strong, 

easy-axis magnetic anisotropy that made it the first example of a single molecule 

magnet (SMM). Moreover, the small but crucial non-axial anisotropy present in 

Mn12(OAc)16 makes it possible to overcome the energy barrier between the ms −ms 

basis states by means of quantum tunneling.[61] The physical properties found in this 

complex made it legitimate to ask if it was possible to store information at a molecular 

level and exploit at the same time its quantum features. As a matter of fact, the multi-

level nature of the Mn12(OAc)16 looked very promising for quantum computation. 

This idea was proposed by Leuenberger & Loss.[62] This question prompted the 

research community to synthesize similar transition-metal-based clusters[63] along 
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with lanthanide-based ones,[64] with similar physical properties but at higher 

temperatures. However, the strong magnetic anisotropy present in Mn12(OAc)16 and 

other SMMs promotes strong orbital contributions as well, thus having a negative 

impact on the coherence properties. Therefore, other multi-level systems with weaker 

magnetic anisotropy had to be found. 

One particular class of transition metal complexes is considered a 

breakthrough in the quantum information field; these were the octa-member rings of 

the type [{R2NH2}Cr7MF8(O2CCMe3)16}] (abbreviated as Cr7Ni-ring, Figure 4.1, 

right).[65] These rings consist of seven Cr3+ and one M2+ (usually Ni2+) octahedral 

coordinated ions that are antiferromagnetically coupled, forming an S = 1/2 ground 

state. Like the Mn12(OAc)16, the metal ions are bridged by carboxylate (usually 

trimethylacetate) and fluorine ions. The ring has one negative charge and presents an 

amine cation that sits right in the center of the ring. While SMM resembles a much 

smaller version of a bit, the Cr7Ni-rings resemble the essence of the qubits.[66,67] These 

rings have two distinguishable energy states suitable for quantum computation and a 

unique chemical design that makes them very versatile from a chemical point of view. 

It was shown that Tm could be enhanced in two ways: firstly, by changing the organic 

amine cation with Cs+, then substituting all hydrogens from the trimethylacetate 

ligand with deuterium,[68] secondly, by diluting the Cr7Ni-rings in a diamagnetic 

matrix with a similar structure like Cr7Ga-rings.[69]                       15 μ  w    

achieved using the abovementioned chemical methods. Moreover, it was shown that 

by successfully functionalizing the ligand, it was possible to couple the Cr7Ni-rings 

with each other. This was chemically done by simply replacing the fluorine—anions 

with a polyalcohol (N-ethyl-D-glucamine) that coordinates upon five Cr3+-ions but 

leaves the Ni2+-ion with a loose H2O molecule ligand, that can be easily replaced with 

e.g., pyrazine, therefore creating the Cr7Ni-dimer.[70] Finally, it was shown that by 

substituting the carboxylate ligand with a thiophencarboxylate[71] or long-chain 

carboxylate,[72] it was possible to graft the Cr7Ni-rings on Au(111) or graphene 

surfaces. It was demonstrated that the magnetic properties of the surface-grafted 

Cr7Ni-rings do not change significantly.  
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Figure 4.1: Crystal structure of the Mn12(OAc)16
[73] (left) and Cr7Ni-ring[70] (right), 

both shown along the crystallographic c-axis. These complexes were the first to be 

proposed as alternative bits or qubits. Color code: red = O, blue = N, dark grey = C, 

green = F, magenta = Cr3+, pink = Mn3+/4+, light grey = Ni2+. H atoms were omitted 

for clarity. 

 

We can already see that the Cr7Ni-rings are perfectly suited for the realization of a 

first prototypical device where spin manipulation could potentially be done on the 

substrate.[74] However, there are some drawbacks to mention regarding the Cr7Ni-

rings. Cr7Ni-rings have an S =3/2 first excited state at a few tens of K, potentially 

limiting Tm. Moreover, the Cr7Ni-rings present many bulky side groups, which were 

already mentioned as the primary cause of limiting T1. Indeed, Tm       15 μ  was 

achieved at temperatures below 2 K, but with an increase in the temperature, the 

relaxation times decreased significantly. 

The new quest was to find metal complexes that were much simpler from 

the magnetic point of view and showed a more rigid structure. Thus, attention was 

addressed to the aforementioned square planar Cu2+ and square pyramidal V4+-

complexes. Record relaxation times could be detected on a maleonitriledithiolate-Cu2+ 

complex ((PPh4)2[Cu(mnt)2]), while diluted in (PPh4)2[Ni(mnt)2]). The Tm measured 

w         9.2 μ     7 K (Figure 4.2a).[75] Moreover, the relaxation times decrease at a 

much lower rate than expected, reaching a Tm of 0.6 ns at 300 K. By replacing all 

hydrogens from the counterion (PPh4)+ with deuterium, the relaxation time at 7 K was 

68 μ    d  v   1 μ                     . V4+-complexes turned out to be even better. 
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The first systems are a series of dithiolate complexes of octahedral V4+-ions.[76] 

Especially the {d20-PPh4}2[V(C3S5)3] complex (Figure 5.2b) displayed remarkable 

millisecond Tm at 10 K in a frozen solution of CS2. 

 

Figure 4.2: Simple S = 1/2 Cu2+ and V4+ transition metal complexes proposed as 

molecular spin qubits because of their long coherence times. The molecules presented 

are [Cu(mnt)2]2- (a)[77], [V(C3S5)3]2- (b)[76], [VO(cat)2]2- (c), and [VO(dmit)2]2- (d). The 

(PPh4)+ counterion was omitted for all four complexes. Color codes: dark grey = C, 

yellow = S, blue = N, white = H, red = O, brown = Cu2+, green = V4+. 

 

Better than octahedral V4+-ions are square pyramidal vanadyl ([VO]2+)-ions. These 

complexes, in general, show lower Tm, but the relaxation times decrease less by 

increasing the temperature.[46,78–80] The square pyramidal [VO]2+ catechol complex 

([VO(cat)2]) (Figure 4.2c) showed that in a temperature range between 4-100 K, Tm 

up to 4-6 μ      d b       v d      f  z           .[78] Similar results were obtained 

by studying the dynamic magnetic properties of the square pyramidal [VO]2+ 

dithiolate complex ([VO(dmit)2]) (Figure 4.2d).[80]  

All the studies on the Cu2+ and [VO]2+-complexes showed how to 

enhance relaxation times in molecular spin qubits. However, these ligands do not 

allow engineering the molecular architecture to create multi-qubit systems, and 

alternative strategies were developed. Two notable examples of square pyramidal 

[VO]2+ complexes are presented. The first homometallic [VO]2+ complex is based on 

the N,N‘-Bis(2,3-dihydroxybenzoyl)-1,4-phenylenediamine ligand.[81] This ligand can 
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be seen as a di-catechol, which can coordinate two [VO]2+ units (Figure 4.3a). The 

interatomic vanadyl-vanadyl distance is around 10 Å (though the real distance is not 

measurable as no crystal structure is available), and the exchange interaction is 

neglectable as no direct connection between the two vanadyl ions is present. The EPR 

spectrum does, however, show some characteristic features of dipolar coupled 

systems. The two vanadyl ions are not distinguishable, but it was proposed that a 

simple quantum simulation is possible with this dimer by exploiting the vanadium 

nuclear spins. Next on the chronological list is the bis-hydroxyphenylpyrazolyl ligand, 

which was used to create a two-qubit molecular system coordinating two vanadyl ions 

(Figure 4.3b), again non-distinguishable.[82] In principle, identical paramagnetic 

centers can be individually addressed if their tensors are oriented differently in space. 

This was also experimentally confirmed by the two-qubit architecture of organic 

nitroxide radicals.[83] Lanthanide complexes showed promising results for the 

realization of heterometallic dimers. The [Ce3+Er3+O] hybrid complex reported in 

Figure 4.3c, built on the 6-(3-oxo-3-(2-hydroxyphenyl)propionyl)pyridine-2-

carboxylic acid is very promising for quantum computation (Figure 4.3d).[84] The 

realization of heterometallic lanthanide dimers is enabled by the unique structure of 

the ligand that presents pockets that can selectively accommodate ions with different 

dimensions. Using two different lanthanides with two different ion-radii, the smaller 

ion (in this case Er3+) will coordinate at position 1, and the larger ion (in this case Ce3) 

will coordinate at position 2 (see Figure 4.3d). It was concluded from specific heat 

data experiments that a finite exchange interaction was present in the complex, though 

it was impossible to determine the exact value.[84] The exchange turned out to be 

ferromagnetic, and it was proven that a simple CNOT gate could be constructed using 

the [Ce3+Er3+](L)3(Pyr)(NO3)(H2O)] complex. Additionally, the ligand could even be 

expanded to realize a three-qubit architecture.[85]  
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Figure 4.3: Coordination of the vanadyl-ion with either N,N‘-Bis(2,3-

dihydroxybenzoyl)-1,4-phenylenediamine (a) or hydroxyphenylpyrazolyl (b) leads to 

a bimetallic [VO]2+-complex. These complexes were proposed as potential quantum 

simulators.[81,82] [Ce3+Er3+] Heterometallic lanthanide-based complexes (c) can be 

synthesized by using a ligand (d), which is able to coordinate smaller (1) and bigger 

(2) ions selectively into the same ligand position. These lanthanide complexes showed 

energy levels that could be used to implement a CNOT-gate.[84] Color codes: dark grey 

= C, blue = N, red = O, green = V4+, pale green = Ce3+, white = Er3+. 

 

4.2 Porphyrin-based molecular spin qubits 

 

Other promising classes of ligands are porphyrin and phthalocyanine ligands (Figure 

4.4). Even simple and common porphyrinoids have unique spin properties, as they 

show good relaxation times, are chemically versatile, and can be deposited on metallic 

surfaces by thermal sublimation at low pressure. First experiments conducted on a 1 

% diluted thin film of copperphthalocyanine[86] ([Cu(Pc)], Figure 4.4a) evidenced 

that Tm  f 1  μ     8  K     d b        d   d      Tm is weakly dependent on 
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temperature. Even better results could be obtained with the vanadylphthalocyanine 

([VO(Pc)], Figure 4.4b) complex, which showed room temperature coherence times 

 f 1 μ .[57]  

 

 

Figure 4.4: The porphyrinic Cu2+ and [VO]2+ systems [Cu(Pc)][87] (a), [VO(Pc)][88] 

(b), [Cu(TTDPz)][89] (c), and [VO(TPP)][90] (d), are very promising molecular spin 

qubits due to their good coherence properties, and surface stability after sublimation. 

Especially porphyrins have a lot of potential because the ligand can be functionalized 

to make multi-qubit systems color code: dark grey = C, blue = N, red = O, green = 

V4+, brown = Cu2+. Hydrogens are omitted. 

 

Surface depositions were also possible with [VO(Pc)] molecules[91–93], though the 

vanadyl unit adsorbs either with the O atom pointing towards the substrate or facing 

away from it.[94,95] This feature is also encountered on non-metallic decoupling 

layers.[92,93] Hydrogen-free porphyrinoids like the 

coppertetrakis(thiadiazole)porphyrazine ([Cu(TTDPz)], Figure 4.4c)[96] showed 

slightly better Tm than [Cu(Pc)], but due to their low solubility and crystallinity, no 

real advantages were visible after removing hydrogen atoms. Indeed, the hydrogen-
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rich vanadyltetraphenylporphyrin ([VO(TPP)] Figure 4.4d) turned out to almost 

match the quantum coherence properties of the above-mentioned porphyrinoid 

systems.[97] Presumably, the limiting factor in porphyrinoid systems regarding 

coherence is the presence of the coordinating nitrogen atoms of the core porphyrin 

ring.  

Since porphyrins offer the advantage of being more soluble and versatile from 

a chemical point of view than phthalocyanines, they became an interesting system to 

synthesize and study. It is possible to functionalize porphyrins at various positions in 

the ligand.[98] The chemical functionalization of porphyrins will be described in more 

detail in Chapter 5. Concerning  complexes carrying more than one paramagnetic 

center, tree hybrid Cu2+-porphyrin, and Ti3+pentacarbonyl bimetallic complex[99] with 

an oligo-p-phenyleneethylynylene spacer showed only a very small exchange 

interaction. On the other hand, quantum state tomography experiments revealed that 

coherence times are governed by nearby nuclear spins and not the electron spins of 

the other paramagnetic site. This suggests that one can shorten the intramolecular 

spin-spin distance in a bimetallic complex to enhance the exchange interaction 

without worrying about decreasing too much Tm. The nearest Cu2+-Ti3+ intramolecular 

distance is about 11.6 Å in the complex with the shortest p-phenyleneethylynylene 

spacer.  

Directly linked porphyrin dimers show an intramolecular metal-metal 

distance from 8.4 to 9.6 Å, and some paramagnetic bi-metallic porphyrins have 

already been studied.[100,101] To clarify things, in Figure 4.5, the chemical structure of 

five possible directly linked porphyrin dimers is shown. The monomeric porphyrin 

core unit consists of three positions on the carbon in which a direct linkage to another 

porphyrin is possible.  
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Figure 4.5: Five variations of directly linked porphyrin dimers, in which either 

complete flat (left) or tilted (right) dimers are obtained. The exchange parameter also 

depends on the metal center and the overall orientation of the single porphyrin units. 

The listed J-values were taken from.[101] 

 

The beta (β) carbons are the two carbons of the pyrrolic unit of the porphyrin, whereas 

the meso (m) carbon is the bridging carbon between two pyrrolic units (see Figure 

4.5). Synthetically accessible dimers are either singly linked and tilted m-m, m-β, β-β 

porphyrins, or flat m-β, β-m doubly linked porphyrins, along with triply linked m-m, 
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β-β, β-β, porphyrins (Figure 4.5). As it turns out, the coordination center and the 

linkage are crucial in tuning the intramolecular spin-spin interactions, as evidenced 

by Osuka and co-workers.[101] In their study, they synthesized both homometallic Cu2+ 

and Ag2+ dimers in all five linkage variations and determined their exchange 

interaction by static magnetic measurements. These measurements showed that 

measurable J’            b     d w         w  β-carbons of each porphyrin unit are 

bonded. Negligible interactions are observed for singly linked m-m and m- β 

porphyrins and doubly linked m-β, β-m porphyrins. DFT calculations highlighted the 

influence of the magnetic orbitals in determining the strength of J.[101] The magnetic 

orbitals in both square planar Cu2+ and Ag2+-complexes are the dx2-y2 orbitals. These 

orbitals point at the four pyrrolic nitrogen of the porphyrin core, meaning they can 

promote the delocalization of the unpaired electrons into the porphyrinic core unit 

        σ-bonding. Due to the closer proximity of the dx2-y2 orbital at the β-position 

in the porphyrin, spin density from the unpaired electron was only found at these 

positions but not at the m one. Interestingly, Ag2+ porphyrin dimers show stronger J 

than the analogous Cu2+ dimers. The exact values of J are listed in Figure 4.5. The 

authors explained the different J’  b         f      -ion size. The larger is the metal 

ion, the higher is the value of J.  

It should be noted that the directly linked porphyrin dimers presented 

here were not proposed as potential two-qubit systems, but it is clear how much 

potential they have because of their magnetic properties. However, further studies on 

the exchange coupling in paramagnetic porphyrin dimers are necessary. A better 

understanding can be achieved if the crystal structures are available. Also, 

paramagnetic dimers with other metal ions (like [VO]2+) could be explored since the 

magnetic orbital differs from the dx2-y2 orbital. Other delocalization pathways between 

metal-center and porphyrin core units might be exploited. Very little is known about 

paramagnetic heterometallic porphyrin dimers. The unexplored potential of these 

systems motivated the research conducted in this PhD thesis work aimed at 

synthesizing and characterizing magnetic porphyrin dimers, hoping to identify the 

molecule that could be operated as a quantum gate. Efforts along this line and the 
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results obtained will be discussed in the following chapters, briefly introducing the 

properties of this class of ligands first.  
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5 Porphyrins: The promising ligand for a possible 

breakthrough 
 

The porphyrin ligand is a macrocycle containing 22-π          . F                 

point of view, porphyrin is a cyclic tetrapyrrole linked together by four methine 

bridges. Further, the ring closure produces two pyrrolic and two imidic nitrogens. This 

leaves the inner core of the porphyrin with two pyrrolic hydrogens, which can be 

released to metalize the porphyrin with various metals. This chapter is divided into 

two major sections. In the first section, we will delve into the structure and physical 

properties of porphyrins. Porphyrins are not flat as might be expected for an aromatic 

system. We will emphasize the impact of porphyrin plane deformation on their 

physical properties and examine how the coordinating metal alters their structural 

characteristics. The metalation and chemical functionalization of porphyrins will be 

discussed in Section 5.2. 

 

5.1 Structures and physical properties of porphyrins 

 

Electronic repulsion caused by spin densities from the coordinating metal-ion or core 

ring substituent leads to both an in-plane and out-of-plane porphyrin distortion. The 

deformation of the porphyrin plane can be classified according to the dominant out-

of-plane normal mode. Figure 5.1 shows the four most common out-of-plane 

distortion types found in monomeric porphyrin systems. Note that this section will 

give only a brief overview of the deformation of porphyrins since only some aspects 

of the porphyrin distortions are important for the magnetic properties of their 

complexes. A more detailed discussion regarding porphyrin distortion can be found 

in the literature.[102–106] The saddle-like distortion (Figure 5.1a) is common in highly 

substituted porphyrins, i.e., both functionalized in the m and β positions. The saddle-

like distortion in porphyrins, observed in both free base and some metalated forms, 

increases with a greater number of substitutions, with free base porphyrins typically 
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exhibiting a higher degree of distortion than metalated ones. Ruffle-shaped porphyrins 

(Figure 5.1b) can be promoted by inserting small metal ions in the porphyrin core, 

such as Ni2+ ions. Large metal ions, like lanthanides, on the other hand, promote the 

creation of dome-shaped porphyrins (Figure 5.1c). When two M+ type ions are 

inserted into the porphyrin core, a distinct porphyrin shape emerges, where one imidic 

and one pyrrolic nitrogen coordinate with one metal while the other two nitrogens 

coordinate with the other metal, causing two nitrogens to rise and the other two to 

lower, resulting in a wave-like porphyrin shape (Figure 5.1d).  

An elegant way for quantifying porphyrin deformations is using the 

normal coordinate structural decomposition (NSD) analysis[102,105,106] presented in 

Figure 5.1 right. Using NSD, one can see a reoccurring pattern for each dominant 

vibrational mode. In other words, the NSD analysis allows one to convert the atom 

position from a cartesian coordinate to a cylindrical one. The y-axis represents the z-

position of the C or N atoms in the porphyrin; thus, when plotted against the 

cylindrical coordinate, it shows the porphyrin unit as a linear tetrapyrrole. The 

positions are given as a difference between the coordinates of the analyzed porphyrin 

and a reference, copper tetraphenylporphyrin ([Cu(TPP)]), which is flat.[107] This 

means that the z-position values correspond to the deviation (in Å) from a perfect 

plane. Even though the porphyrin plane distortion was studied extensively, it is still 

impossible to predict a porphyrin's shape because the crystallization conditions also 

determine the porphyrin shape. Polymorph metalloporphyrins can have different 

forms, even though they are chemically identical. One example is the aforementioned 

[Cu(TPP)] molecule, which can show a perfectly flat porphyrin plane[107] or saddle-

like distortion.[108]  
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Figure 5.1: Examples of the four most dominant out-of-plane modes shown on a 

vanadylporphyrin[109] (Saddle B2u, a), nickelporphyrin[110] (Ruffle B1u, b) 

ceriumporphyrin[111] (Dome A2u, c), and rutheniumporhyrin[112] (Wave Agx, d). When 

plotting the position of the atom coordinates against the angle in cylindrical 

coordinates, the four out-of-plane contributions can be quantitatively distinguished 

(right). The dotted line visible in all four graphs is the z-position of the reference 

porphyrin [Cu(TPP)]. Color code: dark grey = C, red = O, blue = N, green = V4+, dark 

green = Ni2+, white = Ce4+, violet = Ru1+. Hydrogens are omitted for clarity. 
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The out-of-plane distortion brings several changes in the chemical and physical 

properties of porphyrins. For instance, the pyrrolic hydrogens in strong saddle-

distorted porphyrins show highly catalytic properties.[113] The changes in electronic 

properties are visible even with the naked eye. Porphyrin monomers usually have a 

strong purple color in various apolar and polar solvents. But when porphyrin planes 

are highly distorted, the color of porphyrin solutions changes to green, indicating a 

change in electronic properties.[109]  

To understand the electron properties in porphyrins, it is worth studying 

electronic transitions with UV/Vis spectroscopy. Figure 5.2 shows the UV/Vis 

spectra of a free base (left) and metalated porphyrin (right). Characteristic in both 

free-base and metalloporphyrin is the B-(also called Soret) band visible in the 

wavelength range from 380 to 430 nm.[114] This band is caused by the transitions from 

the electronic singlet ground state to the second singlet excited state (S0→S2) that 

involves π   d π*-molecular orbitals, abundant in the porphyrin aromatic system. The 

second region of interest in the porphyrin UV/Vis spectrum is the Q-band region, 

which lies between 500-700 nm in most porphyrin systems.[114] The bands are caused 

by the S0→S1 transitions. These transitions are much broader and lower in intensity 

than the Soret transition. When comparing the Q-band region of a free-base and 

metalated porphyrin (Figure 5.2), one can see that four bands are visible in the first 

case, while only two bands can be seen in the second case. 
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Figure 5.2: UV/Vis spectra of a free base (left, blue line) and metalized (right, black 

line) porphyrin. The B-band (also called Soret-band, between 400-450 nm) and the 

Q-band region (between 500-700 nm) are marked in the spectra. In the free base 

porphyrin, four transitions are visible due to the N-H bond symmetry break. The 

symmetry is restored by removing the pyrrolic hydrogens, which turn the visible 

bands into one (metalated porphyrin, right spectrum).  

 

A simple consideration of molecular symmetry can explain these differences. While 

a perfectly flat porphyrin has a D4h symmetry, the steric repulsion caused by the 

pyrrolic nitrogens induces a saddle-like distortion, thus reducing the symmetry to 

C2v.[115] This enables the probability of transitions between more vibration energy 

states due to the removed degeneracy of the states. In highly distorted porphyrins, the 

removal of degeneration is much more pronounced, making the redshift even larger, 

thus leading to a change in color. The insertion of the metal inside the porphyrin ring 

enhances the symmetry once again, thus reducing transition probabilities. The 

transitions in D4h porphyrins can be graphically described with Gou er an’s four 

orbital models.[116,117] Gou er an’s diagram is shown in Figure 5.3. This model 

focuses on the two highest occupied and two lowest unoccupied molecular orbitals of 

the porphyrins. The HOMO and HOMO-1 orbitals are the A1u and A2u orbitals, 

whereas the LUMO and LUMO+1 are the Egx and Egy molecular orbitals. As shown 

in Figure 5.3, transitions occur between the A1u→ g orbitals that give rise to the Soret 

bands, and the A2u→ g transitions give rise to the Q-bands.  
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Figure 5.3: The four orbital models proposed by Gouterman to explain the Soret (red 

line) and Q-bands (dark blue line) in a flat porphyrin with D4h symmetry (left) and C2v 

symmetry (right). In porphyrin dimers or highly distorted porphyrins, the splitting in 

the Eg states is more pronounced. 

 

Two Soret and four Q-bands should be visible in a C2v symmetrical porphyrin (Figure 

5.2, free base porphyrin UV/Vis spectrum). Due to spectral resolution, in most cases, 

the second Soret is not visible. In tilted and directly linked porphyrin dimers, where 

symmetry effects and the different transition dipole moments affect the electronic 

transitions of the second titled porphyrin unit, the Gouterman model only partially 

explains the electronic transitions. The result of the tilted porphyrin unit on the 

UV/Vis spectrum is shown in Figure 5.4. The second Soret-band is visible now, and 

indeed, singly directly linked porphyrin dimer solutions are orange. M. Kasha[118] was 

the first to predict that two excitons (in this case, two porphyrin units) in close 

proximity will result in an exciton coupling, and thus, electronic excitation will be 

delocalized between the two units. This exciton coupling will give rise to two 

nondegenerate excited states in porphyrin dimers, which results in the formation of 

parallel and colinear transition dipoles.[119–122] Although the Gouterman four orbital 

model fashionably describes the Soret and Q-bands, it does not predict the intensities 

of the UV/Vis signals. Indeed, according to the Gouterman four orbital model, the 

UV/Vis signal intensities should be the same. The discrepancy between experimental 

intensities and expected intensities can be explained by orbital mixing. The orbital 
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mixing partially cancels the transition dipole moment for the A2u→ g transitions, 

whereas the A1u→ g transitions are reinforced.  

The overall easy manipulation of the electronic states in a porphyrin by 

simple additional functionalization or metal insertion allows to fully exploit the 

electronic properties of porphyrins. Porphyrins account for many biological activities 

and porphyrin derivate chlorophyll as the essential molecule for photosynthesis. 

Artificial multiporphyrin systems are proposed as electronic tapes,[123] as polarons in 

organic photovoltaic devices,[124] and as optical wires.[125] However, the research on 

the magnetic properties of porphyrins still lacks impactful contributions. The tuning 

of porphyrin distortion and linkage might also induce a change in the magnetic 

properties of the porphyrin. There are only a few publications regarding the magnetic 

properties of paramagnetic porphyrins,[44,96,97,126] especially paramagnetic porphyrin 

dimers.[99–101] But these studies are only a fraction of what was published about their 

electronic properties. Next, we will discuss the chemical functionalization and the 

mechanism of porphyrin metalation. 

 

 

Figure 5.4: UV/Vis spectrum of a free base m-m linked porphyrin dimer. According 

to the Gouterman four orbital model, the Soret-band is split whereas four Q-bands 

should be visible. Note that for the wrong resolution, only two out of four Q-bands 

can be seen in the spectrum above. 
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5.2 Metalation and peripherical functionalization of porphyrins 

 

In this section, we will present some important chemical reactions for synthesizing 

the novel porphyrins reported in this thesis. First, we are going to investigate the 

metalation of porphyrin cores.  

There are two types of mechanisms involved in the complexation of 

porphyrins. The first one is the Lewis acid-base complexation, suggested by Lavallee, 

[127] Hambright,[128] and Tanaka,[129] which is supported by various kinetic 

experiments. The first step is a deformation of the porphyrin ring caused by the 

interaction with a nearby metal salt.  

 

H2P ⇌ H2P*, 

 

Which subsequently turns into an outer-sphere complexation according to the reaction 

 

ML6 + H2P* ⇌ [ML6, H2P*]2+ 

 

followed by the ligand dissociation, connected with a first and second metal-nitrogen 

bond formation. 

 

[ML6, H2P*]2+ ⇌ [ML5-L-H2P]2+ ⇌ L5M-H2P2+, 

L5M-H2P2+ ⇌ LnM=H2P2+   (5− )L. 

This yields the metalloporphyrin. 

 

LnM=H2P2+ ⇌ MP + Ln + 2H+. 

(5.2) 

(5.1) 

(5.3) 

(5.4) 

(5.5) 
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These kinetic studies were performed in highly polar solvents, such as DMF, and with 

bivalent metal cations. Usually, porphyrins are rather apolar and soluble in CH2Cl2. 

Reactions employing DMF are only used when high temperatures are needed to 

perform reactions.[130] However, metalation reactions with Cu2+ and Zn2+ can be 

completed in mild conditions.[131] When possible, attempts are made to avoid DMF, 

preferring the solvent mixture CH2Cl2/CH3OH. The polar solvent is needed to 

solubilize the metal salt and, at the same time, to create the solvated M2+ complex.[127] 

Ligand dissociation turned out to be necessary for the coordination of the M2+-ion. 

Without delving too much into the details, the second metal-insertion 

mechanism is based on a redox mechanism.[132] The core hydrogens are reduced, 

whereas the metal-ion with a positive charge different from 2+ will be oxidized. These 

reactions are relatively slow, and the exact mechanism has not been fully understood 

yet. However, there is an interpretation of a metalation redox mechanism on a metal 

surface (also called direct-metalation).[133] 

It is also possible to remove the metal in the porphyrin ring. 

Theoretically, this can be done by introducing an acid into the metalloporphyrin 

solution.[127] The strength of the acid needed for the demetallation depends on the 

metal ion. It was shown that a metal-ion in one of its reduced forms is more likely to 

dissociate from the porphyrin ring, while metal ions with strong ligand field 

stabilization tend to form more stable complexes.[127] This is why alkaline metal 

porphyrins immediately hydrolyze in water. The Zn2+ porphyrin complex is much 

more stable than its alkaline earth counterpart. In this case, the larger charge/radius 

ratio also plays a vital role in stabilizing the metal complex. However, Zn2+ porphyrins 

are easily demetallized by weak acids because of the lack of crystal field stabilization. 

However, if a faster reaction is to be performed, trifluoroacetate (TFA) is generally 

used, as this acid is readily soluble in apolar organic solvents. More stable Ni2+ or 

Cu2+ porphyrins need strong acids such as H2SO4 to be demetallized.[131]  

To discuss the functionalization of the porphyrin core, an introduction to 

the numbering of the porphyrin carbon rings is needed. In porphyrins, all four m-

positions are numbered with 5, 10, 15, and 20, whereas the additional β-positions are 
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labeled with 2, 3, 7, 8, 12, 13, 17, and 18. All hydrogen-free carbons are called α-

carbons and are labeled as 1, 4, 6, 9, 11, 14, 16, and 19 (see Scheme 5.1a).[134] The 

porphyrin ring has, in principle, four m and eight β positions that can be 

functionalized. When it comes to the halogenation of the porphyrin ring, the 

mechanism is an electrophilic aromatic substitution, following the same reaction as 

the halogenation of other aromatic systems. Bromination reactions are widely 

exploited and can be performed both at the m or β-position, with the first one being 

the more reactive position. The higher reactivity of the m-position can be explained 

by the Fleischer-Webb (F-B) hypothesis,[135] which suggests that the β-positions are 

rather olefinic than aromatic, making an electrophilic aromatic substitution quite 

challenging. The m bromination, therefore, works quite smoothly without much 

synthetic effort. Problems may arise during the purification. Scheme 5.1 shows the 

bromination reaction of a 5,15-diphenyporphyrin (H2DPP) using various bromination 

reagents. The best results for the m-bromination were achieved by using N-

bromosuccinimide (NBS) as the bromination agent in chloroform at 0°C (Scheme 

5.1b).[136] Pyridine is added to act as an H+ scavenger. With two equivalents of NBS, 

a mixture of mono- and dibrominated species is obtained, with the monobromated 

ones making up 50 % of the product. The yield of the dibrominated species is usually 

much lower (20 %), and some unreacted porphyrin is also present. Enhancing the 

reaction times or using more than 4 eq. of NBS, the fully dibrominated species is 

obtained with almost quantitative yields.[136,137] Using 10, 15, 20-triphenylporphyrin 

(H2TrPP) leads selectively to forming 5-bromo-10,15,20-triphenylporphyrin in 

quantitative yields. Metal complexes of porphyrins do not show any significant 

change in the reactivity compared to their free-base counterpart, as similar yields are 

achieved with various metalated porphyrins.[136–138]  

For the realization of β-substituted brominated porphyrins, Br2 is 

employed instead of NBS.[139] The reaction with Br2
 is not very selective, and one 

obtains the fully brominated porphyrin species as the main product. This strategy is 

used for tetraphenylporphyrins (H2TPP, Scheme 5.1) to obtain a tetrabromo-

tetraphenyl porphyrin (4, Scheme 5.1).[139] Selective monobromination in H2TPP can 

be achieved with NBS (3, Scheme 5.1).[140] In this case, however, the reaction mixture 
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is brought into reflux. The same solvent and acid scavenger are used for the 

bromination in m-position.  

Iodination reactions are also possible in the m or β-position of the 

porphyrin. Reactions with iodine are usually characterized by lower yield, whether a 

mono- or poly-iodinated porphyrin is desired.[141] The formation of iodoaromatics, 

starting from I2, leads to the formation of HI, a strong reducing agent, thus reverting 

the iodination reaction. Oxidizing agents are therefore needed to limit the reducing 

effect of IH. Using more electrophilic iodine compounds or the presence of acids in 

the reaction mixture (for creating the I+ ion) also promotes the iodination reaction. 

There are only a few examples available on porphyrin iodination in the literature. Still, 

the procedures are mainly similar to those reported for the bromination, only that N-

iodosuccinimide (NIS) is used instead of NBS.[142] Moreover for faster reactions with 

higher yield  it is possible to use I2 powders for the iodination, in addition to an 

oxidative agent like phenyliodo-bis-trifluoroacetate (PIFA)[142] or 

silver(I)hexafluorophosphate (AgPF6).[143] While bromination in β-position is easily 

possible, using iodine poses problems. Fully iodinated porphyrins are synthesized 

from scratch, meaning that tetraiodoporphyrin are obtained from the condensation of 

pyrrole unit that has at least one iodine unit in its meso position.[144] Selectively, 

iodination in β-position is achieved using iodine salts combined with H2O2.[145] 
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Scheme 5.1: Numbering carbon atoms in the porphyrin ring (top). Various porphyrin 

halogenations in m (middle) and β-position (bottom) are reported in the literature. 

 

In any case, the functionalization of porphyrins with halogens brings 

many advantages. For instance, starting from them, it is possible to exploit other 

reaction paths to further functionalize the porphyrin. M. J. Therien’  w  k          

exploited the reactivity of halogenated porphyrins and synthesized so-called Suzuki-

porphyrins, the first pinacolborane-based porphyrins.[146] The porphyrins were 

realized via a Suzuki-Miyaura-coupling reaction.[147] It is well known that Pd0 

catalyzes reactions between halogenated and borylated organic compounds (alkyl or 

aromatic), forming a C-C bond linkage. Functionalizing porphyrin with pinacolborane 

(HBin, Scheme 5.2) will, therefore, result in the possibility of the creation of directly 

linked porphyrins in both m and β-positions. Indeed, some years later, after the 

discovery of the Suzuki-porphyrins, the working group of Osuka started to develop 

porphyrin dimers via a Suzuki cross-coupling reaction (Scheme 5.3).[148,149] The 

reaction mechanism follows the exact path reported in Miyaura and Suzuki's original 
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paper.[147] Cross-coupling reactions at the β-positions are also reported.[150,151] These 

porphyrin dimers might be relevant for electro-chiral applications, as one introduces 

axial chirality into the porphyrin.[152]  

 

 

Scheme 5.2: Examples of Suzuki-Miyaura cross-couplings on monomeric porphyrin 

species at m and β-position found in literature. 

 

Osuka’s working group also developed different approaches for realizing porphyrin 

dimers. These reactions were based on the oxidative coupling between two porphyrins 

not functionalized in the peripherical positions (Scheme 5.3). The coupling reactions 

were extremely efficient when working with Cu2+, Ni2+, and especially Zn2+-

porphyrins. These types of reactions require an oxidative coupling reagent.[153] The 

first paper on directly linked m-m-bonded porphyrins was published in 1997, where 

AgPF6 was used as an oxidative coupling agent on a 5,15-diaryl-Zn2+-porphyrin 

(Scheme 5.3).[154] The trimer, tetramer, and other oligomeric species of the directly 

linked m-m porphyrins were isolated after purification with size-exclusion 

chromatography. These oligomers turned out to be very interesting for further studies 

of the electronic properties of complex porphyrinic systems because they offered the 

opportunity to gain insight into the energy-transfer mechanism of linear 

porphyrins.[148,155,156] Upon exploring other oxidizing agents, Osuka’s working group 



5 Porphyrins: The promising ligand for a possible breakthrough 

 

 
80 

found that the use of scandiumtriflate (Sc(OTf)3) combined with 2,3-dichloro-5,6-

dicyano-1,4-benzoquinone (DDQ) leads to the formation of triply linked porphyrins 

(Scheme 5.4)[157,158], like the one mentioned in Chapter 4 (see Figure 4.5). Doubly 

linked porphyrins are also obtained by using tris(4-bromophenyl)aminium 

hexachloroantimonate (BAHA) (Scheme 5.4).[159] These doubly linked porphyrins 

fall beyond the scope of this thesis, so they will be mentioned but will not be discussed 

further. 

 

 

Scheme 5.3: Suzuki-Miyaura cross-couplings on dimeric porphyrins at the m (top) 

and β-positions (bottom). These kinds of reactions have many advantages since they 

can be used to selectively synthesis the singly linked porphyrins, and it is possible to 

create homometallic porphyrin dimers. The β-β linked porphyrin dimers are axially 

chiral.  

 

Similar results are obtained using nonmetallic oxidizing agents like the PIFA 

molecule containing hypervalent I3+.[160,161] PIFA offers the advantage of being non-

toxic, soluble in apolar and polar solvents, and relatively stable. The formation of 

singly m-β or m-m turned out to be metal-dependent.[158,161] This implies that local 

electron density in various positions is a key factor. In the oxidative coupling 
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mechanism, the first step forms a radical cation at the porphyrin ring. The newly 

formed radical cation will show a HOMO with orbital symmetry, either A1u or A2u. 

A1u HOMOs show a node at the meso position, whereas the A2u HOMO has a 

significant spin density at the m position but almost no spin density at the β-

positions.[157,158,161,162] Cu2+, Ni2+, and Pd2+ porphyrin complexes consist of A1u-

HOMOs, and therefore β, linked porphyrin dimers are favored during an oxidative 

coupling reaction.[158] On the other hand, Mg2+ or Zn2+, having A2u-HOMOs instead, 

form mostly m-m linked porphyrin dimers under the abovementioned conditions.[158] 

Interestingly, some kinds of Zn2+-porphyrins show a mixture of m-β and m-m linked 

porphyrin dimers under the reaction with Ag+-salts[163] because, in the case of Zn2+-

porphyrins, the energy states of the A1u and A2u orbitals are very close in energy. Upon 

the introduction of electron-donating groups, the selective formation of m-m linked 

porphyrins is observed.[163] These results suggest that introducing the appropriate 

functional group can affect the HOMO energy levels, leading to changes in the 

reactivity of peripheral positions.  

The conversion from singly linked porphyrins to triply linked ones follows 

the reaction mechanism of an oxidative ring closure (ODRC).[164] This conversion is 

possible if the metalloporphyrin shows a low first oxidation potential and the 

oxidation agent is strong enough.[161] In particular, the hybrid Sc(OTf)3/DDQ 

oxidation approach is very efficient in creating triply-linked flat porphyrin dimers.[158] 

This lies in the enhanced oxidation ability of DDQ when its ion interacts with 

Sc(OTf)3.[157] Similar results can be obtained when an excess of PIFA is used for the 

oxidation coupling reaction. It was shown that Zn2+-porphyrins are easily converted 

to triply linked porphyrins upon treatment of the reaction mixture with an excess of 

PIFA in CH2Cl2    −78°  (Scheme 5.4). Other metalloporphyrins (Ni2+, Cu2+, and 

Pd2+) resulted in the formation of only m-m-singly linked porphyrins[161] in the 

conditions specified above. The selective synthesis of doubly or triply linked 

porphyrins was only achieved by modifying the previously introduced reaction by 

adding BF3∙Et2O to the reaction mixture.[165]  

 



5 Porphyrins: The promising ligand for a possible breakthrough 

 

 
82 

 

Scheme 5.4: Oxidative coupling reactions reported in the literature[150,158,159,162,165] of 

various metalloporphyrins for realizing homometallic singly, doubly, or triply linked 

porphyrins.  
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Coupling reactions can also be generated on the surface (Scheme 5.5). It 

was shown that Ullman-couplings (reductive coupling reaction) on surfaces using 

bromo-porphyrins are possible.[166] Thus, following the deposition of a porphyrin 

building block, the coupling reaction on the surface can be induced via thermal 

annealing. Moreover, it was shown that coupling with unfactionalized porphyrins is 

also possible on the surface,[167] though the generation of radical species might be 

possible if a cyclodehydrogenation reaction occurs. This would lead to the formation 

of an open-shell porphyrin with one delocalized radical that might change the 

magnetic properties of the deposited porphyrin.[168–170]  

Overall, thanks to the various possibilities of functionalizing the 

porphyrinic peripheric positions, porphyrins are suitable for many applications. This 

versatility also makes them relevant to the field of QIP. To the best of our knowledge, 

the chemistry of vanadyl and porphyrins, along with their magnetic properties, has 

been described only in a few papers.[171,172] The following four chapters will present 

the most relevant results in this direction obtained during the three years of this PhD.  
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Scheme 5.5: Examples of surface-induced coupling reactions after thermal annealing. 

Thermal annealing of Bromo-tetraphenylporphyrins (top) induces an Ullman-

coupling.[166] Diphenylporphyrins (middle) will react after thermal annealing thanks 

to a surface-mediated organometallic bond.[167] The presence of sp3-carbons on a 

peripherical position of the porphyrins (bottom) will give rise to a 

cyclodehydrogenation that leads to the creation of surface stabilized radicals.[169] 
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6 [VO(TrPP)]2: A homometallic porphyrin dimer as a 

promising candidate for a two-qubit quantum gate 
 

In the previous chapters, it was shown that for a two-qubit architecture, weak 

exchange coupled bimetallic complexes that maintain a long coherence time and 

single spin addressability are interesting. In this framework, dimeric porphyrin-

ligands and their metal complexes are potential candidates to take into consideration 

because porphyrin metal complexes have been reported to have considerable 

decoherence times,[57,97,126,173] and the two macrocycle units in directly linked 

porphyrin dimers  d           d          w             w              dd     b      

by exploiting the anisotropy of single ion magnetic interactions.                 d, 

the exchange interaction in these systems has been studied only moderately in the 

literature. It was therefore decided to synthesize and investigate a novel bisporphyrin 

vanadyl complexes (bis-oxo(10,15,20-triphenylporphyrinato-5yl-)vanadium(IV) 

([VO(TrPP)]2), to combine the interesting properties of porphyrins with the good 

coherence times characteristic of their vanadyl complexes in an exchange-coupled 

system.[97,174]  

Sections 6.1 to 6.6 will show the synthesis, crystallographic 

characterization, EPR, and DFT-calculations performed on the synthesized 

[VO(TrPP)]2 complex, along with identifying transitions, allowing individual 

addressing of the spins. 

 

6.1 Synthesis of [VO(TrPP)]2  

 

The realization of homometallic porphyrin dimers follows a synthetic two-step 

approach, in which we first have to synthesize the monomeric oxo-(5,10,15-

triphenylporphyrinato)vanadium(IV) ([VO(TrPP)]) compound. [VO(TrPP)] was 

synthesized by slightly modifying a previously reported procedure.[97] The reaction of 

the free H2TrPP ligand with the vanadyl precursor [VO(acac)2] (acac = 
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acetylacetonate) was conducted in phenol (PhOH) as reported in Scheme 6.1a. The 

dimer [VO(TrPP)]2 was then obtained by performing an oxidative coupling reaction 

on [VO(TrPP)], in analogy to literature reports for other metal derivatives.[161] 

Detailed synthetic procedures with all characterizations can be found in Chapter 11. 

Among the different strategies reported in the literature to obtain m-m linked metal 

porphyrin complexes,[101,175] the use of (bis(trifluoroacetoxy)iodo)benzene (PIFA) as 

an oxidative coupling reagent recently turned out to be a good alternative to 

commonly used silver(I) hexafluorophosphate (AgPF6),[154] Sc3+-triflate 

(Sc(OTf)3),[157] and Au3+ chloride/Ag+ triflate (AuCl3/AgOTf) mixtures.[163] Indeed, 

the PIFA reactant is cheaper, and, being metal-free, it does not interfere with the 

magnetic characterization of the final product. Previous studies showed that PIFA 

leads to highly selective reactions characterized by almost quantitative yields in the 

case of the reaction of Zn2+ and Ni2+ porphyrin dimers.[161] The reaction reported in 

Scheme 6.1b was then conducted in dry CH2Cl2 under an inert atmosphere by adding 

PIFA. The reactivity, selectivity, and mechanism of the reaction were explained in 

Section 5.2 and will not be further discussed here. For the first attempts, it was tried 

to optimize the reaction by changing the quantity of PIFA used in the reaction. Table 

6.1 shows the list of yields obtained, while different equivalents of PIFA were used 

for the reaction. Note that for all reactions, the [VO(TrPP)] solution at the beginning 

of the reaction was 2.5 mM.  

As explained in Chapter 5, porphyrin monomer solutions are violet and 

tilted porphyrin dimers appear orange (Figure 6.1, left). At first, we tried to follow 

the reaction just by checking the color of the reaction mixture. However, this method 

was too inaccurate since porphyrin monomers show a higher molar extinction 

coefficient (ε) than porphyrin dimers.[158,176] A better monitoring technique consists of 

either TLC examinations or measuring UV/Vis spectra of the reaction mixture. For 

the monitoring, a small amount of solution of the reaction mixture was taken, 

quenched with NaBH4, and then a first TLC-check was performed. If the TLC-check 

did not result in a clear or satisfactory result, UV/Vis spectra were recorded 

additionally to clarify the results.  
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Scheme 6.1. Sketch of the reaction strategies to obtain [VO(TrPP)] a) and 

[VO(TrPP)]2 b). a) in PhOH, 165 °C, N2, 12 h; b) anhydrous CH2Cl2, -78°C to room 

temperature, N2, 40 mins. The ellipsoids on the porphyrin rings highlight the carbons 

where oxidative coupling reactions are possible in β (orange) and m (blue) positions. 

 

The first attempt was made by using 0.5 equivalents of PIFA because one PIFA 

molecule can produce two radical cation porphyrins. However, [VO(TrPP)] turned 

out to be less reactive regarding oxidative couplings than its Zn-porphyrin 

counterpart.[160,161] Even after five hours of reaction time, according to TLC 

monitoring, only a small amount of monomer is converted to the desired product. 

Leaving the reaction mixture stirring overnight at rt did not enhance the yield but led 

to the decomposition of the porphyrins. Indeed, a growing green spot at the base of 

the TLC was visible upon enhancing the reaction time, and the reaction mixture turned 

green. The reasons for this decomposition are still unclear. While PIFA decomposition 

yields two molecules of TFA, a potent organic acid, there is no literature report of 

TFA causing demetallation of [VO]2+-porphyrins. It is possible that the resulting 

radical cation is exceptionally stable and does not promote dimer formation. 

Nonetheless, this shows that the porphyrin should not be left for a long time reacting 

with PIFA. Radicalized porphyrins could be quenched with the use of a weak base.[177] 

In this case, however, the addition of a weak base (NaHCO3 or NH4OH) resulted in 

the formation of a fine brownish precipitate, insoluble in any organic solvent (CH3OH, 

CH3CN, CH2Cl2 Et2O, etc.). Differences in reactivity were also observed when PIFA 

was added as a solid or dropwise while solubilized in dry CH2Cl2. Optimally, PIFA 

should be added with the latter method to the [VO(TrPP)] solution because it limits 

the formation of green radical cation porphyrins.  
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Next, it was tried to use one equivalent of PIFA, and it was shown that 

the amount of porphyrin dimer in the solution was enhanced. The reaction was 

quenched after four hours, and the mixture was purified with column chromatography. 

Most reported literature procedures[160,161] use CHCl3 as an eluent. However, in our 

case, this did not separate the monomer and dimer porphyrin very well. This might be 

due to the commercial CHCl3 being stabilized with 1 % ethanol, which changes the 

polarity of the eluent solution and limits the separation capability of CHCl3 regarding 

monomer/dimer porphyrin mixtures. Using CH2Cl2 instead of CHCl3 helped separate 

monomer and dimer, but the retention time of the two species remained quite similar. 

Enhancing the apolarity using hexane/ CH2Cl2 mixtures did not improve the 

separation much. Finally, toluene proved to be the best eluent that was able to separate 

monomer and dimer (Figure 6.1, middle) in a flash silica column (Rf([VO(TrPP)]) = 

0.45, Rf ([VO(TrPP)]2) = 0.52). The final yield obtained was around 10 % while 

starting from 20 mg of [VO(TrPP)].  

By raising the equivalents of PIFA to 1.5, the final yield was increased 

to 70 %. This required stopping the reaction after four hours to recover the unreacted 

monomer before preventing porphyrin decomposition from occurring.  

 

Table 6.1: Attempts of obtaining [VO(TrPP)]2 from [VO(TrPP)] by an oxidative 

coupling reaction, using various amounts of PIFA. [VO(TrPP)] was kept constant at 

2.5 mM for each reaction. 

[VO(TrPP)]-mass 

(mg) 

Equivalents PIFA Reaction time 

(h) 

Yield (%) 

20 0.5 16 Traces of 

[VO(TrPP)]2,  

20 1 4 10 

20 1.5 4 70 

10 2 2 96 

 

The best results were obtained by using two equivalents of PIFA and stirring the 

reaction for two h at rt. No reaction with more than two equivalents was tried, though 
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they might be interesting because they could induce the formation of doubly or triply 

linked vanadyl porphyrins.  

 

 

Figure 6.1: Separating funnel showing the water phase (transparent) and organic 

phase (orange) containing the porphyrin dimer (left). SiO2-TLC of a mixture of 

[VO(TrPP)]2 (orange spot) and -[VO(TrPP)] (violet spot) using toluene as eluent 

(middle). Column packed with flash SiO2 in which [VO(TrPP)]2 is purified using 

toluene as eluent (right). 

 

6.2 Crystal structures of [VO(TrPP)] and [VO(TrPP)]2  

 

Details of the X-ray diffractometry characterization on single crystals of [VO(TrPP)] 

and [VO(TrPP)]2 is reported in Section 11.1.  

Needle-shaped X-ray quality crystals of the monomeric unit [VO(TrPP)] 

were grown by slow evaporation of a CH2Cl2/CH3CN (98:2) solution. This system 

crystallizes in the P21/c space group (n. 14) with two pairs of centrosymmetrically 

related molecules per unit cell (Chapter 11). The asymmetric unit is a single 

[VO(TrPP)] molecular complex in which V4+ presents a square pyramidal 

coordination geometry comprising the four porphyrins N atoms and the apical O atom 

of the V=O moiety. To better characterize the porphyrin plane distortion modes, the 
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normal-coordinate structure decomposition (NSD) tool was used.[102,178] The 

porphyrin ring assumes a distorted ruffle shape,[109,178] B1u. This ruffle shape distortion 

differs from the planar structure of some m- and β substituted vanadyl-porphyrin 

complexes.[97,179–181] Conversely, the distance of the V atom from the plane 

individuated by the four N atoms, 0.51 Å, is the same as that observed in tetraphenyl 

derivatives.28 The mean V-N and V-O distances of 2.06 Å and 1.58 Å are comparable 

with those observed in similar vanadyl complexes, while the shortest intermolecular 

VO-VO distance is 9.42 Å. This is about 1.2 Å shorter than the tetraphenyl analogous, 

as expected for the reduced hindering.  

Single crystals of [VO(TrPP)]2 suitable for X-ray measurements were 

obtained using two strategies involving toluene as a crystallization solvent. Prism-

shaped red to violet crystals were grown by very slow evaporation (~ 1 month) of a 

toluene solution dispersed in Sephadex® gel. In this case, the dimer (hereafter, m-

[VO(TrPP)]2) crystallizes in the monoclinic C2/c space group (n. 15), with three 

crystallization toluene molecules per dimer molecule. The molecular structure 

comprises two [VO(TrPP)] units, symmetry-related by the C2 axis. The asymmetric 

unit is thus composed of half a dimer unit, one disordered toluene molecule, and half 

of a disordered toluene molecule lying in a special position (Figure 6.2b and Figure 

6.3). The dihedral angle θ, formed by the planes passing through C1-C2- 2’   d  2-

 2’- 3’ (    Figure 6.2a) at the porphyrin ring, is about 69° (Figure 6.2b). The 

molecular structure presents an intrinsic disorder of the vanadyl moieties below and 

above the porphyrin planes, not observed for [VO(TrPP)], with occupancy factors of 

85:15. The V1-O1- 1’-V1’              , δ, is ca. 64° (red dashed line in Figure 6.2b). 
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Figure 6.2. a Molecular structure of [VO(TrPP)]2 with labeled atoms. The local xyz 

(       w  f          ’    k )   d x’y’ ’ reference frames are those diagonalizing g- 

and A- tensors of the two vanadyl moieties. Primed labels indicate atoms related by 

the C2 symmetry axis bisecting the m-m bond to non-primed ones b, c View along the 

m-m bond of the m-[VO(TrPP)]2 and o-[VO(TrPP)]2 molecules. The dihedral angle, 

θ,                              d                  , δ, b  w        v   d           ’ 

directions are highlighted by red dashed lines; Atoms in b, c are represented as thermal 

ellipsoids at 50 % probability level. Color code: C = gray; N = blue; V = green; O = 

red. Only the majority configuration of the V=O groups is reported. H-atoms are 

omitted for clarity. 

 

The intramolecular VO-VO distance is 8.37 Å, while the minimum intermolecular 

VO-VO distance of 9.70 Å is found between parallel molecules on adjacent layers 

(Figure 6.4). The porphyrin molecules in m-[VO(TrPP)]2 are not aligned to any 

crystallographic axes.  

 

 

Figure 6.3. Unit cell content of m-[VO(TrPP)]2 (left) and o-[VO(TrPP)]2 (right) 

with the shortest inter (green dashed lines)-and intramolecular (black dashed lines) V-

V distances in the crystal labeled. Color code: C = gray; N = blue; V = green; O = red. 
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As a second crystallization strategy, X-ray quality crystals of [VO(TrPP)]2 were 

grown by very slow evaporation of an acetone/toluene (95:5) solution. These crystals 

were similar in shape, size, and color to those grown in toluene. Still, the system 

crystallized in the acentric orthorhombic Ccc2 (n. 37) space group without 

cocrystallized solvent molecules (hereafter o-[VO(TrPP)]2, Figures 6.2c and Figure 

6.3). Even in this case, the asymmetric unit is composed of one vanadyl-porphyrin 

unit, and the dimer is generated by the C2 axis parallel to c and perpendicular to the 

C2- 2’     -bridging bond. The absence of significative residual electron density 

suggests an intrinsic porous nature of the material. The molecules are oriented with 

the C2- 2’ b  d     b  d d                                    b-axis. An intrinsic 

disorder in the VO center is also observed in this case, with estimated occupancy 

factors of 75:25. The tilting of the two porphyrin moieties is higher in o-[VO(TrPP)]2, 

as indicated by both  and δ angle of about 77° and 72°, respectively. On the other 

hand, the first coordination sphere does not present any significant difference with 

respect to m-[VO(TrPP)]2, and the intramolecular VO-VO distance (8.37 Å) is also 

comparable. The closest intermolecular contact for the o-[VO(TrPP)]2, i.e., average 

distance of 7.78 Å considering the VO disorder (Figure 6.3), is shorter than in the 

previous case, most likely due to the absence of crystallization solvent molecules.   

The dominant distortion mode in m-[VO(TrPP)]2 is the ruffle distortion 

B1u, and B2u (saddle) for o-[VO(TrPP)]2 is also found in other A3B type 

porphyrins.[182–184] The average dihedral angle among the pyrrole planes is 7.41° for 

o-[VO(TrPP)]2, while it is 4.36° for m-[VO(TrPP)]2 indicating a larger deviation 

from planarity and a higher degree of distortion in the solvent-free crystal structure o-

[VO(TrPP)]2 than in m-[VO(TrPP)]2 (Scheme 6.2). The observation of tilting angles 

significantly different from 90° is not unprecedented in linked porphyrins. At least 

two reported structures of pentacoordinated Zn2+-porphyrin dimers, including bulky 

t-Bu groups on peripheral positions, are characterized by a dihedral angle of about 

72°.[185,186] The dihedral angle, however, cannot be directly correlated to the 

coordination number of the central ion since at least one previous result reports a 

pentacoordinated Zn2+ system showing a dihedral angle of about 90°.[187] 



6 [VO(TrPP)]2: A homometallic porphyrin dimer as a promising candidate for a two-

qubit quantum gate 

 

 
93 

 

Scheme 6.2: NSD-analysis[102] of m-[VO(TrPP)]2(left) and o-[VO(TrPP)]2 (right). 

The plot shown for m-[VO(TrPP)]2 is similar to a ruffle-shaped porphyrin, while o-

[VO(TrPP)]2 shows a saddle-like distortion mode. 

 

6.3 EPR experiments in frozen solutions 

 

The electronic structure and magnetic interactions in both [VO(TrPP)] and 

[VO(TrPP)]2 compounds were investigated by using EPR spectroscopy. The low 

temperature (T = 30 K) cw-EPR X-band spectrum of a 1 mM toluene frozen solution 

of the monomer [VO(TrPP)] is shown in Figure 6.4a (black trace), while the Q-band 

(ν = 33.8 GHz) Electron Spin Echo (ESE) detected EPR spectrum, corresponding to 

the absorption spectrum, is shown in Figure 6.4b (black trace). Both spectra show the 

characteristic EPR powder pattern due to the anisotropic hyperfine coupling of the 

electron spin to the I = 7/2 nuclear spin of 51V. Spectral simulations, shown in Figure 

6.4a and 6.4b, were performed based on the following spin Hamiltonian:[39] 

 

�̂� [𝑽𝑶(𝑻𝒓𝑷𝑷)] = 𝜇𝐵�⃗� ∙ 𝒈 ∙ �̂� + �̂� ∙ 𝑨 ∙ 𝐼 

 

assuming collinear and axial g and A tensors, indicating, within the spectral resolution, 

a local C4v symmetry. The spin-Hamiltonian parameters extracted from the 

(6.1) 
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simulations of the spectra recorded at the two frequencies are listed in Table 6.2 and 

closely match those already reported in the literature for [VO]2+ porphyrins 

consistently with a magnetic dxy vanadium orbital.[97] The X-band cw-EPR spectrum 

of the [VO(TrPP)]2 dimer (blue trace in Figure 6.4a), recorded under the same 

conditions, shows a complex hyperfine pattern, incompatible with two identical, non-

interacting [VO(TrPP)] units, thereby indicating the presence of magnetic 

interactions between the two VO units.  

 

 

Figure 6.4: a X-band (ν = 9.40 GHz) cw-EPR spectra of [VO(TrPP)] and 

[VO(TrPP)]2 in frozen toluene solution (T = 30 K) together with their best 

simulations obtained using Spin Hamiltonian parameters reported in Table 6.4. b Q-

band (ν = 33.8 GHz) ESE-EPR spectra of [VO(TrPP)] and [VO(TrPP)]2 in frozen -

toluene/CH2Cl2 1:1 solution (T = 5 K). The arrows indicate the magnetic field settings 

at which pulse EPR experiments were performed. The asterisk indicates the signal of 

background impurities. c Temperature dependence of T1 (open symbols) and Tm (full 

symbols) for [VO(TrPP)] (circles) and [VO(TrPP)]2 (squares) measured at 1214 mT 

at Q-band frequency in a 0.5 mM frozen d8-toluene solution. Error bars are within the 

size of the symbols. The continuous lines represent the best-fit curves obtained using 

the model and parameters reported in the text. 

 

The same complex spectral profile is observed in Q-band ESE-EPR experiments (blue 

trace in Figure 6.4b) and suggests that the two vanadyl units in [VO(TrPP)]2 are 

coupled through an exchange interaction smaller than the microwave quantum of 

energy ( ν  0.3 cm-1 for X-band). Under these circumstances, magnetic coupling of 

the two S   1/2                           f          , w                      “       ” 



6 [VO(TrPP)]2: A homometallic porphyrin dimer as a promising candidate for a two-

qubit quantum gate 

 

 
95 

         “       ,” leading to 4(2I1+1)(2I2+1)=256 ∆Ms = 1 allowed EPR transitions, 

where I1 = I2 = 7/2 are the nuclear spin quantum numbers of the two coupled 51V 

nuclei.[188] In the case of a randomly oriented sample (frozen solution), the spectrum 

w             v             k  f                                d       ∂B/∂θ = 0 or 

∂B/∂φ = 0. Such conditions occur along principal directions, although extra peaks may 

arise in other orientations (off-axis turning points),[189] leading to the intricate spectral 

pattern reported in Figures 6.4a and 6.4b.  

Inversion recovery and echo decay experiments at Q-band frequency 

were performed to get insight into the temperature dependence (T = 5-50 K) of the 

spin-lattice relaxation time T1 and the coherence time Tm, respectively. The 

experimental data of both experiments were fitted using the stretched-exponential 

equation reported in Chapter 3, equation (3.21). The parameters obtained from the fit 

are listed in Table 6.2. In Figure 6.4c and Table 6.3, we report the T1 and Tm values 

for both [VO(TrPP)] and [VO(TrPP)]2 in 0.5 mM deuterated d8-toluene obtained 

from the fit of the inversion recovery and echo decay traces. The temperature 

dependence of T1 shows a slight divergence between the monomer and the dimer 

below 20 K but is in essential agreement with previous reports of T1 in vanadyl 

porphyrins. The temperature-dependent data for T1 were fitted by assuming a 

combination of direct and Raman processes: 

 

𝑇1
−1 = 𝑎𝑇 + 𝑏𝑇n 

 

The best-fit parameters (Table 6.3) suggest that the direct process is more efficient in 

the dimer than in the monomer and that the Raman processes show low values of the 

exponent n (2.2 for [VO(TrPP)] and 4.2 for [VO(TrPP)]2), in the range reported for 

vanadyl complexes.[78,80,126,190] We note, however, that due to the limited temperature 

range in which the investigation is possible, the number of experimental points is 

small compared to the number of parameters of equation (6.2). The numerical values 

of the obtained best-fit parameters should then be considered with caution. The 

(6.2) 
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experimental coherence times Tm are very similar for the two samples and of the order 

of a few µs in the 5 – 50 K range; the slight decrease in Tm observed on decreasing 

temperature has already been reported for other S = 1/2 molecular species.[78] The 

decoherence times reported here are comparable to or even higher than those reported 

for weakly interacting vanadyl moieties16,25 or molecular dimers based on either Cr7Ni 

rings[192] or lanthanide complexes.[84]  

 

Table 6.2: Experimental relaxation times (T1, Tm, and corresponding stretch 

parameters b1, bm) for [VO(TrPP] and [VO(TrPP)]2 obtained from stretched-

exponential fits of the Inversion Recovery experiment (T1) and the Hahn Echo 

experiment (Tm). All samples were measured in a frozen solution (0.5 mM d8-toluene).  

 [VO(TrPP] [VO(TrPP)]2 

T (K) T1 (µs) b1 Tm (µs) bm T1 (µs) b1 Tm (μ ) bm 

5 35500 0.65 1.8 0.7 3890 0.5 2.5 1 

10 9578 0.66 2.8 0.8 1854 0.5 3.5 0.9 

20 2504 0.6 5.3 1.5 1174 0.6 5.2 1 

30 847 0.7 5.9 2.0 485 0.6 5.8 1 

40 514 0.8 5.9 2.4 257 0.67 5.2 1 

50 328 0.8 6.2 1.8 159 0.7 4.7 0.96 

 

Table 6.3: Best fit parameters and uncertainties for the temperature dependence of T1 

obtained using equation (7.2). 

 [VO(TrPP] [VO(TrPP)]2 

 Value Uncertainty Value Uncertainty 

a (s-1K-1) 2.1 1.5 49 5 

b (s-1K-n) 0.5 0.3 2.8∙10−4 1.5∙10−3 

n 2.2 0.2 4.2 1.4 
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6.4 Single-crystal cw-EPR experiments: determination of the exchange coupling  

 

cw-EPR measurements on large single crystals of [VO(TrPP)]2 dimers were 

performed to determine the spin-Hamiltonian parameters precisely. Collecting single 

crystal spectra offers an elegant solution to reducing the intrinsic disorder and 

parameter distribution obtained in frozen solutions, which might affect coherence and 

addressability for molecular spin qubits. The angular dependence of the EPR spectra 

on both the m-[VO(TrPP)]2 and o-[VO(TrPP)]2 crystals was studied by performing 

crystal rotations along three orthogonal axes.  

For the monoclinic case, the rotations were performed along the 

crystallographic b-axis (Rot1) and two orthogonal axes (Rot 2, 3) in the ac* plane, 

clockwise tilted by 14° with respect to the a and c* axes (Figure 6.5). For the 

orthorhombic crystal, the rotations were performed along directions collinear to the 

crystallographic a, b, and c axes. 

The experimental EPR spectra of the two forms are characterized by a 

different linewidth, most likely attributable to other intermolecular through-space 

dipolar coupling in the two crystals. The spectra were simulated based on the spin 

Hamiltonian shown in equation (6.3):  

 

�̂�[𝑽𝑶(𝑻𝒓𝑷𝑷)]𝟐 = ∑ 𝜇𝐵�⃗⃗� ∙ 𝒈𝑽𝒊 ∙ �̂�𝑉𝑖

𝒊=𝟏,𝟏’
+ ∑ (�̂�𝑉𝑖 ∙ 𝑨𝑽𝒊 ∙ 𝐼𝑉𝑖 + �̂�𝑉𝑖 ∙ 𝐽 ∙ �̂�𝑉𝑖)

𝒊=𝟏,𝟏’
 

 

This includes the Zeeman and hyperfine interaction terms for both VO porphyrin units 

(first and second term) and an interaction term described by a general matrix J,[193] 

which comprises the isotropic component J of the exchange interaction and a through-

space dipolar coupling D (equation 6.4): 

 

 

(6.3) 
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𝐉 ≈ 𝐽𝐈 + 𝐃 = [

𝐽 + 𝐷𝑥 0 0
0 𝐽 + 𝐷𝑦 0

0 0 𝐽 + 𝐷𝑧

] 

 

Intramolecular dipolar interaction was fixed at the value calculated by point-dipole 

approximation (see Table 6.4). The antisymmetric and the anisotropic exchange 

contribution to the J matrix were neglected since both are expected to be small due to 

the small orbital contribution to the magnetism of vanadyl ions.[193] Based on the 

results of the crystallographic study, two different tilting angles between the magnetic 

tensors of the two VO units were considered for m-[VO(TrPP)]2 and o-[VO(TrPP)]2, 

of 64° and 72° respectively. The molecular reference framework we adopted for the 

simulation has the Z-axis parallel to the C2 axis of the molecule (b-axis), the Y-axis 

parallel to the m-m bond direction, and the X-axis perpendicular to these two 

directions (red arrows Figure 6.5).  

 

Figure 6.5: Rotations axes for the angular dependent cw-EPR spectra of the m-

[VO(TrPP)]2 crystal. Clockwise rotations were performed. Rotation axis 1 is parallel 

to the b-axis of the crystal. Rotation axis 2 is on the ac plane and is clockwise tilted 

by 14° with respect to the -a axis. Rotation axis 3 is on the ac plane and is clockwise 

tilted by 14° with respect to the c-axis. 

 

 
 

(6.4) 
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The principal values of the g and A tensors of the two vanadyl centers were kept fixed 

to the values obtained by the best simulation of the [VO(TrPP)] monomer, with their 

local z-direction oriented along the V=O bond. Intermolecular through-space dipolar 

interactions were included as a broadening of the linewidth. The simulated spectra are 

shown in Figures 6.6a and 6.6b (red traces), while the extracted spin-Hamiltonian 

parameters are listed in Table 6.4. 

 

 

Figure 6.6. Room temperature angular-dependent cw-EPR X-band spectra of (a) m-

[VO(TrPP)]2 and (b) o-[VO(TrPP)]2 for crystal rotations around three orthogonal 

axes. For both panels, the upper row shows the 2D experimental EPR contour plots 

for the three rotations, acquired with a 3° step; the lower row shows representative 

EPR spectra (black lines) for the three rotations from 0° to 180° every 15° together 

with the best spectral simulations (red lines), obtained by using |J|=0.01 (0.005) cm−1 

and |J|=0.05 (0.01) cm−1 for (a) and (b) respectively. Experimental frequency: 9.40 

GHz for (a), 9.87 GHz for (b). 

 

Specifically, we used a peak-to-peak Lorentzian linewidth of 8 mT for 

m-[VO(TrPP)]2 and 13 mT for o-[VO(TrPP)]2, which highlights a stronger dipolar 

interaction in the latter, consistent with the shorter intermolecular distance. We survey 

simulated EPR spectra for the two crystals to assess the effect of |J| magnitudes 

        f    1.  ∙ 1 −5 to 1 cm−1 (see Chapter 11). Our analysis shows that for m-

[VO(TrPP)]2, the |J| value that best simulates the angular dependence of the EPR 

spectra is about 0.01 (0.005) cm−1, while for o-[VO(TrPP)]2 |J| is about 0.05 (0.01) 

cm−1.  
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Table 6.4: Spin-Hamiltonian parameters for [VO(TrPP)] and [VO(TrPP)]2 obtained 

from the simulation of frozen solution and single crystal experimental EPR spectra. 

For the simulation of the frozen solution spectra, a VO-VO tilting angle δ = 64°, 

corresponding to the monoclinic structure, has been considered. 

Simulation 

Parameters 

[VO(TrPP)] Single crystal 

[VO(TrPP)]2 

Frozen solution 

[VO(TrPP)]2 

gz 1.962 (1) 1.962 1.962 

gx,y 1.985 (1) 1.985 1.985 

Az (MHz) 480 (2) 480 480 

Ax,y (MHz) 168 (2) 168 168 

J (cm−1)  |1. (5)∙1 −2| (m-) 

|5(1)∙1 −2| (o-) 

>|1. ∙1 −2| 

D (cm−1)  [2.8 −5.6 2.8] 1 −3 [2.8 −5.6 2.8] 1 −3 

 

The same parameters provide a convincing simulation of the frozen solution spectra 

at both X- and Q-band frequencies (Figures 6.4a, 6.4b, and Table 6.4), confirming 

the consistency of the determined values. A survey of the simulation parameters 

allows defining a lower limit of |J| = 10−2 cm−1 to simulate the spectra, consistent with 

the spanned range in the crystalline phases.  

 

6.5 DFT-calculations 

 

It is interesting to highlight two counterintuitive results of our investigation. First, the 

exchange interaction is larger in vanadyl than in copper m-m linked dimers [100] despite 

the weaker overlap ( v.  interaction) of the metal ion magnetic orbital with the 

ligand scaffold. Notably, for triply linked dimers, the exchange is stronger in the 

copper derivative, as expected.[24,25] Second, the exchange interaction increases with 

the porphyrin tilting angle, which is counterintuitive when considering the extent of 

conjugation between the two porphyrin units.  
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To elucidate the nature of the observed exchange interaction and 

establish magneto-structural correlations, we performed DFT Broken-Symmetry (BS) 

calculations.[194] Ab initio calculations were performed with the ORCA 5.0.3 

package[195] with the B3LYP functional[178,196] and D3 as atom-pairwise dispersion 

correction[197,198] were tested employing all-electron basis sets: def2-TZVP basis set 

for the Cu, V, O, N, and C atoms and def2-SVP for H atoms. The Broken Symmetry 

(BS) approach has been used to calculate the isotropic exchange parameters, J, within 

the full projection method[194,199,200] by using equation (6.5) 

 

𝐽 =
[𝐸(𝐻𝑆)–𝐸(𝐵𝑆)]

2𝑆1𝑆2
, 

 

where E(HS) and E(BS) correspond to the energies computed for the ferro- and 

antiferromagnetically coupled spins of the V4+ ions.  

To verify the accuracy of the adopted method, a similar system for which 

the sign and the magnitude of the J value were experimentally determined was chosen: 

the triply linked Cu2+-porphyrin dimer f-CuP2,[100] with a J value of 3.84 cm−1. The 

application of the computational protocol selected led to a computed value of J of 5.63 

cm−1, confirming the accuracy in sign and order of magnitude requested to investigate 

the [VO(TrPP)]2 dimers. For the correspondent m-m linked derivative, CuP2,[100] the 

exchange interaction was too weak to be experimentally determined.  

The X-ray structures have been used for both o- and m-[VO(TrPP)]2 and 

f-CuP2. Magneto-structural correlations were computed for the o-[VO(TrPP)]2, 

varying the θ d   d          f    17°    157°. F   17° ≤ θ < 9 °,      w  V         

lay both above(below) the plane of the porphyrin, while one above and the other below 

90° < θ ≤ 157°. 

First, we focus on the crystallographic structures: the computed J values 

for m- and o-[VO(TrPP)]2 are both antiferromagnetic and in striking agreement with 

                           d        d : 1.4 ∙ 1 −2   d 4.7 ∙ 1 −2 cm−1, respectively. 

(6.5) 
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The computed magnetic orbitals (labeled according to the standard reference system 

for vanadyls) for both derivatives) are localized on the V4+ centers (dxy) with in-plane 

π       b       f         -C2,5 sp components of each of the four pyrrole subunits 

(Figure 6.7). Next, we investigated the J variation as a function of the dihedral angle 

θ, keeping the other structural parameters fixed to that of the orthorhombic structure. 

The results (see Figure 6.8) show an asymmetric double-well behavior with the 

absolute minimum for θ ~ 60° and a less pronounced one for θ ~ 125°. The double-

well asymmetry originates from the non-planarity of each vanadyl-porphyrin moiety, 

w                 v      b  w          π-π         f           k- and the anti-

clockwise rotation around θ = 90. 

The highest J values were computed for the smallest and largest 

accessible θ values (θ = 17° and 157°), i.e., close to coplanarity where the largest 

overlap between two out-of-      π                              d.           v  

maximum for θ ~ 90° is achieved when the overlap between the sp system of one 

porphyrin and the out-of-      π         f                     .            d         

dependence is, however, not sufficient to justify the different J magnitude in the two 

derivatives, otherwise well reproduced when using the real structures. This 

observation points to the key role of the saddle distortion of the single porphyrin unit 

that alters the mixing of the local sp (in-     )   d d       z d π (   -of-plane) 

contributions: indeed, the average dihedral angle between pyrrole planes is larger for 

the o- than the m- derivative (7.4° vs. 4.4°, see Section 6.1). 

 

 

Figure 6.7: Magnetic orbitals computed for the m-[VO(TrPP)]2 w    θexp (cutoff 0.03 

au a)      α; b)      β. 
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As discussed in other works,[104,201,202] the distortion of the porphyrin plane indeed 

alters their chemical and physical properties. The change in electronic properties of 

the porphyrins is reflected by the redshift of the Q and B-bands in the UV/Vis 

spectrum and their respective broadening, which is also visible in our spectra (see 

Chapter 11). Although the red shift in the UV/Vis spectrum can be exclusively 

attributed to the plane distortion, in porphyrin dimers, the conjugation between two 

porphyrin rings might be the dominant cause.[202,203] Discrimination between these two 

hypotheses would require more detailed calculations, which are beyond the scope of 

this study.  

The DFT analysis confirmed the magnitude of the interaction and 

allowed us to disclose its antiferromagnetic nature and explain the reason for the more 

significant coupling in the orthorhombic form.  

 

 

Figure 6.8: Magneto-structural correlation of the exchange parameter J ( cm−1) vs 

θ(o). The in-plane sp and out-of-      π d          f      w                  k     d 

by red and blue lobes, respectively. The black line across the red density indicates the 

porphyrin planes. Large crosses refer to values computed for the two crystallographic 

structures, while small crosses refer to simulated geometries obtained varying the 

tilting angle in o-[VO(TrPP)]2. 

 

The deviation from the planarity of the single porphyrin units and the vanadyl 

magnetic orbital lying slightly above/below the porphyrin plane is responsible for the 
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not negligible J value. These geometrical features contribute to the involvement of the 

out-of-      π        , providing a more efficient superexchange interaction. These 

considerations also explain the negligible exchange coupling recently observed for 

the similar m-m linked Cu-porphyrin dimer.[100] That system is indeed characterized 

by the high planarity of the porphyrins and the in-plane nature of the magnetic orbitals. 

Moreover, in [VO(TrPP)]2, access to the out-of-      π                  v        

polarization processes through the oxygen atom in the VO group, as witnessed by a 

non-negligible spin density on it. Therefore, the VO systems present intrinsic 

properties that make them more appealing than the copper ones for their exploitation 

as multi-qubit systems in m-m systems. 

 

6.6 Computational states 

 

As a final step, it will be illustrated that [VO(TrPP)]2 fulfills the conditions that allow 

individual addressing of the spins. The presence of a sizeable exchange interaction 

and the small homogeneous line widths estimated by the measured Tm indicates that 

selective excitation is possible, i.e., at a given field, the frequency difference between 

spin transitions on the two electronic sites is larger than the decoherence rate.  

To analyze this issue in more detail, we performed simulations of 

frequency-swept EPR spectra of an oriented crystal of o-[VO(TrPP)]2. We assumed 

a static magnetic field of 1.3 T applied along the local z-direction of A and g tensors 

of one of the vanadyl moieties (Figure 6.9) and swept the frequency in the Q-band 

region. This configuration has been chosen to maximize the difference between the 

resonant frequencies of the two sites. However, the operative conditions in two-

frequency experiments implementing logic gates can be easily matched by aligning 

the field closer to the two-fold symmetry axis of the dimer. To better reproduce the 

initialization process of our system, we performed our simulation at 10 mK.  

The direction of the field establishes the so-     d “      ” ( ) q b  , 

w                   ,      d b  72°,    d f   d        “       ” ( ).   d         
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conditions the ground state of the system is given by |𝑚𝑆
𝑇 ,𝑚𝑆

𝐶 ,𝑚𝐼
𝑇 ,𝑚𝐼

𝐶⟩ = 

|−
1

2
, −

1

2
, +

7

2
, +

7

2
⟩ (with minor contributions from states with different mI), and the 

system is initialized as |00⟩. We selected spin transitions among almost completely 

f      z d        f    w                        Δms   ±1   d ΔmI = 0, so that the 

computational basis can be roughly defined by the electronic spin states of the two 

moieties (i.e., |0⟩ = | −
1

2
⟩ and |1⟩ = | +

1

2
⟩). This option guarantees a unique 

computational basis for the two-qubit architecture given by the four states |00⟩, |10⟩, 

|01⟩ and |11⟩, where the first label indicates C and the second T.  

 

Figure 6.9: Plots of the calculated frequency-swept spectra with a magnetic field of 

1.3 T applied along the local z-axis of the target vanadyl moiety in three different 

regions, corresponding to inverting the electronic spin of the control (blue line, bottom 

left corner), of the target without inverting the control (orange plot, bottom right 

corner) and of the target once the control is inverted (red plot, upper left corner). A 

temperature of 10 mK is employed to simulate thermal initialization in the ground 

state. In contrast, T=30 K is used to have a sizeable intensity of the transition of the 

target once the control is flipped(red).  

 

A scheme of the transitions involved in the quantum computing process, together with 

the zoom on the spectral region of interest, is visible in Figure 6.9. By using the Spin 

Hamiltonian parameters reported in Table 6.4, the transition |00⟩ → |10⟩ and |00⟩ 

→ |01⟩ are separated by an energy of 1.575 GHz, far exceeding the decoherence rate. 



6 [VO(TrPP)]2: A homometallic porphyrin dimer as a promising candidate for a two-

qubit quantum gate 

 

 
106 

Furthermore, no other transitions are visible close to the |00⟩ → |01⟩ (Figure 6.9, 

bottom right corner), while a much less intense peak is observed in proximity of |00⟩ 

→ |10⟩. However, this minor transition involves a higher-lying initial state, with 

different nuclear spin projections than those of |00⟩; thus, this would not interfere 

with the quantum computational process. This means it is possible to excite selectively 

either C or T moiety once the system is properly initialized in the |00⟩ state.  

The computational process requires that the spin state of T must be 

selectively changed only when C is set to |1⟩, i.e., the spin transition |10⟩ → |11⟩ 

must be selectively probed. This implies to first excite our system from |00⟩ → |10⟩ 

and only then to invert the target spin by promoting the transition |10⟩ → |11⟩. Our 

simulation, performed at 30 K to obtain a reasonable population of the excited |10⟩ 

state, indicates that the transition occurs at 38.704 GHz (red dashed lines in Figure 

6.9). This is the only allowed transition in the probed frequency range, and it can be 

selectively excited without involving side transitions, thus demonstrating the appeal 

of our system as a potential Quantum information processing unit.  

We notice here that, on increasing temperature from 10 mK, further 

nuclear transitions would appear because of the 16x16 dimension of the electronuclear 

spin space. While this might be seen as detrimental for Quantum Information 

applications, exploiting the nuclear spin degrees of freedom has been highlighted as a 

further advantage of vanadyl over other systems.[174,204] 

Concluding this section, [VO(TrPP)]2 shows strong potential in the 

quantum computational research field due to its weak exchange coupling and the 

presence of two individually addressable spins. The study of these dimers in different 

pseudo-polymorphs (o-[VO(TrPP)]2 and m-[VO(TrPP)]2) allowed us to gain 

valuable insights into the exchange interaction, including the impact of porphyrin 

tilting angle and out-of-plane distortion. Our findings, supported by DFT calculations, 

confirm the antiferromagnetic nature of the exchange interaction. Moreover, the 

anisotropic hyperfine interaction enables individual addressability of the exchange-

coupled vanadyl units, a crucial requirement for quantum logic gate implementation. 
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With the added advantage of porphyrin system evaporability, these dimers hold 

significant promise for applications in quantum information processing. 
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7 The quest of finding a suitable diamagnetic dilutant for 

[VO(TrPP)]2 
 

The importance of diluting molecular spin qubits in a diamagnetic matrix to enhance 

spectral resolution and facilitate spin addressability in single crystals was explained 

in Chapter 4. It was shown there that typical isostructural diamagnetic diluent for 

[VO]2+-complexes are the homologous [TiO]2+-complexes. Hence, it becomes evident 

that to acquire an appropriate diamagnetic diluent for [VO(TrPP)]2, we need to 

develop a method for synthesizing bis-oxo(10,15,20-tetraphenylporphyrinato-5yl-

)titanium(IV) ([TiO(TrPP)]2). However, in the case of porphyrins, the use of (bis-

[(10,15,20-tetraphenylporphyrinato-5yl-)zinc(II)] ([Zn(TrPP)]2), or the metal-free 

bis-5,10,15-triphenylporphyrin ([H2TrPP)]2) can also be considered as valid 

alternatives.[126,205] Identifying the optimal candidate involves evaluating two primary 

criteria. Firstly, the synthesis should result in a high overall yield of the dimer. 

Secondly, the dimer should provide large and good-quality crystals. In Section 7.1, 

the synthetic and crystallographic studies on the three diamagnetic porphyrin dimers 

will be presented, while in Section 7.2, we will discuss some preliminary EPR studies.  

 

7.1 Synthesis and crystal structures of diamagnetic [M(TrPP)]2 porphyrin dimers  

 

For the synthesis of the diamagnetic m-m linked [M(TrPP)]2 (M = [TiO]2+, Zn2+, H2) 

homometallic porphyrin dimers, the same oxidative coupling reaction of 

[VO(TrPP)]2 was used, with PIFA as oxidative coupling reactant (see Scheme 7.1). 

While a detailed description of the synthesis of all mentioned compounds will be 

given in Chapter 11, we report here the most salient problems and differences 

observed with respect to the synthesis of [VO(TrPP)]2.  
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7.1.1  Synthesis of the titanyl porphyrin derivates  

 

The synthesis of ([TiO(TrPP)]) was performed by metalation of H2TrPP with a 

titanyl(IV)acetylacetonate (TiO(acac)2) salt. High boiling solvents, such as phenol 

(PhOH), must be used to synthesize titanylporphyrins, as described in the literature.[97] 

After heating the reaction mixture in a nitrogen atmosphere for 48 h, the reaction was 

stopped.  

 

 

Scheme 7.1: Reaction schemes for the realization of diamagnetic porphyrin dimers, 

starting from the metalized porphyrin monomers [TiO(TrPP)] and [Zn(TrPP)] (1), 

that were subsequently coupled using PIFA (2) to obtain [TiO(TrPP)]2 and 

[Zn(TrPP)]2. The synthesis of [H2(TrPP)]2 required an additional step (3), which was 

the demetallation of [Zn(TrPP)]2 with TFA.  

 

A black insoluble solid, probably carbonized porphyrin/acetylacetonate, is produced 

during the reaction. No extraction procedure (including Soxhlet extraction with 

CH2Cl2, CH3OH, and EtOAc) helped in solubilizing the black solid, though some 

porphyrin (both free base and metalated) was recollected. Attempts were made to 

lower the temperature to 150°C and to enhance the reaction time up to 5 d, but the 

                  (    )2;    H, 48  , 18 ° , ( 5  ) 

  IFA (5  q.), 16  , (95  )

               (A  )2;  H  3/   H 2/1, 2  ,   , (9   )

  IFA ( .5  q.), 6    , (96  )

                        ;  FA/ H2  2 1/4, 16  , 

  ,   H  3 (9   )
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black insoluble solid always formed. An increased quantity of PhOH was used to 

prevent the formation of the black solid. Nevertheless, no significant change was 

observed. The reaction mixture was distilled to remove PhOH, and the crude product 

was purified with column chromatography (flash SiO2, CH2Cl2) to separate non-

metalized ligand and residual PhOH from the [TiO(TrPP)] crude product. Figure 7.1 

shows the 1H-NMR-spectrum of [TiO(TrPP)]. Some residual solid PhOH is probably 

present in the [TiO(TrPP)] powders after column chromatography because some 

aromatic signals not allocable to [TiO(TrPP)] were found in the 1H-NMR-spectrum 

of [TiO(TrPP)] (Figure 7.1, signals marked with *). The removal of solid PhOH 

from the final product was difficult. The very similar Rf-values of PhOH and 

[TiO(TrPP)] in various eluent mixtures probed and on both flash-SiO2 or Al2O3 made 

it impossible to separate PhOH from [TiO(TrPP)]. This is quite different from what 

was observed in the vanadyl derivative. Thanks to the fact that PhOH is soluble in 

acetonitrile, whereas [TiO(TrPP)] is only partially soluble, the best way to remove 

PhOH turned out to be recrystallization of [TiO(TrPP)] in a CH2Cl2/acetonitrile 

mixture, which resulted in the formation of dark purple and needle-like crystals. These 

were identified after X-ray crystallography as [TiO(TrPP)] (Figure 7.2).  

 

 

Figure 7.1: 1H-NMR spectrum of [TiO(TrPP)] (blue) in the aromatic region (7.5-

11.3 ppm). Signals marked as asterisks are the aromatic contaminant present in the 

sample. 

 

           *

*

*
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The low yield obtained for this reaction (~ 5%) was somehow deceiving, so we looked 

for possible causes and solutions to this issue. We noted that an identical reaction for 

the synthesis of ([TiO(TPP)]) gave the product in good yields,[97] suggesting a larger 

stability due either to the complete substitution in m-positions or to the symmetry of 

the porphyrin. To investigate if the latter is the case, we devised a new strategy in 

which a novel oxo(5,15-diphenylporphyrinato)titanium(IV)([TiO(DPP)]) monomer 

was synthesized, and subsequently one meso position functionalized with a phenyl 

ring using phenyllithium.[206] The last step of the reaction is reported to result in the 

formation of [M(TrPP)] porphyrins in good yields. However, this reaction step has 

never been studied because the metalation of H2DPP with TiO(acac)2 in PhOH failed 

again. 

 

 

Figure 7.2: Ball and stick model of the asymmetric unit in the [TiO(TrPP)] crystal 

structure (left) and the unit cell of [TiO(TrPP)] viewed along the crystallographic b-

axis (right). Color code: C = dark grey, N = blue, O = red, Ti = silver. Hydrogens are 

omitted for clarity.  

 

As a final attempt to increase the yield, we substituted PhOH with other high-boiling 

solvents, such as DMF or toluene. We used TiCl4 as a metalating agent, as reported 

for synthesizing [TiO(TPP)].[155,207,208] However, even after 4 d and continuous 

adding of TiCl4, no reaction occurred. Other high boiling solvents, such as 

cyclohexanone, o-xylene, and 1,2-dichlorobenzene, did not result in a metalation. It 

was, therefore, decided not to optimize the reaction any further but to concentrate the 

efforts on synthesizing [TiO(TrPP)]2.  
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[TiO(TrPP)] turned out to be more inert than [VO(TrPP)] regarding 

oxidative coupling on the m-positions. Indeed, to obtain quantitative yields, 10 eq. of 

PIFA and reaction times up to 16 h were needed. Other differences in the synthesis 

were noticed while quenching the reaction mixture. When using 10 eq. of NaBH4 (like 

for the synthesis of [VO(TrPP)]2), it was observed that a decomplexation occurred. 

This could be avoided if only 5 eq. of NaBH4 were used or if the reaction was 

quenched with sat. NaHCO3 instead. Residual monomeric species could be separated 

using Et2O, while metal-free porphyrin dimer was separated using flash-SiO2 

hexane/CH2Cl2 1/1. Since [TiO(TrPP)] might be contaminated with PhOH, it is 

possible that some PIFA reacted with PhOH, thus forming a bis-phenyl compound. 

Reactions like these are reported in the literature and likely also happened in this 

case.[209] Indeed, another aromatic impurity could be detected by 1H-NMR 

spectroscopy (Figure 7.3 blue line). 

 

 

Figure 7.3: 1H-NMR spectrum of [TiO(TrPP)]2 in the aromatic region (7.4-10.0 

ppm). Signals marked as asterisks are the aromatic contaminant present in the sample. 

 

Like its vanadyl counterpart, [TiO(TrPP)]2 is very soluble in most organic solvents, 

such as toluene, chlorinated solvents, ethers, and even semi-soluble in liquid alkanes. 

Nonetheless, it was not possible to grow single crystals. Even [TiO(TrPP)]2 powders 

are amorphous, though under the microscope, they have a plate-like shape (see Figure 

7.4) and shine under the light. 

            

*

*
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Figure 7.4: [TiO(TrPP)]2 powders under the light microscope. These plate-like 

powders are amorph.  

 

7.1.2 Synthesis of the zinc porphyrin derivates  

 

While [TiO(TrPP)]2 dimers may appear ideal as magnetic dilutants for 

[VO(TrPP)]2, they are challenging to purify, lack crystallinity, and are obtained in 

overall low yields. Hence, we opted to explore m-m linked [Zn(TrPP)]2 as a more 

accessible magnetic dilutant due to its reported synthesis in the literature.[160,161]  

The synthesis of [Zn(TrPP)] is performed by simple metalation of 

H2TrPP with zinc(II)acetate (Zn(OAc)2) in a mixture of CHCl3/CH3OH that yields 

[Zn(TrPP)] quantitatively. Other than the [VO(TrPP)] and [TiO(TrPP)] monomers, 

[Zn(TrPP)] does not require any column chromatography for purification since the 

byproduct of the reaction (acetic acid and excess of Zn(OAc)2) can be removed with 

water. This allowed us to obtain very pure [Zn(TrPP)] powders (see 1H-NMR 

spectrum Figure 7.5, blue line). The obtainment of very pure [Zn(TrPP)] makes it 

possible to start the synthesis of [Zn(TrPP)]2. 
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The synthesis of [Zn(TrPP)]2 in almost quantitative yields required the use of 0.5 eq 

of PIFA (as reported in the literature[160]) in the oxidative coupling reaction of 

[Zn(TrPP)], at variance with the 2 eq. used for the vanadyl derivative. Furthermore, 

the oxidative reaction involving [Zn(TrPP)] is much faster than for [VO(TrPP)] (6 

min instead of 2 h) and column chromatography (flash-SiO2 hexane/CH2Cl2/TEA 

1/1/0.01, Figure 7.6) evidences the presence of four different fractions which were 

characterized. The desired product was the fourth and last fraction in the column. 

Interestingly, the second band in the column (Figure 7.6, left) was orange in color, 

which indicates the presence of another porphyrin dimer different from [Zn(TrPP)]2. 

MALDI-Orbitrap analysis (Figure 7.6, right) indicated that the molecular mass of the 

second fraction coincides with that of the hybrid dimer 5-[10,20-

triphenylporphyrinato-5-yl)zinc(II)]-10,20-triphenylporphyrin 

([Zn(TrPP)(H2TrPP)], hereafter indicated as [ZnH2(TrPP)2] for simplicity). Given 

these results, vanadyl porphyrins display higher stability and chemical selectivity than 

Zn2+-porphyrins. The 1H-NMR spectrum of [Zn(TrPP)]2 (Figure 7.5, red line) 

reveals no contamination peaks in the phenyl region (from 7.7 to 8.5 ppm). 

Furthermore, the 1H-NMR signal at 10.28 ppm allocable to hydrogens in meso 

positions is visible, and therefore, the monomeric porphyrin is present. This reflects 

the difficulties in separating monomer from dimer using column chromatography.  

 

 

Figure 7.5: 1H-NMR spectra of [Zn(TrPP)] (blue) and [Zn(TrPP)]2 (red) in the 

aromatic region (7.4-11 ppm). Signals highlighted with the black circle are residual 

[Zn(TrPP)] monomers still present in the signal of the dimer after purification. 

           

          



7 The quest of finding a suitable diamagnetic dilutant for [VO(TrPP)]2 

 

 
115 

We then attempted to separate the dimer from the monomer using recrystallization 

techniques: by using coordinating solvents, which are known to favor the 

crystallization of Zn2+-porphyrins,[185–187] single crystals suitable for X-ray diffraction 

measurements were obtained. 

 

 

Figure 7.6: Column chromatography of the crude product [Zn(TrPP)]2 (flash-SiO2 

hexane/CH2Cl2/TEA 1/1/0.01, left). MALDI-Orbitrap spectrum of the second band of 

the column, which resulted in [ZnH2(TrPP)2] (right). 

 

The corresponding structures obtained using either methanol or pyridine as solvent 

are reported in Figure 7.7. In both systems, the Zn2+-ion is coordinated by the solvent. 

Consequently, two different complexes with coordinating molecules 

were obtained using other polar solvents for the recrystallization. The use of solvents 

that coordinate the metal Figure 7.7 shows the crystal structures of the two different 

[Zn(TrPP)]2 molecules, where the Zn2+-ion is either coordinated by methanol (Figure 

7.7, left) or pyridine (Figure 7.7, right). The methanol derivative, hereafter 

1
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[Zn(TrPP)]2-MeOH, is obtained after slow evaporation of a CH2Cl2/CH3OH 1:4 

mixture and crystallizes in the P21/n monoclinic space group. Its crystals are dark 

purple in color, have a needle-like shape, and the asymmetric unit consists of two 

[Zn(TrPP)]2 molecules containing six CH3OH molecules. Four of the CH3OH 

molecules coordinate with each of the four Zn2+-ions present in the asymmetric unit, 

while the other two are non-coordinating. Additionally, two molecules of water are 

present as a co-crystallization solvent. The chemical composition of the asymmetric 

unit, containing two dimeric units, is [Zn(TrPP)(CH3OH)]4∙2CH3OH∙2H2O.  

 

 

Figure 7.7: Asymmetric unit of two [Zn(TrPP)]2 complexes. When crystallized in a 

DCM/MeOH 1:4 mixture, [Zn(TrPP)]2-MeOH is obtained (left), while when 

crystalized in a DCM/MeOH/Pyr 1:4:0.1 mixture, [Zn(TrPP)]2-Pyr is obtained 

(right). Color code: C = dark grey, N = blue, O = red, Zn = white. Hydrogens are 

omitted for clarity. Atoms are shown as thermal ellipsoids (50 % occupancy).  

 

The additional coordination leads to a higher deformation of the porphyrin plane 

because the central Zn2+-ion is now sitting slightly atop the plane of the porphyrin 

instead of being directly on the plane, which would be the case if a non-coordinating 

molecule was present.[210] Within the unit cell, two different [Zn(TrPP)]2 are present, 

with one unit being more distorted than the other. This leads to two different Zn-Zn 

intramolecular distances, which are 8.38 Å for the more distorted dimer and 8.41 Å 

for the less distorted one. The tilting angle between the two linked porphyrin units 

(determined as discussed in Section 6.1 for [VO(TrPP)]2) is 77° in the more distorted 
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[Zn(TrPP)]2 molecule and 76° in the less distorted one. The intermolecular distance 

between the two closest Zn2+-ions is 6.4 Å. A list of the most important experimental 

and structural parameters is shown in Chapter 11. 

The second derivative, noted [Zn(TrPP)]2-Pyr, was obtained after slow 

evaporation of a CH2Cl2/CH3OH/pyridine 1:4:0.1 mixture. It crystallizes in the 

monoclinic space group P21/c, and its asymmetric unit consists of a Zn2+ porphyrin 

dimer where each Zn2+-ion is coordinated by a pyridine, thus creating a square 

pyramidal environment. Additionally, four co-crystallized water molecules are 

present in the unit cell. The chemical formula of the complex is then 

[Zn(TrPP)(C5H5N)]2∙4H2O. Interestingly, each porphyrin unit plane in the dimer is 

deformed differently, which is somewhat atypical for a porphyrin dimer. The 

intramolecular Zn-Zn distance is 8.32 Å and is, therefore, very similar to the one found 

in [Zn(TrPP)]2-MeOH. The closest intermolecular Zn-Zn distance is 8.63 Å, similar 

to the intramolecular distance. The two porphyrin units are tilted by 82°, 5° more than 

in [Zn(TrPP)]2-MeOH.  

 

7.1.3 Synthesis of the free base porphyrin dimer  

 

The analysis of the structures of these two [Zn(TrPP)]2 derivatives makes it clear that 

the presence of the coordinating solvent molecules would hamper the magnetic 

dilution, since it is incompatible with the structure of [VO(TrPP)]2. We therefore 

decided to start the synthesis of a metal-free porphyrin dimer, namely bis-5,10,15-

triphenylporphyrin ((H2TrPP)2, hereafter [H2(TrPP)]2). 

Since oxidative couplings starting from H2TrPP are not possible, this 

dimer was synthesized by demetallation of the previously obtained [Zn(TrPP)]2 

porphyrin with TFA in CH2Cl2. 1H-NMR-spectrum, reported in Figure 7.8 in 

comparison to that of [Zn(TrPP)]2 (red line), evidences                     −2.2     

(dark blue ellipsoid in Figure 7.8), which is originated by the pyrrolic nitrogens (N-

H) of the two porphyrin units. This indicates that the demetallation was successful.  
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Figure 7.8: Full region 1H-NMR spectra of [Zn(TrPP)]2 (red) and [H2(TrPP)]2 

(blue). The Signal highlighted with the dark blue ellipsoid is the singlet form of the 

four pyrrolic hydrogens.  

 

Slow evaporation of different solvent mixtures led to the formation of single crystals 

of sufficient quality for X-ray diffraction experiments despite being of lower quality 

than those of [Zn(TrPP)]2. After slow evaporation of a CH2Cl2/CH3OH/Pyr (1:4:0.1) 

mixture in different batches, dark purple crystals were obtained; however, the shapes 

of the crystals in the two different batches were different. Interestingly, X-ray 

diffraction analysis showed that in one of these plate-like crystals, hereafter 

[H2(TrPP)]2-DCM (Figure 7.9, left), the porphyrin dimer crystallizes with one 

CH2Cl2 per molecule of porphyrin dimer, whereas in the other one (needle-like 

crystals, hereafter [H2(TrPP)]2-H2O, Figure 7.9) up to two molecules of water per 

porphyrin dimer are present. Since the solvent and ratio of the mixture were the same 

for both solutions, we suggest that both dimer concentration and temperature play a 

key role in preferring one or the other solvatomorph. The two solvatomorphs 

crystallize in the same space group (monoclinic, P2/n), though with different cell 

parameters (see Table 7.1). At the same time, the tilting angle between the two 

porphyrin units varies drastically (80° for [H2(TrPP)]2-H2O vs 68° for [H2(TrPP)]2-

DCM). The difference in tilting angle is explained by the bulkier co-crystallized 

solvent molecules that tend to reduce the tilting angle. A similar phenomenon was 

observed in the [VO(TrPP)]2 crystals (see Section 6.1). 
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Figure 7.9: Crystal structure of the two [H2(TrPP)]2 polymorphs [H2(TrPP)]2-H2O 

(left) and [H2(TrPP)]2-DCM (right). Color code: C = dark grey, N = blue, O = red, 

Cl = green. Hydrogens are omitted for clarity. Atoms are shown as thermal ellipsoids 

(50 % occupancy).  

 

To improve the quality of the obtained crystals, we devised a crystallization method 

in which most parameters were kept as constant as they could (see Chapter 11). A 1.5 

mM [H2(TrPP)] solution in CH2Cl2 was prepared, in which CH3OH and pyridine 

were added. Three different batches of these solutions were prepared and stored in the 

chemistry laboratory at a temperature between 16-18°C. After 5-6 days, needle-like 

crystals were visible. The evaporation of CH2Cl2 from the vial was stopped by closing 

the screw cap and taping the border (cap and glass) with parafilm® and with a black 

friction tape. This was done to avoid the complete loss of solvent and to prevent crystal 

degradation. Despite the low quality of the crystals, as evidenced by the relatively 

high R(Int) value and their tendency to lose crystallinity when not in the mother liquor, 

it was possible to solve the structure by collecting X-ray diffractometry data on the 

crystal shown in Figure 7.10 right, which belongs to P2/n space group. The structure 

obtained is graphically reported in Figure 7.10 left, and evidence that the obtained 

solvatomorph, hereafter [H2(TrPP)]2-Pyr, consists of one co-crystallization molecule 

of pyridine per porphyrin dimer. Unlike [Zn(TrPP)]2-Pyr, the uncoordinated pyridine 

molecules in [H2(TrPP)]2-Pyr do not significantly disturb a possible magnetic 

dilution. Further, the tilting angle between the two porphyrin units is 79°, thus very 

similar to the 77° torsion angle measured in o-[VO(TrPP)]2 (see Section 6.1). Finally, 
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the same crystal structure was measured for all the batches prepared in this way, which 

indicates this crystallization method is quite reproducible.  

 

 

Figure 7.10: Molecular structure of [H2(TrPP)]2-Pyr (left). This structure was solved 

using a needle-like single crystal that had a length of approximately 3 mm (right).  

 

7.2 Preparation and characterization of the diluted samples 

 

The [H2(TrPP)]2 crystal thus looks promising as a dilutant crystal for [VO(TrPP)]2. 

As a good compromise between signal detection and low spin-spin interaction, we 

first attempted to obtain samples with 1 % of [VOTrPP]2 dilution, both in single 

crystal and powder forms.  

 

7.2.1 Preparation of the diluted powders 

 

The first dilution experiments were performed with polycrystalline powders. 

[H2(TrPP)]2 and [VO(TrPP)]2 were dissolved in CH2Cl2, with the correct 

stoichiometric ratio. A few mL of methanol and a few drops of pyridine were added 

to the solution. After fast evaporation under the rotatory evaporator, a precipitate 

formed, yielding the 1 % diluted powders (from now on called 
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[VO(0.01)H2(0.99)(TrPP)]2), which were subsequently filtered and dried. Since the yield 

of this synthesis was quantitative, we can assume that the concentration of [VO]2+ 

centers in the powder is 1mol%. 

Figure 7.11 shows the PXRD-pattern of fast precipitating 

[VO(0.01)H2(0.99)(TrPP)]2 powders (black patterns), compared with the simulated 

PXRD-pattern obtained from the single crystal structures of m-[VO(TrPP)]2 (orange 

pattern, Figure 7.11 right) [H2(TrPP)]2-H2O (blue pattern, Figure 7.11 right), 

[H2(TrPP)]2-Pyr (red pattern, Figure 7.11 right), and [H2(TrPP)]2-DCM (turquoise 

pattern, Figure 7.11 right). 

 

 

Figure 7.11: PXRD-pattern of the fast precipitated powder of 

[VO(0.01)H2(0.99)(TrPP)]2 (black pattern) compared with the simulated PXRD-pattern 

of the crystal structures of m-[VO(TrPP)]2 (orange pattern) [H2(TrPP)]2-H2O (blue 

pattern), [H2(TrPP)]2-Pyr (red pattern, right figure), and [H2(TrPP)]2-DCM 

(turquoise pattern) 

 

The results show that the [VO(0.01)H2(0.99)(TrPP)]2 sample is indeed polycrystalline, 

but a significant amount of amorph sample is present as well. Indeed, the FWHM of 

each reflection is much broader than expected for an ideal polycrystalline powder. 
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More importantly, the PXRD pattern does not correspond with either the simulated 

[VO(TrPP)]2 or [H2(TrPP)]2 crystal structures. This indicates that the polycrystalline 

phase obtained is probably another polymorph generated upon fast precipitation of the 

powders. Consequently, it is plausible that the distortion of the porphyrin plane and 

the tilting angle in the powders of this phase may deviate from those observed in 

[H2(TrPP)]2-Pyr single crystals. 

 

7.2.2 Preparation of the diluted single crystal 

 

Since this uncertainty might pose some problems for the more advanced experiments, 

we switched to a slower crystallization procedure to obtain single crystals of the solid 

solution. The synthesis followed the procedure designed for getting [H2(TrPP)]2-Pyr 

single crystals, with the only difference being that a solution of [VO(TrPP)]2 solved 

in CH2Cl2 was added to the mixture. After 5 d, needle-like crystals precipitated, and 

the cell parameters and space group were confirmed to be equal to those of 

[H2(TrPP)]2-Pyr. 

The concentration of the [VO]2+ in the doped crystals was too low to be quantified by 

X-ray single crystal analysis, and therefore, the only possible way to see if 

incorporation of [VO(TrPP)]2 in [H2(TrPP)]2-Pyr occurred was by cw-EPR 

spectroscopy. Cw-EPR spectroscopy will only provide a qualitative analysis 

(indicating the presence of diluted paramagnetic centers). However, quantifying the 

concentration of [VO]2+ is challenging due to low signal and concentration. 
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Table 7.1: Crystal data and structure refinement parameters for the [H2(TrPP)]2-

H2O, [H2(TrPP)]2-DCM, [H2(TrPP)]2-Pyr, polymorphs and [TiO(TrPP)] 

molecule. 

Empirical formula C38H25N4O1.50 

([H2(TrPP)]2-H2O) 

C77H52N8Cl2 

([H2(TrPP)]2-DCM) 

C43H30N5O0.5 

([H2(TrPP)]2-Pyr) 

Formula weight 561.62 1160.22 624.72 

Temperature 293(2) 100 100 

Wavelength 1.54184 Å 1.54184 Å 1.54178 Å 

Crystal system monoclinic monoclinic monoclinic 

Space group P2/n P21/m P2/n 

Unit cell dimensions 

(Å) 

a = 16.8535(4) 

b = 11.7103(3) 

c = 16.8684(4) 

 

α   γ   9 ° 

β   1 8.489 (1 )° 

a = 19.046(3) 

b = 6.9519(10) 

c = 23.779(4) 

 

α   γ   9 ° 

β   94.777(12) 

a = 19.2338(7) 

b = 7.0288(2) 

c = 24.1574(8) 

 

α   γ   9 ° 

β   94.693(2)° 

Volume 3157.30 Å3 3137.5(9) Å3 3254.90 Å3 

Z 4 4 4 

Density (calculated) 1.182 g cm−3 - 1.275 g cm−3 

Absorption coefficient 0.58 mm−1 - 0.602 mm−1 

F(000) 1172 - 1308 

Crystal size 0.04x0.04x0.02 mm3 - 0.06x0.04x0.01 mm3 

Theta range for data 

collection 

3.775° to 72.237° 5.718° to 114.112° 3.06° to 68.12° 

Index ranges −2 ≤ ≤2 , 

−14≤k≤14, −2 ≤ ≤2  

- −19≤ ≤23, −8≤k≤6, 

−29≤ ≤29 

Reflections collected 59414 52668 23135 

Independent reflections 6201 [R(int) = 0.065] 1333 6848 

Completeness to theta = 

63.898° 

99.3 % 99.5 % 99.5 % 

Absorption correction Multi-scan Multi-scan Multi-scan 

Refinement method Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

Goodness-of-fit on F2 1.157 1.102 1.018 

Final R indices 

[I>2σ(I)] 

R1 = 0.0671, wR2 = 

0.1954 

- R1 = 0.0580, wR2 = 

0.15270 

R indices (all data) R1 = 0.0650, wR2 = 

0.1932 

- R1 = 0.0804, wR2 = 

0.1717 

 

7.2.3 Cw-EPR investigations on magnetically diluted [VO(TrPP)]2 

 

The experimental cw-EPR spectrum of [VO(0.01)H2(0.99)(TrPP)]2 powders is plotted in 

Figure 7.12 (black lines) and shows a clear signal which can be attributed to weakly 

exchange coupled [VO]2+-units. Furthermore, the line width of this spectrum is much 
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smaller than for the powder spectra of pure [VO(TrPP)]2 (blue line, Figure 7.12) and 

even smaller compared to the frozen solution spectra (pink line, Figure 7.12). We can 

attribute this behavior to the successful dilution of [VO(TrPP)]2 molecules inside a 

[H2(TrPP)]2 crystal matrix. In both cases, the spin-spin interactions are strongly 

reduced: while in frozen solution, distribution of various titling angles θ can be 

expected, in polycrystalline powders, only one θ is present, thus justifying the reduced 

line width. However, given the different PXRD-pattern of the diluted phase with 

respect to both [VO(TrPP)]2 and any [H2(TrPP)]2 solvatomorph, it is impossible to 

obtain exact information on the tilting angle between the porphyrin units. 

 

 

Figure 7.12: comparison between the three experimental cw-EPR spectra of 

[VO(0.01)H2(0.99)(TrPP)]2 diluted powders (black line), [VO(TrPP)]2 frozen solutions 

(pink line), and powders (blue line). The cw-EPR spectrum of 

[VO(0.01)H2(0.99)(TrPP)]2 was recorded at T = 10 K (ν = 9.417 GHz), whereas the 

spectra of the frozen solution (ν = 9.448 GHz) and powders (ν = 9.403 GHz) were 

recorded at T = 30 K.  

 

For this reason, we moved to study single crystals of [VO(0.01)H2(0.99)(TrPP)]2 

dilutions, which have the same cell parameters as [H2(TrPP)]2-Pyr. A good 

diffracting crystal was found, with an approximate size of (0.025, 0.04, 0.05) mm. 

The crystal was placed on the acetate film (see Figure 7.13, right). The crystal was 



7 The quest of finding a suitable diamagnetic dilutant for [VO(TrPP)]2 

 

 
125 

mounted on the sample holder for the single crystal measurements on the EPR 

spectrometer by keeping the b-axis parallel to the static magnetic field. The 

corresponding EPR spectrum is reported in Figure 7.13, left, whereas in Figure 7.13, 

right, a sketch of the measured crystal shape and orientation is shown. The observed 

signal is extremely weak, in agreement with the low mass of the crystal and the 1% 

dilution of the paramagnetic molecules. Despite this, the results are promising since 

narrow lines clearly indicate the successful obtainment of a diluted single crystal of 

[VO(0.01)H2(0.99)(TrPP)]2. These findings pave the way for experiments with non-

conventional and more sensitive EPR spectrometers. Ongoing experiments on 

oriented and diluted single crystals using multiple frequency pulses and milli-kelvin 

temperatures are in progress in Prof. Fernando Luis's research group at the 

Universidad de Zaragoza, Aragòn, Spain. 

 

 

Figure 7.13: Experimental X-band cw-EPR spectrum (ν = 9.394 GHz, T = 30 K) on 

a diluted single crystal of [VO(0.01)H2(0.99)(TrPP)]2 recorded parallel to the 

crystallographic b-axis and external magnetic field (left). Sketch of the needle-like 

single crystal of [VO(0.01)H2(0.99)(TrPP)]2 on the thin acetate film that was used for the 

cw-EPR experiment. 

 

Contribution from the author of this PhD thesis: 

The author of this thesis synthesized and prepared all molecules/samples used for the 

experiments. He solved the crystal structure of [TiO(TrPP)] (helped by Dr. Samuele 

Ciattini) and measured all the PXRD patterns.  
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8 [VOCu(DPP)2]: The heterometallic version of a two-

qubit quantum logic gate 
 

After having synthesized and studied the [VO(TrPP)]2 dimer, the realization of a 

novel heterometallic [VO]2+-Cu2+ m-m singly linked dimer was the next goal. The 

open question was whether the vanadyl unit is able to promote a significant magnetic 

exchange interaction even when coupled to a different paramagnetic center. 

Moreover, heterometallic singly linked dimers could be more interesting from an 

applicational point of view because, upon the surface deposition, the porphyrin tilting 

angle is expected to get smaller on the surface. This would result in the loss of single 

spin addressability in homometallic porphyrin dimers, achieved because of the 

different orientations of the magnetic tensors. On the contrary, a heterometallic dimer 

would have distinguishable spins even if their magnetic anisotropy axes are aligned 

in space, as long as the exchange interaction strength is not too large. Moreover, the 

addressability will be retained for most orientations of the external magnetic field. 

The two metals chosen to realize these dimers were the [VO]2+ and Cu2+ ions because 

    Δg is large enough to achieve spin addressability (see Chapter 3) and the single 

units are expected to show reasonable coherence times. 

In the following sections, we will first present the primary outcome of 

the synthesis of (5-[10,20-diphenylporphyrinato-5-yl)copper(II)]-[oxo(10,20-

diphenylporphyrinato) vanadium(IV), [VOCu(DPP)2]. Then, in Section 8.2, we will 

delve into the EPR investigation of the [VOCu(DPP)2] complex. Possible 

computational states for quantum information will be explored and outlined in Section 

8.3. Finally, the experimental spin Hamiltonian parameters will be validated through 

DFT calculations in Section 8.4. 
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8.1 Synthesis and crystal structures of the porphyrin monomers and hybrid 

porphyrin dimers 

 

At variance with homometallic porphyrin dimers that can be readily synthesized using 

a two-step approach, a challenging multi-step synthetic procedure is required to obtain 

heterometallic porphyrin dimers. This is necessary because the two monomers that 

need to react to form the dimer must be functionalized differently to prevent the 

formation of homometallic species. This requires a deep knowledge of the porphyrin 

reactivity. For this reason, the synthesis of the hybrid [VO]2+-Cu2+porphyrin dimer 

was developed during my research at the Laboratory of Tetrapyrroles of the 

Biomedical Institute of Trinity College Dublin. 

We started by considering that hybrid porphyrin dimers such as 

[VOCu(DPP)2] could be synthesized by a Suzuki-Miyaura coupling[211] between a 

borylated and halogenated porphyrin monomer (Scheme 8.1).[149] It was thus 

                     z        “Suzuki”            f    .  

Following the Suzuki-Miyaura coupling approach, the monomeric 

porphyrin complexes (Scheme 8.1) were synthesized by reacting H2DPP with 

VO(acac)2
[97]

 or Cu(AcO)2
[212] to yield the respective metalloporphyrin [VO(DPP)] or 

[Cu(DPP)] (Scheme 8.1a). The H2DPP porphyrin ligand was selected as a 

compromise between solubility and decoherence induced by hydrogen magnetic 

nuclei on the ligand. Moreover, this choice represents a good building block for 

extended arrays of porphyrin rings and might be more suitable for surface deposition 

experiments using the PVD technique. Additionally, we focused on singly-linked 

porphyrins to avoid the stronger coupling promoted by triply-linked porphyrins.[100] 

In contrast to Osuka’s procedure, a better-leaving group (iodine rather than bromine) 

for the oxidative coupling step in the dimerization procedure had to be used since the 

coupling employing brominated porphyrins did not yield the dimer.[213] The difference 

between the results of Osuka and co-workers might be due to the different metals 

employed here.  
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Monomer [VO(DPP)] was used to obtain the iodinated derivative 

[VO(IDPP)] (Scheme 8.1a). To obtain the iodinated Cu2+ monomer ([Cu(IDPP)]), 

the free base H2DPP was first iodinated to get H2IDPP and subsequently metalated 

with Cu(OAc)2. All iodinated compounds were obtained by following published 

procedures.[142,213] The yield of the iodination did not change significantly upon using 

various oxidative agents such as CuCl2, PIFA, or AgPF6. Nonetheless, PIFA was 

chosen as the oxidizing agent to reduce metal contamination of the final products 

purified by column chromatography. The borylated compound (BpinDPP, Scheme 

8.1a) was synthesized using a literature procedure.[213] The synthesis of compounds 

[VO(IDPP)], [Cu(IDPP)], and BpinDPP allowed an entry into the hybrid porphyrin 

dimers. For the synthesis of the hybrid dimers of the type [M(DPP)(H2DPP)] 

(hereafter abbreviated as [VOH2(DPP)2] and [CuH2(DPP)2], Scheme 8.1b), a Suzuki-

Miyaura coupling[211] was performed between the pinacolborane and iodinated 

porphyrins [VO(IDPP)] or [Cu(IDPP)] (Scheme 8.1b).[214,215] Finally, the metalation 

of the free base porphyrin unit in compound [VOH2(DPP)2] with Cu(acac)2 in CHCl3 

at room temperature afforded the desired compound [VOCu(DPP)2] (Scheme 8.1c). 

Metalation of [VOH2(DPP)2] was preferred over [CuH2(DPP)2] to obtain 

[VOCu(DPP)2] due to milder reaction conditions for insertion of Cu2+ than [VO]2+ 

into the porphyrin-free base.  
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Scheme 8.1: (a) Chemical structures of the synthesized monomeric porphyrins, along 

with the synthesis of [VO(IDPP)]. (b) Reaction scheme for the reaction of the 

iodinated [VO]2+ ([VO(IDPP)]) or Cu2+ ([Cu(IDPP)]) porphyrin with the borylated 

porphyrin (BpinDPP) to obtain hybrid porphyrin dimers [VOH2(DPP)2] or 

[CuH2(DPP)2]. (c) The free base porphyrin unit in [VOH2(DPP)2] can be metalated 

with Cu(acac)2 to yield the heterometallic porphyrin dimer [VOCu(DPP)2]. 

 

Purple needle-like single crystals of monomers [VO(DPP)] and [Cu(DPP)] were 

obtained by slow evaporation of a CH2Cl2/MeCN (10:1) mixture and a CHCl3/heptane 

(7:1) mixture, respectively. Both compounds crystallized in the monoclinic space 

group P21/c (see Section 11.3). For [VO(DPP)], the asymmetric unit is half of the 

molecule, the V=O group being disordered over inversion above and below the 

porphyrin plane (Figure 8.1a).[216] For [Cu(DPP)], the asymmetric unit includes the 

porphyrin unit with one CHCl3 molecule of solvation (Figure 8.1b). In [Cu(DPP)], 

the porphyrin plane exhibits out-of-plane ruffled distortion.  
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Crystallization of all dimers shown in Scheme 8.1 was hampered by their low 

solubility in toluene and ethers and only limited solubility in CHCl3 or CH2Cl2. This 

resulted in fast precipitation during the slow evaporation process, thus limiting the 

sizes of the crystals obtained and the quality of the data collection. However, the basic 

features of the molecular structures were obtained, providing crucial information on 

the chemical identity, connectivity of the complexes, and the tilting angle between the 

two moieties. In the case of [CuH2(DPP)2], attempts to get single crystals were 

unsuccessful. 

[VOH2(DPP)2] crystallized in the tetragonal space group P4cc (Figure 

8.1c), and the refined structure evidences a high degree of disorder. The asymmetric 

unit consists of one porphyrin moiety with 50% metal occupancy, the dimer showing 

a C2-axis perpendicular to the meso-meso bond. The resulting tilting angle between 

the porphyrin planes θ, defined as the dihedral angle about the meso-meso bond, is 

78°, close to that observed in a homometallic VIVO-dimer;[217] a similar saddle-like 

distortion is also observed.  

The shortest intermolecular VO-VO distance is around 8.5 Å. 

[VOCu(DPP)2] crystallizes in the tetragonal space group P4/ncc (Figure 8.1d). The 

asymmetric unit is half a porphyrin unit, with partial [VO]2+ and Cu2+ occupancy, and 

the former being disordered above and below the porphyrin plane. A C2-axis passing 

through the meso carbon atoms and an S4-axis bisecting the meso-meso bond 

generates the dimeric unit. The tilting angle θ between porphyrin planes is around 78° 

(Figure 8.1e), and the intramolecular V-Cu distance is around 8.44 Å, which 

compares well with the 8.37 Å observed in the homometallic vanadyl dimer.[217] 

Despite the low quality of the crystal structure, the simulated PXRD pattern compares 

well with the experimental one (see Section 11.3).  
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Figure 8.1: Molecular structure of [VO(DPP)] (a), [Cu(DPP)] (b), [VOH2(DPP)2] 

(c), and [VOCu(DPP)2] (d) in the crystal. Molecular structure of [VOCu(DPP)2] 

viewed along the meso-meso linkage (e). The angle θ  describing the tilting between 

the porphyrin units, is defined as the dihedral angle between the carbon atoms 1-4 

labeled in d. 

 

8.2 EPR investigation  

 

In this section, the X-band cw-EPR measurements of both the two monomers 

([VO(DPP)] and [Cu(DPP)]) and the three hybrid porphyrin dimers ([VOH2(DPP)2], 

[CuH2(DPP)2], [VOCu(DPP)2]) will be shown and discussed. We will start the 

discussion with the simplest EPR spectra, which are the ones obtained from the two 

monomers and the metal-free base dimers. All spectra were recorded in a frozen 

solution of toluene: CH2Cl2 1:1 mixture at 30 K. [VOH2(DPP)2] and [CuH2(DPP)2] 

solutions were measured with a known concentration (0.2 mM), whereas [VO(DPP)] 

and [Cu(DPP)] monomers concentrations were not determined. The porphyrin EPR 

spectra shown in Figure 8.2 were simulated according to the following spin 

Hamiltonian:[39] 

 

   

  



8 [VOCu(DPP)]2: The heterometallic version of a two-qubit quantum logic gate 

 

 
132 

�̂�M = 𝜇B�⃗� ∙ 𝐠M ∙ �̂�M ∙ 𝐀𝐌 ∙ 𝐼M + ∑�̂�M ∙ 𝐴N ∙ 𝐼N,i

4

𝑖=1

 

 

where gM is the g-tensor of the metal porphyrin, AM and AN are the hyperfine coupling 

tensors for the metal and the pyrrolic nitrogen nuclei. Figure 8.2 left shows the 

experimental cw-EPR spectrum of [VO(DPP)] (green line) and [VOH2(DPP)2] 

(turquoise line), with the corresponding simulations (orange lines).  

 

 

Figure 8.2: Experimental X-band cw-EPR spectra of [VO(DPP)] (green line, ν = 

9.395 GHz), and [VOH2(DPP)2] (turquoise line, ν = 9.392 GHz) (left). Experimental 

X-band cw-EPR spectra of [Cu(DPP)] (black line, ν = 9.393 GHz), and 

[CuH2(DPP)2] (red line, ν = 9.402 GHz GHz) (right).Simulated cw-EPR spectra are 

shown as orange lines. All experimental spectra were measured at T = 30 K. 

 

Both [VO(DPP)] and [VOH2(DPP)2] spectra show the characteristic EPR frozen 

solution pattern of vanadyl porphyrins due to the anisotropic hyperfine coupling of 

the electron spin with the 51V (I = 7/2) nucleus. No sign of coupling with the four 

nearby nitrogen atoms of the porphyrin unit is observed since the dxy magnetic orbital 

of the vanadyl ion is not pointing directly toward the nitrogen donors. The last term 

of the Hamiltonian (8.1) can therefore be neglected. The simulations assumed a local 

electronic C4v symmetry with the gM and AM tensors collinear and axial.  

(8.1) 
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Similarly, the spectra of [Cu(DPP)] and [CuH2(DPP)2] (see Figure 8.2 

right show the typical pattern of Cu2+ porphyrins due to the anisotropic hyperfine 

interaction of the electron spin with nuclei of Cu (63Cu, natural abundance, NA = 

69.17%; 65Cu, NA =30.83%; both I = 3/2) and the four coordinated 14N (I = 1). The 

simulation parameters for all the monometallic porphyrins agree with the values in 

the literature.[43,44,97]  

Notably, the monomers and mono-metalated dimers spectra are very 

similar. This highlights that after introducing an additional porphyrin unit, both AM 

and gM tensors remain axial within the spectral resolution of X-band cw-EPR 

spectroscopy. All the spin Hamiltonian parameters extracted from the spectra shown 

in Figure 8.2 are listed in Table 8.1.  

The X-band cw-EPR spectrum of [VOCu(DPP)2] was also recorded in 

frozen solution (toluene: CH2Cl2 1:1 mixture 0.2 mM at 30 K), and it is shown in 

Figure 8.3.  

 

Figure 8.3: Left: Experimental X-band cw-EPR spectra (T = 30 K, frozen solution 

0.2 mM in 1:1 toluene/CH2Cl2) of [VOCu(DPP)2 (ν = 9.394 GHz, black line) together 

with two relevant spectral simulations of [VOCu(DPP)2. The reported simulations 

were performed at two different values of J (    d −8.  ·1 −3 cm−1) by keeping the 

dipolar interaction and θ = 78° constant to highlight the effect of the exchange 

interaction. Middle: magnification of the high fields spectral region to appreciate the 

impact of the exchange interaction. The parameters of the simulations are reported in 

Table 8.1.  
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The EPR spectrum of [VOCu(DPP)2] differs from the superposition of the 

contribution of the two different metal ions. It is characterized by a larger linewidth 

than the monometallic dimers, most likely attributable to the dipolar coupling 

interaction between the two unpaired electron spins of the dyad and a possible 

distribution of dihedral angles between the two porphyrin units in the frozen solution. 

The EPR spectrum was simulated based on the following spin-Hamiltonian: 

 

�̂�V−Cu = 𝜇𝐵�⃗� ∙ 𝐠V ∙ �̂�VO + �̂�VO ∙ 𝐀𝐕 ∙ �̂�𝐕 + 𝜇B�⃗� ∙ 𝐠Cu ∙ �̂�𝐂𝐮 + 

�̂�Cu ∙ 𝐀Cu ∙ �̂�Cu + ∑�̂�Cu ∙ 𝐀N,𝑖 ∙ 𝐼N

𝟒

𝒊=𝟏

 + �̂�VO ∙ 𝐉V−Cu ∙ �̂�Cu 

 

which adds to the Zeeman and hyperfine interaction terms of the single centers the 

interaction contribution described by the matrix JV-Cu. The latter comprises the 

isotropic component of the exchange interaction J and the through-space dipolar 

coupling D, while we neglected the antisymmetric term:[193] 

 

𝐉 ≈ 𝐽𝐈 + 𝐃 = [

𝐽 + 𝐷𝑥 0 0
0 𝐽 + 𝐷𝑦 0

0 0 𝐽 + 𝐷𝑧

] 

 

To reduce the number of free parameters, the gM and A tensor's principal values were 

fixed at those of their respective monometallic dimers, and their local z-axis was 

assumed to be perpendicular to the porphyrin planes. Further, the tilting angle between 

the two porphyrin units was fixed at the experimental value of θ = 78°, and D was 

calculated in the point-dipole approximation using the X-ray data and relative g-tensor 

orientations.[217] Due to the relatively small g-anisotropy, the calculated D tensor is 

essentially axial, with the main axis being directed along the V-Cu direction. Thus, it 

(8.2) 

(8.3) 
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is not affected by variation of the dihedral angle.[193] Consequently, the only variable 

parameter was the exchange interaction J.  

From a technical point of view, given the large dimension of the problem to be treated, 

            w       f    d b            ‘hybrid’                   [39], where the 

nuclear spins of the metal ions were treated exactly while the contribution of the 

nitrogen nuclei perturbatively. This procedure allowed us to reduce calculation times 

and the occurrence of simulation artifacts in the central part of the spectrum. In 

addition, two separate simulations for the Cu isotopes, namely 63Cu and 65Cu, were 

performed and summed considering their relative natural abundance (0.6915 vs. 

0.3085, respectively). Finally, to improve the number of orientations of the powder 

simulation and the quality of the simulated spectra, simulations as a function of the 

tilting angle θ and fixed J were obtained as the sum of single crystal spectra with 

orientation and weights defined by the EasySpin function sphgrid with 200 knots (ca. 

80000 spectra).  

A first qualitative analysis of the spectra indicates that the splitting of the 

outermost lines, corresponding to the parallel transitions of the VIVO unit, can provide 

a first clue as to the magnitude of the exchange interaction. The splitting simulated 

assuming a purely dipolar coupling (i.e., J = 0, Figure 8.3, blue line) is clearly smaller 

than the experimental results. A preliminary survey (Figure 8.4) indicates that the 

correct splitting of those lines can be obtained with either J   2 ∙ 1 −3 

(antiferromagnetic) or J = −8 ∙ 1 −3 cm−1 (ferromagnetic). These values differ because 

when aligning the field along the V=O bond (i.e., the parallel transitions), the dipolar 

interaction with the copper spin is AF. FM exchange interactions larger than AF ones 

are therefore necessary to obtain the same splitting, which is proportional to |J+Dz|. 

The survey further shows that the central part of the spectrum is much better 

reproduced using J   −8 ∙ 1 −3 cm−1 than J    2 ∙ 1 −3 cm−1. The best simulation is 

reported in Figure 8.3. 
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Figure 8.4: X-band cw-EPR spectrum of compound [VOCu(DPP)2] simulated with 

various J (in cm-1) by keeping the same A, g, parameters as [VOH2(DPP)2] and 

[CuH2(DPP)2] and fixing D as calculated in point dipole approximation. The g-

tensors were considered to be 78° tilted to each other. The default EasySpin[39] option 

for the mapping of the sphere was used (Opt.nKnots = 19). 

 

Notably, in contrast to the homometallic vanadyl dimer,[217] the simulated spectra of 

the heterometallic dimer do not change significantly by varying the gM and AM- 

tensors tilting angle (i.e., the porphyrin twisting angle), as shown in Figure 8.5. 

The EPR data clearly show that the VO-Cu exchange coupling is weakly 

ferromagnetic. Its magnitude falls between those reported for structurally similar 

meso-meso linked Cu-Cu[100] and VO-VO [217] homometallic dimers, being of opposite 

sign. This confirms our prediction, based on the deformations brought in by [VO]2+ 

coordination, that local sp (in-     )   d d       z d π (   -of-plane) contributions 

are responsible for the super-exchange interaction.[23]  A comparison between the 

UV/Vis spectra of [VOCu(DPP)2] and [VO(TrPP)]2 dimers shows for the latter a 

larger line broadening and more red-shifted Q-bands (Section 11.3)[202,203] confirming 

the higher conjugation.  
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Figure 8.5: X-band cw-EPR spectrum of [VOCu(DPP)2] (ν = 9.394 GHz) simulated 

considering various tilting angles θ, and keeping the same A, g, parameters as 

[VOH2(DPP)2] and [CuH2(DPP)2]. J w   k                −8·1 −3 cm−1 for all 

simulations, and D was fixed at the value calculated in point dipole approximation. 

The high (right) and low field (left) regions are plotted in separate graphs to make the 

slight differences in the simulations visible. 

 

The spin relaxation properties of the compounds [VOH2(DPP)2], 

[CuH2(DPP)2], and [VOCu(DPP)2] were studied by pulsed EPR spectroscopy at X-

band frequency (Figure 8.6). Temperature-dependent inversion recovery and primary 

echo decay experiments were used to determine T1 and Tm between 7 and 120 K. The 

samples were dissolved in d8-toluene (0.2 mM) and measured as frozen solutions. All 

measurements were performed at a magnetic field setting corresponding to the 

maximum intensity of the echo-detected EPR spectrum. Tm values were extracted by 

fitting the experimental decay traces using a stretched exponential function (Chapter 

3, equation 3.21). In contrast, T1 values were obtained by a bi-exponential fitting 

(Chapter 3, equation 3.20) of the inversion recovery traces. In Figure 8.6, only the 

slow component of the bi-exponential fit, usually taken to represent the spin-lattice 

relaxation (T1), is plotted; the fast component[173,218] is not shown because it is 

associated with spectral diffusion effects[173,218] (i.e., excitation bandwidth smaller 

than the spectral width). A list of all parameters extracted from the inversion recovery 

and primary echo decay experiments can be seen in Table 8.2, 8.3, and 8.4. 

 



8 [VOCu(DPP)]2: The heterometallic version of a two-qubit quantum logic gate 

 

 
138 

 

Figure 8.6: Temperature dependence of T1 (left) and Tm (right) for compounds 

[VOH2(DPP)2 (turquoise squares, VOH2), [CuH2(DPP)2 (red triangles, CuH2), and 

[VOCu(DPP)2 (black circles, VOCu) measured at 340 mT at X-band frequency in a 

0.2 mM frozen d8-toluene solution. 

 

[VOH2(DPP)2] has T1 and Tm values longer than [CuH2(DPP)2]. In both 

cases, these values are comparable with the relaxation times of other monomeric 

[VO]2+[57,97,126] or Cu2+ complexes.[86,96,126] The faster spin-lattice relaxation of Cu2+ 

can be attributed to the larger spin-orbit coupling that makes the spin system more 

sensitive to molecular vibrations. [VOCu(DPP)2] has T1 values very similar to 

[CuH2(DPP)2], suggesting that the presence of the nearby slower relaxing vanadyl 

unit does not negatively impact the spin-lattice relaxation. Tm values of 

[VOCu(DPP)2] are instead slightly faster than those of [VOH2(DPP)2] and 

[CuH2(DPP)2] and also lower than those reported for dimeric [VO]2+ bimetallic 

complexes, including the homometallic vanadyl porphyrin dimer 

[VO(TrPP)]2.[78,82,99,219]  
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Table 8.1: Principal values of the Spin-Hamiltonian tensors for compounds 

[VO(DPP)], [Cu(DPP)], [VOH2(DPP)2], [CuH2(DPP)2], and [VOCu(DPP)2], 

obtained from the simulation of frozen solution samples. For the simulation of the 

spectra of [VOCu(DPP)2], a tilting angle of 78° was assumed between Cu2+ and V4+ 

tensors. D has been calculated in the point-dipole approximation with z perpendicular 

to the Cu-porphyrin plane and y along the meso-meso bond. 

  [VO(DPP)] [Cu(DPP)] [VOH2(DPP)] [CuH2(DPP)] [VOCu(DPP)2] 

M  V Cu V Cu V Cu 

 

gM 

x 

y 

z 

1.985 

1.985 

1.964 

2.051 

2.051 

2.195 

1.985  

1.985 

1.964 

2.051 

2.051 

2.195 

1.985 

1.985 

1.964 

2.051 

2.051 

2.195 

AM 

(MHz

) 

x 

y 

z 

162 

162 

475 

60 

60 

626 

162 

162 

476 

60 

60 

626 

162  

162  

476 

60 

60 

626 

AN 

(MHz

) 

x 

y 

z 

- 

- 

- 

54 

43 

45 

- 

- 

- 

54 

43 

45 

- 

- 

- 

54 

43 

45 

J 

(cm−1) 

 

      

−8 ∙ 1 −3 

D 

(cm−1) 

x 

y 

z 

    

 

 

3. ∙1 −3 

−6.2∙1 −3 

3.2∙1 −3 
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Table 8.2: Parameters of bi-/stretched exponential fit functions for inversion recovery 

and primary echo decay experiments for [VOH2(DPP)2]. The sample was measured 

in frozen solution (0.2 mM, d8-toluene). 

T (K) As T1,s (µs) Af T1,f (µs) Tm (µs)  

7 12864 58141 16962 9439 2.52 0.53 

10 11836 22391 9513 3689 2.95 0.51 

15 1737 8668 1737 8667 8.71 0.88 

20 4575 4928 3630 357 6.47 0.58 

30 6530 1733 8259 57 9.71 0.83 

50 186 404 6158 359 17.15 1.14 

70 89 86 3483 85 13.36 0.97 

90 410 58 2567 53 11.67 0.99 

120 12149 27 4234 1 1.43 0.51 

 

Table 8.3: Parameters of bi-/stretched exponential fit functions for inversion recovery 

and primary echo decay experiments for [CuH2(DPP)2]. The Sample was measured 

in frozen solution (0.2 mM, d8-toluene). 

T (K) As T1,s (µs) Af T1,f (µs) Tm (µs)  

7 32633 18328 22954 2881 2.3 0.52 

10 16807 7129 10504 1282 3.4 0.57 

15 14186 2212 5073 368 4.5 0.64 

20 10972 1000 3260 269 5.7 0.75 

30 15190 323 3842 93 5.0 0.77 

50 78914 65 16703 19 3.5 0.63 

70 7209 25 1697 6 1.7 0.55 

90 17159 8 38240 0.6 0.8 0.56 

120 20207 3 4440 0.02 0.5 0.79 
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Table 8.4: Parameters of bi-/stretched exponential fit functions for inversion recovery 

and primary echo decay experiments for [VOCu(DPP)2]. The Sample was measured 

in frozen solution (0.2 mM, d8-toluene). 

T (K) As T1,s (µs) Af T1,f (µs) Tm (µs)  

7 13313 14083 15811 2140 2.47 0.57 

10 23247 5369 20810 848 2.65 0.54 

15 15229 2018 12306 335 3.54 0.63 

20 13236 983 9831 207 2.69 0.63 

30 8642 339 6138 78 1.53 0.58 

50 24206 101 41813 24 1.77 1.23 

70 53177 26 20581 5 1.12 1.54 

90 89060 8.8 23500 1 0.68 3.39 

120 20408 2.8 20408 2.8 0.35 1.49 
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8.3 Computational states 

 

The accurate determination of the Spin-Hamiltonian parameters of [VOCu(DPP)2] 

allowed us to envision the microwave operation of the dimeric unit as a controlled-

NOT quantum gate. This gate is fundamental for realizing a universal quantum 

computer. We defined the computation states by choosing the 51V electronic spin as 

the control qubit and the 65Cu spin as the target one (Figure 8.7a). By applying a field 

of 1.3 T, the nuclear and electronic spin states are factorized, and the microwave 

radiation in the Q-band range (ca. 30 GHz) induces a transition from the m s= −1/2 to 

the ms = +1/2 states (labeled as computational states in Figure 8.7b). 

 

 

Figure 8.7: a) Orientation of the static magnetic field with respect to the control and 

target qubits; b) Computed energy differences between states involving control (red) 

and target qubit (blue and green) electronic spin transitions highlighted with the same 

color in the frequency-swept absorption spectrum (c) simulated for B=1.3 T, T=100 

mK and the Spin-Hamiltonian parameters reported in Table 8.1. Gray dashed lines 

refer to other possible choices of hyperfine levels of the target. 
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In difference to the homometallic vanadyl dimer, addressability of the two spins in 

[VOCu(DPP)2] is warranted for most orientations of the static magnetic field, 

including along the bisector of the two porphyrin planes. Figure 8.7c shows the 

frequency-swept absorption spectrum computed for this orientation at 100 mK. The 

spectrum can be divided into a low-frequency region where the eight hyperfine 

transitions of the 51V are visible and a high-frequency region where four transitions 

(shown only for the 65Cu isotope for clarity) can be identified. The nuclear spins are 

not polarized at this temperature, and the intensity is almost equally distributed over 

the different hyperfine lines. Focusing on the highest hyperfine transition of the target 

qubit, we computed that the transition occurs at 30.835 GHz if the control qubit is in 

its ground state (|00⟩ → |01⟩, the blue line in Figure 8.7b and Figure 8.7c. Upon 

excitation of the control qubit – for instance, irradiating at 29.024 GHz (red line) – 

microwaves at 30.690 GHz can be absorbed, corresponding to |10⟩ → |11⟩ (green 

line). Different hyperfine lines of the target can be selected to reduce the frequency 

separation between the control and the target absorptions while maintaining ca. 200 

MHz of separation induced by the control (gray dashed lines in Figure 8.7c, as 

commercial low-Q cavities have a bandwidth of ca. 400 MHz. 

Interestingly, the scenario described in Figure 8.7 is rather robust against 

different operating conditions. To demonstrate this, we repeated the analysis for 

different magnetic field orientations. If the static magnetic field is aligned along the 

target z-axis, the target and control transitions are slightly more separated in frequency 

(see Figure 8.8), while a separation similar to that in Figure 8.7c is observed upon 

reduction of the tilting angle between the two porphyrin units (Figure 8.9). 



8 [VOCu(DPP)]2: The heterometallic version of a two-qubit quantum logic gate 

 

 
144 

 

Figure 8.8: a) Molecular sketch with the orientation of the B parallel to the target z-

axis, i.e., perpendicular to the Cu2+ porphyrin unit. The tilting angle between the 

porphyrin units is set to 78°. b) Computed energy differences between states involving 

control (red) and target qubit (blue and green) electronic spin transitions highlighted 

with the same color in the frequency-swept absorption spectrum (right) simulated for 

B=1.3 T, T = 100 mK and the Spin-Hamiltonian parameters reported in Table 8.1. 

 

 

Figure 8.9: a) Molecular sketch with the orientation of B parallel to the bisector of 

the two porphyrin planes. The tilting angle between the porphyrin planes is set to 20°. 

b) Computed energy differences between states involving control (red) and target 

qubit (blue and green) electronic spin transitions highlighted with the same color in 

the frequency-swept absorption spectrum (right) simulated for B = 1.3 T, T = 100 mK 

and the Spin-Hamiltonian parameters reported in Table 8.1. 
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8.4 DFT calculations 

 

DFT geometry optimization in gas-phase was carried out to shed light on the structural 

properties of the compound [VOCu(DPP)2] because of the low quality of the 

experimental structure determination. The tilting angle computed for the optimized 

structure,  ~84°, is close to the value  ~78° of the X-ray structure. To calculate the 

isotropic exchange parameters J, we used the Broken Symmetry (BS) approach within 

the full projected formula,[194,199,200] as already presented in Chapter 6. The 

corresponding calculated J value (−1.2∙1 −2 cm−1) is in very good agreement with the 

one estimated from the EPR simulations. It confirms the trend expected upon 

substituting vanadyl with copper ions in singly-linked porphyrin dimers, i.e., a 

reduction in the magnitude of the coupling and a change of the nature from 

antiferromagnetic to ferromagnetic.[217]  

This observation corresponds to the behavior of the seminal copper/vanadyl 

dimer reported by Kahn et al.,[41] but at a different level of complexity. The magnetic 

orbitals of the Cu2+(dx
2
-y

2) and [VO]2+ (dxy) ions are orthogonal by symmetry (see 

Figure 8.10), justifying the ferromagnetic nature of the interaction in [VOCu(DPP)2] 

and its smaller value in comparison to [VO(TrPP)]2.[217] Moreover, as the Cu2+ ion 

lies in the porphyrin ligand's plane, the magnetic orbital overlap with the porphyrin 

out-of-        b      (π-system) is minimal. This significantly reduces the 

antiferromagnetic contributions that are active when the porphyrin rings are tilted. 

To analyze this point in more depth, we performed single-point J-value 

calculations on two additional geometries. The first corresponds to the tilting angle 

set to the value determined by single crystal X-ray analysis. In contrast, the second 

represents a possible critical point where the tilting angle is set to 90°. No significant 

difference in J is computed for the X-ray or optimized structures, while a small 

reduction in the magnitude of J is derived for θ = 90. We have seen in Chapter 6 that 

for [VO(TrPP)]2 angles close to 90° correspond to a relative maximum of |J|. The 

presence of two pathways - the ferromagnetic one through  porphyrin orbitals and 

the antiferromagnetic one involving  orbitals - nicely explains the different angular 
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dependence of the computed exchange interaction in hetero- and homo-metallic 

dimers. The exchange interaction mediated by out-of-porphyrin-plane orbitals is 

expected to be antiferromagnetic and maximum at θ = 90°, where the overlap with the 

in-plane orbital of the metal unit is highest. In the case of [VOCu(DPP)2], this 

antiferromagnetic contribution adds to the ferromagnetic one with the opposite sign, 

thus slightly reducing |J| for θ = 90°. 

We also computed the exchange coupling for an optimized structure of a triply 

fused dimer (Figure 8.11). As expected, a much stronger ferromagnetic coupling of J 

 − .36   −1 is calculated, which would hamper the single spin addressability. Similar 

to               k d     ,           f                            w    K   ’    d  . I   

magnitude is intermediate between that of triply-fused Cu[100] and VO homometallic 

dimers[219], the former being the largest one. 

 

 

Figure 8.10: Two orthogonal views of the isodensity (ψ = 0.05 (e bohr-3)1/2) surfaces 

of magnetic orbitals for compound [VOCu(DPP)2] computed at the B3LYP level. 

The code color is V (green), Cu (orange), N (blue), O (red), C (gray), and H (white). 

 

  



8 [VOCu(DPP)]2: The heterometallic version of a two-qubit quantum logic gate 

 

 
147 

 

Figure 8.11: Two orthogonal views of the optimized structure of the compound 

assuming triply linked [VOCu(DPP)2]. The code color: V (green), Cu (orange), N 

(blue), O (red), C (grey), and H (white). 

 

The combined results in Chapter 6 and Chapter 8 show that paramagnetic bimetallic 

[VO]2+ bisporphyrins are promising candidates for developing two-qubit quantum 

gates.  

The exchange and coherence properties of this system form a sound starting 

point for further investigations that are presented in the next chapter. 

 

PhD author contribution: 

Results discussed in this chapter are published in: Angew. Chem. Int. Ed. 2023, DOI 

10.1002/anie.202312936., and the full paper can be found in the appendix. 

The author of this Thesis contributed to the synthesis of all molecules studied and 

simulated all cw-EPR spectra present in this Chapter (helped significantly by Prof. 

Lorenzo Sorace, Dr Alberto Privitera & Prof. Roberta Sessoli).  
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9 The chemical versatility of porphyrins 
 

The last three chapters have showcased the primary outcomes and findings of this 

PhD thesis, but other porphyrinic systems were studied as well. While ongoing 

investigations into these porphyrinic systems remain incomplete, it is worthwhile to 

include these preliminary results to emphasize the versatility of porphyrinic systems. 

In Section 9.1, we present a linear porphyrin trimer with the potential for inducing a 

two-qubit gate through photoexcitation of the central moiety. In Section 9.2, we 

present porphyrin building blocks deposited onto an Au(111) single crystal, which 

have the potential to react on the metal surface upon annealing, thus forming dimers 

directly on the surface. 

 

9.1 Towards light controlled molecular spin qubits: A study on vanadyl(IV) 

porphyrin trimers 

 

In Chapters 6 and 8, it was shown that one of the key capabilities of 

porphyrin complexes is their ability to create weakly exchange coupled paramagnetic 

systems. This feature can be exploited to develop two-qubit quantum gates. The next 

step is to improve such systems by introducing a physical switch in the quantum logic 

gate that can promote or disrupt the communication between the two electron spins. 

Some possible implementations of this physical switch have been proposed for 

dimeric Cr7Ni-rings connected with an acetate-bridged copper(II)-ion[220] and a redox 

switchable Ru2Co complex.[221] 

These two examples required, however, q     “           b  ” 

perturbations to modify the switch state (temperature and an external potential) and 

thus to operate the gate. For this reason, the focus was recently shifted to photo-

excitable linkers to control the exchange interaction between two radicals.[222] One 

option for a switchable exchange interaction molecule is a paramagnetic molecule 

containing a diamagnetic unit that interacts with the paramagnetic part upon 

photoexcitation, forming weakly exchange-coupled systems.[38,223,224] Porphyrin 
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dimers are among these systems,[225–227] but none reported in literature are directly 

linked. The photoswitchable linker must form a triplet state upon photoexcitation, 

which should interact with the paramagnetic unit, thus populating a quartet state. It 

was shown that zinc(II) diamagnetic units are more propitious to populate the quartet 

states due to enhanced intersystem crossing (ISC). In contrast, free-base porphyrin 

units only showed weak exchange coupling.[224]  

Based on these results, we decided to extend the possibility of 

photoexciting diamagnetic porphyrin units by introducing such a unit between two 

vanadyl porphyrins. The exchange interaction between the two vanadyl units might 

be turned on by the photoexcitation of the central porphyrin. These kinds of linear 

trimers would be an improved version of the aforementioned [VO(TrPP)]2 (Chapter 

6).  

To realize the linear m-m linked trimer (Scheme 9.1), we chose a free-

base porphyrin as the central unit. This might contrast with what was explained earlier, 

but because of optical selectivity, the free-base porphyrin might be more suitable in 

linear, directly linked porphyrin systems. This is evident when comparing the UV/Vis 

absorption spectra in the Q-band region of free-base and metalated porphyrins (see 

Chapter 5). Metalation of the free-base porphyrin can anyhow be achieved easily if 

no exchange interaction is measured for the free-base version of the trimer. 

Hybrid porphyrin trimers are synthesized via Suzuki-Miyaura coupling 

in much the same way as reported for the hybrid porphyrin dimers described in 

Chapter 8. The key difference is that the reactant, which will form the central free-

base porphyrin, must be functionalized on both m-positions. Good starting materials 

are bis-iodo porphyrins ([VO(I2DPP)], Scheme 9.1) or bis-borylated porphyrins 

(Bpin2DPP, Scheme 9.1). Bis-borylated porphyrins are preferred over bis-iodinated 

ones due to their better solubility in the DMF/toluene solvent mixture used for this 

reaction. Consequently, the mono-iodinated vanadyl porphyrin is selected as the 

porphyrin unit for constructing the trimer's peripherals. The reaction between 

[VO(IDPP)] and Bpin2(DPP) yields the linear porphyrin trimer 

([{VO}2(DPP)2(H2DPP)], Scheme 9.1). 
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Scheme 9.1: Reaction scheme for the realization of either [{VO}2(DPP)2(H2DPP)] 

(R = H) or [{VO}2(TrPP)2(H2DPP)] (R = C6H5).  

 

The purification of the crude product was done with column chromatography (flash 

SiO2 petroleum ether: CH2Cl2:NEt3 1:1:0.01). Four main fractions were detected and 

separated during the column. According to UV/Vis analysis, the last fraction was the 

hybrid [{VO}2(DPP)2(H2DPP)] trimer. The MALDI-Orbitrap analysis also revealed 

that the [{VO}2(DPP)2(H2DPP)] fraction is contaminated with a linear porphyrin 

tetramer (Figure 9.1) that was not possible to separate using the selected eluent 

mixture. The formation of the tetramer is likely caused by contamination of 

[VO(I2DPP)] that is formed during the iodination reaction and cannot be separated 

with column chromatography or recrystallization.  

A second column chromatography on flash SiO2 was performed, using 

as an eluent mixture hexane: CH2Cl2 1:2. As seen from Figure 9.2 left; two orange 

bands were visible during the column elution. The first fraction (with the lowest 

retention time) was confirmed to be the pure [{VO}2(DPP)2(H2DPP)] molecule, 

according to MALDI-Orbitrap analysis (Figure 9.2, right).  
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Figure 9.1: MALDI-Orbitrap spectra of the fourth fraction of the column 

chromatography on the crude [{VO}2(DPP)2(H2DPP)] powders. Another m/z signal 

of 1973.53761 is allocable to a linear porphyrin tetramer contaminant.  

 

The final purification step significantly reduced the yields. After the first column, a 

yield of 52% was obtained for the impure [{VO}2(DPP)2(H2DPP)] powders, but a 

substantial amount of the desired product still cannot be separated from the second 

fraction of the column, mainly containing tetramer molecules. Therefore, the overall 

yield is reduced to 15%. Furthermore, bands become broader during the column, 

leading to more than half of the first fraction mixing with the second. To mitigate this 

issue, it is necessary to column only a small amount of crude product and use larger 

columns to prevent band aggregation during elution. Attempts to obtain crystals of 

[{VO}2(DPP)2(H2DPP)] were unsuccessful.  

For this reason, the halogenated starting reactant was changed to 

[VO(ITrPP)]. The [VO(ITrPP)] molecule has one m-position blocked by the phenyl 

substituent, thus not allowing a di-iodination even if iodine is used in excess. 

[VO(ITrPP)] was synthesized following the same procedure as [VO(IDPP)]. 
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Figure 9.2: Second column chromatography purification of [{VO}2(DPP)2(H2DPP)] 

powders that was performed to remove the porphyrin tetramer impurity. The faster 

(first band) corresponds to [{VO}2(DPP)2(H2DPP)], whereas the slower (second 

band) corresponds to the tetramer impurity (left). MALDI-Orbitrap analysis (right) 

confirmed that the tetramer was removed from the final product. 

 

The Suzuki-Miyaura coupling with Bpin2(DPP) (see Chapter 11 for full synthetic 

procedure) resulted in the formation with [{VO}2(TrPP)2(H2DPP)] (Scheme 9.1). 

Figure 9.3 left shows the column chromatography of crude [{VO}2(TrPP)2(H2DPP)] 

product, and Figure 9.3 right shows the MALDI-Orbitrap patterns obtained from the 

third and slowest fraction of the column, which turned out to be 

[{VO}2(TrPP)2(H2DPP)]. The overall yield of [{VO}2(TrPP)2(H2DPP)] was 60 %. 

Part of the product is lost because of the formation of [VO(TrPP)(H2DPP)] that was 

confirmed by UV/Vis analysis and was isolated in 20 % yield. Additional side 

reactions are porphyrin radicalization and loss of the functional groups of the 

iodinated or borylated porphyrins during the reaction process, forming [VO(DPP)] or 

H2TrPP monomers. This problem can, in principle, be resolved by using less base for 

the reaction (2 equivalents instead of 4). Optimization of the synthetic procedure in 

this direction is still ongoing. Moreover, [{VO}2(TrPP)2(H2DPP)] crystals were still 

not obtained. 
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Figure 9.3: column chromatography purification of [{VO}2(TrPP)2(H2DPP)] 

powders (left). The faster (first band) corresponds to either H2DPP or [VO(TrPP)] 

monomer, whereas the second band is a VO-H2 hybrid porphyrin dimer, according to 

ESI-MS. The third fraction is the desired [{VO}2(TrPP)2(H2DPP)] trimer. MALDI-

Orbitrap analysis (right) of [{VO}2(TrPP)2(H2DPP)].  

 

After the purification of the two linear porphyrin trimers, their magnetic properties 

were studied by means of X-band cw-EPR spectroscopy and as frozen solutions 

(toluene: CH2Cl2 1:1). Figure 9.4 shows both the experimental and simulated spectra 

of [{VO}2(DPP)2(H2DPP)] and [{VO}2(TrPP)2(H2DPP)]. Since the experimental 

spectra of both trimers are very similar to monomeric [VO(TPP)],[97] and 

[VO(TrPP)][217] they were simulated by considering two-non interacting spin centers, 

according to the spin-Hamiltonian (6.1)[39] 

The best simulation g- and A-values (see Figure 9.4 and Table 9.1) are 

similar to the mentioned porphyrin vanadyl(IV) monomers. This result is unsurprising 

because the spin-spin distance is too long to allow a dipolar or exchange interaction 

detectable in a cw-EPR spectrometer at low temperatures. However, this is precisely 

our goal, as the interaction must be off when the central porphyrin is not photoexcited. 

Time-resolved EPR spectroscopy, which records the 

absorption/emission of microwaves after a light pulse, is the key technique to 
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characterize the spin interactions mediated by the photoexcited porphyrin in the triplet 

state. These experiments will be performed at Northwestern University in Evanston, 

IL (United States) in the frame of a collaboration with Prof. Michael R. Wasielewski 

after the submission of this thesis.  

 

 

Figure 9.4: simulated (orange line) and experimental (blue line) X-band cw-EPR 

spectra of [{VO}2(DPP)2(H2DPP)] (c = 0.2 mM, ν = 9.398 GHz) and 

[{VO}2(TrPP)2(H2DPP)] (c = 0.1 mM, ν = 9.375 GHz) frozen solutions 

(CH2Cl2:toluene 1:1). Both spectra were measured at T = 30 K. 

 

Table 9.1: Best spin-Hamiltonian parameters obtained for [VOH2VO(DPP)3] and 

[{VO}2(TrPP)2(H2DPP)] frozen solutions in the X-band region of the cw-EPR. 

Samples g A (MHz) 

[{VO}2(DPP)2(H2DPP)]  gx = 1.987 

gy = 1.987 

gz = 1.964 

Ax = 168 

Ay = 168 

Az = 480 

[{VO}2(TrPP)2(H2DPP)] 

 

gx = 1.986 

gy = 1.986 

gz = 1.963 

Ax = 165 

Ay = 165 

Az = 477 

 

On the assumption that the outcomes of the experiments show that photoexcitation of 

the central porphyrin does result in a weak exchange coupled system, we can expect 
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a further increase in interest in linear porphyrinic systems. The linear trimer 

synthesized may feature two identical, spatially aligned vanadyl units not tilted 

relative to each other. This design is not optimal for quantum computation as the two 

vanadyl units must be distinguishable. However, this study was meant to show and 

optimize the photoexcitation of the central porphyrin. We, therefore, opted to start 

with a simpler system and concentrate on the photophysical studies before beginning 

to move on to a more suitable complex. Once an exchange coupling is confirmed and 

understood, the design of a hybrid [VO]2+-H2-Cu trimer 

([{VO}(TrPP){Cu}(TrPP)(H2DPP)]) should be undertaken. Such trimers could 

synthetically be achieved, as shown in Scheme 9.2, and have two distinguishable 

spins, separated by the free-base or Zn2+-porphyrin, which makes this kind of 

porphyrin class even more interesting than hybrid porphyrin dimers. Indeed, we can 

expect an increasing interest in such systems in the quantum computing community.  

 

Scheme 9.2: Possible reaction routes for obtaining a hybrid [VO]2+-H2-Cu trimer. 

Suzuki-Miyaura coupling between a BPin(DPP) and [VO(ITrPP)] yields an 

asymmetric hybrid [VO]2+-H2 dimer [VO(TrPP)(H2DPP)] (A). This dimer is then 

iodinated to obtain [VO(TrPP)(H2IDPP)] (B), which can be used for another Suzuki-

Miyaura coupling with [Cu(BpinTrPP)] to obtain the final hybrid linear trimer 

[{VO}(TrPP){Cu}(TrPP)(H2DPP)] (C). 
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9.2 Synthesis and surface deposition of [M(BrTrPP)] building blocks 

 

Throughout this thesis, we have repeatedly emphasized one key advantage of 

porphyrinic systems, i.e., their neutral character and thermal stability that open the 

possibility of depositing them on a wide range of metal substrates with thermal 

sublimation. This feature may, in principle, enable the development of prototypical 

devices, particularly when harnessing porphyrin dimers with two interacting 

paramagnetic centers. In this thesis, after having characterized the properties of 

porphyrin homo- and hetero- dimers in bulk phases, we took the initial steps toward 

characterizing the targeted dimeric molecular species after their deposition onto a 

metal surface. The latter can be achieved by two strategies: by depositing dimeric 

species hosting two metal centers or by creating dimers on the surface starting from 

the deposition of molecular building blocks. During my PhD, I contributed to the 

synthesis and preliminary experiments that explored this second route. We started 

from the deposition of brominated type [M(BrTrPP)] (M = [VO]2+, Cu2+) porphyrin 

building blocks. We explored the possibility of fabricating dimers by Ullman 

reactions achieved by thermal annealing the monomers on the surface.[166]  

Scheme 9.3 shows the synthesis of the two porphyrins that were used as 

building blocks ([Cu(BrTrPP)] and [VO(BrTrPP)] respectively); the third row 

represents the cross-coupling reaction on the surface to be performed once the 

successful deposition of the monomers has been achieved. 
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Scheme 9.3: Synthesis of the building blocks [Cu(BrTrPP)] (top) and 

[VO(BrTrPP)] (middle) that are capable of reacting on a metal substrate after being 

sublimated to form [M(BrTrPP)]2 dimers (bottom). 

 

The synthesis of the bromo-functionalized porphyrins along with the 

Cu2+ or [VO]2+ metalations was performed according to previously published 

procedures.[127,137,228] In detail, while [Cu(BrTrPP)] is synthesized by simple 

metalation of a 5-bromo-10,15,20-triphenylporphyrin (H2BrTrPP) with Cu(OAc)2, 

[VO(BrTrPP)] must be synthesized using a two-step approach. First, [VO]2+ is 

inserted in the free base H2TrPP ligand, yielding [VO(TrPP)]. As a second step, 

[VO(TrPP)] is brominated to yield [VO(BrTrPP)] (Scheme 9.3). This procedure is 

necessary because H2BrTrPP decomposes due to the harsh thermal conditions during 

the [VO]2+ metalation.  

Once the two porphyrin building blocks were synthesized and fully 

characterized, the first deposition experiments were performed. All samples were 
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deposited on Au(111) single crystals in UHV. This is a chemically inert metal well-

suited for successive Ullman-coupling reactions.[166] The results of this step were 

evaluated by XPS by fitting the components according to what was reported in the 

literature for similar porphyrin systems.  

Figure 9.5 shows the XPS-spectra of the [VO(BrTrPP)] deposit in the 

C1s (a), N1s (b), Br3p (c), and VO2p O1s (d) regions. The main signal in the C1s 

region (Figure 9.5a) comprises three different components. The main component 

(cyan area) is attributed to the C=C bonds (284.7 eV),[229,230] the second component 

(orange area) is attributed to the C=N bonds (284.6 eV),[229,230] and the smallest 

component (red area) attributed to the C-Br bond (286.2 eV).[231]  

In Figure 9.5b, the N1s signals are fitted with two components: a 

primary one at 398.5 eV (cyan area) and a shake-up component at 401.8 eV (orange 

area).[230,232,233] These components indicate no demetallation of the porphyrin on the 

surface.  

The two Br3p signal positions (Figure 9.5c) are also in accordance with 

literature reports of bromine atoms bound to sp2 carbon.[234] However, the presence of 

two smaller signals (red and green area, Figure 9.5c) might indicate the presence of 

bromine ions on the surface,[234] which suggests that some porphyrin molecules might 

lose their bromine functional group during the sublimation process.  

The main components in the VO2p O1s regions (Figure 9.5d) 

correspond to V4+ signals, and the positions of the Vp1/2 (red area, 524.0 eV) and Vp3/2 

(cyan area, 516.8 eV) signals are in good agreement for deposited [VO(Pc)] 

molecules[92,94,230,235] and indicate the presence of V4+ ions. Also, the O1s signal 

(orange area, 532.3 eV) aligns with literature values.[92,94,230,235]  
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Figure 9.5: XPS-spectra of the C1s (a), N1s (b) Br3p (c), and VO2p O1s (d) regions 

of the [VO(BrTrPP)] molecules deposited on Au(111) single crystals. 

 

Overall, the results of the XPS characterization of the [VO(BrTrPP)] 

deposits, reported in tabulated form in Tables 9.2-9.5, are very promising because 

they demonstrate that bromine functionalized porphyrin building blocks are stable 

enough to be deposited with thermal sublimation.  

Similar conclusions can be drawn for the XPS characterization of 

[Cu(BrTrPP)] deposits on Au(111) single crystal (Figure 9.6), which points to 

molecule intactness on the surface.  

Having confirmed the building blocks intactness on the surface, the 

Ullman reaction on the surface was attempted on this deposit by thermal annealing of 

the substrate at 220 °C. The comparison between the [Cu(BrTrPP)] deposit before 

and after the annealing is shown in Figure 9.6. 
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Figure 9.6: XPS-spectra of the C1s (a), N1s (b) Br3p (c), and Cu2p (d) regions of the 

[Cu (BrTrPP)] molecules deposited on Au(111) single crystals. The spectra shown 

at the top of each graph correspond to non-annealed [Cu (BrTrPP)] deposits, while 

at the bottom of each graph, the [Cu (BrTrPP)] deposit spectra after the annealing at 

220°C can be seen.  

 

The CPS of each region decreased following annealing, suggesting that some 

[Cu(BrTrPP)] molecules desorbed from the surface. Furthermore, the Br3p signal 

vanished entirely after annealing. The question remains whether this disappearance 

resulted from a coupling process leading to the formation of [Cu(BrTrPP)]2 or by 

simply a debromination. Further in-depth XPS investigations flanked by synchrotron 

measurements are still ongoing. Though informative, these techniques are not 

sufficient for comprehensive deposit characterization. Microscopy techniques, such 

as atomic force microscopy (AFM) and scanning tunneling microscopy (STM), are 

necessary to offer deeper insights into the nature of the deposit. 
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The successful deposition of [M(BrTrPP)] building blocks represents, 

however, a promising initial step toward realizing two-qubit quantum logic gates 

directly on surfaces. These studies are not only crucial for delving into on-surface 

porphyrin chemistry but also serve as a valuable tool for constructing complex 

porphyrin structures starting from simple building blocks. 

Future studies should focus on optimizing the annealing process for 

porphyrin building blocks. With the proper annealing methods, the realization of 

singly, doubly, or triply linked porphyrins could become possible. If surface couplings 

enabling m-m or even β-β linked porphyrin dimers become attainable, it may spark 

heightened interest in the quantum computational research field for these building 

blocks. This would open doors for further investigations into implementing gates 

directly on the surface and two-qubit quantum logic gates. 

The work presented in this section marks only the initial stride toward 

realizing functional two-qubit quantum logic gates on surfaces. A further crucial step 

is to investigate the impact of the metal surface on the magnetic properties of 

porphyrins. Will these properties, particularly the spin coherence, remain consistent 

with those in the bulk? Current research using STM coupled with pulsed EPR has, for 

the moment, focused on metal phthalocyanine with promising results.[236,237] 

                            V                            d             b        w    

           f    f.  ndrea  einric   d         f             f                     

        .  
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Table 9.2: C1s, N1s, Br3p, Cu2p, and V2p O1s regions of the analyzed samples 

[Cu(BrTrPP)], [VO(BrTrPP)], and [Cu(BrTrPP)]-annealed. For clarity, the shake-

ups of the Cu2p regions will not be given. 

Sample C1s (eV) N1s (ev) Br3p (eV) Cu2p/V2p 

O1s (eV) 

[Cu(BrTrPP)] Main 

components:  

284.2 (C-C) 

284.6 (C-N) 

286.3 (C-Br) 

Shake-ups: 

287.3; 291.2 

Main 

components: 

398.2 

Shake-ups: 

401.1 

Main 

components: 

183.7 

(Br3p3/2)  

190.7 

(Br3p1/2)  

 

Main 

components: 
[233,238,239] 

934.5 

(Cu2p3/2) 

954.3 

(Cu2p1/2) 

[VO(BrTrPP)] Main 

components:  

284.7 (C-C) 

285.4 (C-N) 

286.3 (C-Br) 

Shake-ups: 

287.5; 291.6 

Main 

components: 

398.5 

Shake-ups: 

401.8 

Main 

components: 

184.0 

(Br3p3/2)  

191.0 

(Br3p1/2) 

 

Main 

components: 

516.8 (V2p3/2) 

524.0 (V2p1/2) 

532.3 (O1s) 

[Cu(BrTrPP)]- 

annealed 

Main 

components: 

284.1 (C-C) 

284.5 (C-N) 

Shake-ups: 

286.7; 290.3 

Main 

components: 

398.1 

Shake-ups: 

400.8 

Main 

components: 

- 

- 

- 

- 

Main 

components: 

934.4 

(Cu2p3/2) 

954.2 

(Cu2p1/2) 

 

Table 9.3: semi-quantitative elemental analysis of [Cu(BrTrPP)] and 

[VO(BrTrPP)] deposits. Errors were estimated to be 5 % of the absolute value of the 

element XPS signal area contribution to the XPS spectrum.  

Sample C (%) N (%) Br (%) Cu or VO (%) 

[Cu(BrTrPP)] 

(exp) 

89.30 ± 4.46 7.41 ± 0.37 1.86 ± 0.09 1.43 ± 0.07 

[Cu(BrTrPP)] 

(calc) 

86.36 9.09 2.27 2.27 

[VO(BrTrPP)] 

(exp) 

83.03 ± 4.15 8.41 ± 0.42 2.27 ± 0.11 2.12 ± 0.11 

(V) 

4.18 ± 0.21 

(O) 

[VO(BrTrPP)] 

(calc) 

84.44 8.89 2.22 2.22 (V) 

2.22 (O) 

[Cu(BrTrPP)]- 

annealed (exp) 

88.07 ± 4.39 9.02 ± 0.45 - 2.92 ± 0.16 

Cu(BrTrPP)]- 

annealed (calc) 

88.37 9.30 - 2.33 
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Table 9.4: Signal ratio of the different regions in the spectrum for the [Cu(BrTrPP)] 

deposits. The error was assumed to be 5% of the experimental value. The signal ratio 

containing the C areas (in the case of [Cu(BrTrPP)]) has a large error margin because 

they are probably contaminated with adventitious carbon.[240] 

Sample Ratio C/N C/Br C/Cu N/Br Cu/N Cu/Br 

[Cu(BrTrPP)] exp  14.02± 

0.70 

38.5 ± 

1.92 

51.24 

± 2.56 

2.75 

± 

0.14 

0.27 ± 

0.01 

0.75 ± 

0.04 

theoretic 9.50 38.00 38.00 4.00 0.25 1.00 

Cu(BrTrPP)]- 

annealed 

exp  9.77 ± 

0.49 

- 28.03 

± 1.40 

- 0.35 ± 

0.02 

- 

theoretic 9.50 - 38.00 - 0.25 - 

 

Table 9.5: Signal ratio of the different regions in the spectrum for the [VO(BrTrPP)] 

deposits. The error was assumed to be 5% of the experimental value. 

Ratio C/N C/Br C/V N/Br V/N V/Br V/O 

exp  9.87 ± 

0.49 

36.56 ± 

1.83 

39.15 ± 

1.96 

3.70 ± 

0.19 

0.25 ± 

0.01 

0.93 ± 

0.05 

0.50 ± 

0.03 

calc 9.50 38.00 38.00 4.00 0.25 1.00 1.00 

 

Contribution from the author of this PhD thesis: 

The author of this thesis synthesized all molecules/samples used for the experiments. 

The author of this thesis also simulated all the EPR spectra present in this chapter and 

performed the XPS analysis under the guidance of Dr. Giulia Serrano. 
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10  Conclusion & perspectives 
 

This research project was undertaken to design bimetallic paramagnetic complexes 

and evaluate their suitability as two-qubit quantum logic gates using EPR techniques. 

A pivotal aspect of this molecular design is the control of the exchange coupling 

between paramagnetic centers in a specifically defined range. The exchange coupling 

between the two metal ions of the dimer should be in the range of 10−2 cm−1 to 10−3 

cm−1 to allow the admixing of their electron spin states while preserving their 

individual addressability at X-band and Q-band EPR frequencies. Furthermore, the 

spin system should maintain a coherence time (Tm)          d    f 1 μ       w 

temperatures. Additionally, the complex should be neutral and evaporable with 

thermal sublimation in an ultra-high vacuum. My thesis work has shown that all these 

requirements are potentially satisfied in paramagnetic complexes of porphyrin dimers. 

Indeed, the synthesis and magnetic measurements of a homometallic m-

m singly linked porphyrin dimer, [VO(TrPP)]2, revealed a weak exchange coupling 

in the range needed to implement two-qubit logic gates. Interestingly, this had not 

been reported before for paramagnetic homometallic m-m linked porphyrin dimers 

containing Cu2+ or Ag2+ metal ions.[100,101] Experimental results were supported by 

DFT calculations, which also allowed exploring the correlation between porphyrin 

structure and metal center in promoting magnetic superexchange interactions. These 

investigations unveiled the significant influence of the vanadyl moiety on the 

porphyrin's magnetic properties, laying the foundation for implementing a CNOT-

gate. Notably, the square pyramidal coordination of the V4+ ion, slightly above the 

porphyrin plane, fosters the overlap of the magnetic orbital with the out-of-      π-

system, thus promoting the delocalization and the exchange interaction. 

Furthermore, we could determine both theoretically and experimentally 

the influence of the porphyrin out-of-plane deformations and the dihedral angle 

between the two porphyrin planes on the strength of the exchange interaction in 

porphyrin dimers. This was made possible by solving the X-ray structures of the two 

pseudo polymorphs of [VO(TrPP)]2 and correlating the structural parameters with 
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the magnetic properties. Solid-state X-band cw-EPR measurements revealed that the 

two polymorphs exhibit distinct J values, with the more distorted and tilted 

polymorph, o-[VO(TrPP)]2, displaying a stronger J. This discovery underscores the 

pivotal role of saddle-like distortion in facilitating the transfer of spin density from 

               b              π-system of the porphyrin. Prior to this study, no hints 

were available on how the distortion of porphyrin affects the magnetic interactions in 

porphyrin dimers. 

The relevance of the [VO]2+ unit in promoting exchange coupling was 

confirmed by studying a heterometallic m-m linked [VO]2+-Cu2+ porphyrin dimer 

([VOCu(DPP)2]) that also showed weak exchange coupling in the order of 10−2 cm−1, 

thus making it suitable as a CNOT-gate. The addressability of the two individual spins 

is made possible by the different g-tensors of V4+ and Cu2+-ions, in contrast to 

homometallic dimers where tilting of the porphyrin planes plays a key role. Therefore, 

single-spin addressability in the heterometallic dimer can be maintained even with 

small tilting angles, as expected when deposited on the surface, unlocking the full 

potential of molecular quantum gates for practical applications. These findings 

suggest that weak exchange couplings can be achieved with any m-m linked 

paramagnetic [VO]2+-M2+ porphyrin dimers, implying that a vast platform of two-

qubit systems can be probed using vanadyl units. Further studies are required to 

improve crystallinity since obtaining large diffracting single crystals was not 

successful with these systems. The use of H2TrPP ligands instead of H2DPP may aid 

in enhancing crystallinity. However, employing bulkier porphyrin ligands like tetra-

4-tertbutylphenylporphyrin is not recommended as it could negatively affect 

relaxation times and thermal sublimation ability. 

The significance of diluting paramagnetic porphyrin dimers within a 

diamagnetic crystalline matrix is crucial for improving spectral resolution and 

simplifying spin addressability in single crystals. However, the synthetic work 

conducted in this thesis demonstrated that acquiring diamagnetic analogs for dimeric 

porphyrin complexes is not a straightforward task. In the case of [VO(TrPP)]2, the 

optimal diamagnetic counterpart was found to be [H2(TrPP)]2, as opposed to the more 

similar [TiO(TrPP)]2 dimer. The former is preferable because it can be obtained in a 
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pure form, with good overall yields, and more importantly, allows the growth of single 

crystals. 

In perspective, one study will exploit the photophysical properties of the 

porphyrins by introducing a free base porphyrin chemically in between two vanadyl 

porphyrins. These synthesized linear m-m linked porphyrin trimers 

([VOH2VO(DPP)3] and [{VO}2(TrPP)2(H2DPP)]) show no sign of exchange 

interaction in cw-EPR experiments. However, the exchange interaction could 

potentially be induced by photoexciting the free-base porphyrin, thus creating an open 

shell excited state that will switch on the communication between the two vanadyl 

porphyrin units. These studies are still ongoing, but if successful, they will 

demonstrate the vast opportunities that paramagnetic porphyrins have in the quantum 

information field. Indeed, it would make realizing photo-switchable two-qubit 

quantum logic gates possible. 

We also started to explore an alternative approach for realizing porphyrin 

dimers. It involved depositing porphyrin building blocks ([Cu(BrTrPP)] and 

[VO(BrTrPP)]) onto Au(111) single crystals using thermal sublimation. The 

objective was to anneal the substrates to create either [Cu(TrPP)]2 or [VO(TrPP)]2 

dimers on the surface. XPS analysis of both building block deposits confirmed the 

presence of intact porphyrins on the surface post-sublimation. After annealing 

[Cu(BrTrPP)] deposits, the disappearance of the Br3p signal in the XPS spectrum 

indicates that the initial step (debromination) of the surface reaction took place. 

Further analysis using synchrotron facilities and scanning microscopies is required to 

examine the magnetic properties of the deposit and confirm the presence of 

[Cu(TrPP)]2 dimers on the surface. 

Overall, the synthesis and study of bimetallic weak exchange coupled 

complexes is a very interesting research area with great potential for the future. The 

inherent advantage of bimetallic molecular spin qubits is their chemical versatility, 

which allows, e.g., precise tuning of exchange interactions. This thesis demonstrates 

that porphyrin dimers represent an ideal platform for achieving this tuning due to the 

remarkable chemical adaptability of porphyrins. It is worth noting that other aromatic 
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systems may also hold similar potential, and their exploration and study could yield 

promising discoveries in the future. Lastly, it is important to note that applying 

molecular spin qubits in a working quantum computer faces challenges, particularly 

in terms of scalability, entangling multiple qubits, and ensuring a sufficiently long Tm. 

These factors are critical for implementing quantum algorithms essential for achieving 

quantum supremacy. 

This manuscript opens with a description of the bricks that make up the 

world of quantum technology to highlight the interdisciplinary character of this 

research area. This thesis contributes to showcasing the potential of the molecular spin 

qubit field thanks to the investigation of a versatile and promising 'chemistry brick'. It 

is my hope that the field will continue to grow, ultimately playing a significant role in 

advancing the broader quantum technology landscape. 
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11  Detailed synthetic procedures & characterizations 
 

11.1 SI: [VO(TrPP)]2: A homometallic porphyrin dimer as a promising candidate 

for a two-qubit quantum gate 

 

Synthesis of [VO(TrPP)]: The general synthesis was readapted from the literature.[97] 

Phenol (PhOH, 2 g) was heated to 80 °C and degassed by vacuum/N2 cycles in a pre-

dried flask. H2TrPP (80 mg, 0.15 mmol) and VO(acac)2 (40 mg, 0.15 mmol) were 

added to the PhOH solution, and the reaction mixture was heated to 165 °C under N2 

for 12 h. The reaction was checked by TLC (CH2Cl2/Pet. ether 1:1) and UV/Vis 

(Figure 11.1). Afterward, PhOH was removed by distillation under a constant N2 

flow while the temperature was kept at 140 °C – 150 °C. The crude product was then 

solved in 200 mL of CH2Cl2, filtered, and purified by column chromatography (flash 

silica gel, CH2Cl2/Pet. ether 1:1). The overall process yielded 50 mg (0.08 mmol) of 

a microcrystalline powder identified as the target [VO(TrPP)] product (final yield = 

55%). Rf (CH2Cl2/   .       1:1)   74 ; λmax(CH2Cl2) = 417 nm, 541 nm, 576 nm; 

vmax/cm-1: 3101 (w), 3052 (w), 3029 (w), 2921 (vw), 2852 (vw), 2363 (w), 2332(w), 

1588 (w), 1492(w), 1442 (m), 1376 (w), 1324(m), 1075 (m), 1000 (vs, V=O 

stretching), 952(vs), 853 (m), 801 (s), 756 (s), 721 (s), 697 (s), 659 (w). MALDI-MS 

(m/z): 603.13 (M·+). The experimental PXRD pattern obtained by measuring the 

microcrystalline powder was compared with the simulated one (Figure 11.2).  

 

Synthesis of [VO(TrPP)]2: The synthesis was performed using a slightly modified 

procedure.[161] In a pre-dried Schlenk flask, [VO(TrPP)] (60 mg, 0.10 mmol) was 

added and solved in 30 mL of dry CH2Cl2 under N2.              w        d    −78°  

with an acetone/N2 bath. Then, a PIFA (86 mg, 0.20 mmol) solution in 10 mL of dry 

CH2Cl2 was slowly added to the reaction mixture. Once the addition was completed, 

the acetone/N2 bath was removed, and the reaction mixture was brought to room 

temperature. After 40 min of stirring at room temperature, UV/Vis and TLC analyses 

confirmed the full conversion of the precursor. The reaction was quenched with a 
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NaBH4 (37 mg, 1.00 mmol) solution in 12 mL of MeOH. The resulting solution was 

further stirred for an extra 15 min. Afterward, deionized H2O (20 mL) was added to 

the reaction mixture, and the organic phase was collected and washed twice with sat. 

NaHCO3 solution (30 mL x 2). The combined water phases were extracted thrice with 

CH2Cl2 (30 mL) to recover the residual product. After drying the combined organic 

phases with anhydrous NaSO4, CH2Cl2 was removed under reduced pressure. The 

crude product was purified by column chromatography (flash silica gel) using toluene 

as eluent. The overall procedure yielded 65 mg (0.47 mmol) of pure 

[VO(TrPP)]2·3C7H8 (final yield = 94%) as a microcrystalline powder. We should 

mention that after the purification of the dimer by column chromatography adopting 

toluene as an eluting solvent (see Experimental and Theoretical Methods), one always 

obtains microcrystalline powder samples of m-[VO(TrPP)]2. Furthermore, faster 

crystallization from toluene or acetone/toluene solutions led to m-[VO(TrPP)]2. The 

comparison between the experimental and simulated PXRD patterns (Figure 11.2 

highlights that the cell parameters are comparable to those of m-[VO(TrPP)]2. Rf 

(toluene) = 0.52; λmax(CH2Cl2) 308 nm, 422 nm, 456 nm, 556 nm, 594 nm; MALDI-

MS (m/z): 1204.67 (M·+); vmax/cm-1: 3055 w and 3020 w (C=C stretching), 2960 m 

and 2854 m (CH3 stretching from co-solvent), 1596 m (N=C stretching), 1486 w, 1438 

m, 1367 w, 1326 m, 1261 m, 1204 m, 1175 m, 1000 s (V=O stretching), 803 s, 744 

m, 729 s, 721 s, 696 s, 660 m, 444 m 
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Figure 11.1. UV/Vis spectra of [VO(TrPP)]2 (orange line), [VO(TrPP)] (blue line) 

and H2(TrPP) (black line). 

 

Figure 11.2: Simulated (orange) and experimental (blue) PXRD pattern of 

[VO(TrPP)] (left), and m-[VO(TrPP)]2 (right). In addition to the simulated m-

[VO(TrPP)]2 powder pattern, the simulated powder pattern of o-[VO(TrPP)]2 (black 

line) is reported in the right panel to highlight the difference between the two 

structures. Only m-[VO(TrPP)]2 powders are obtained by fast crystallization in 

toluene. 
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Figure 11.3. Simulations of the angular dependency of the EPR spectrum of the m-

[VO(TrPP)]2 crystal for the rotation along the b-axis obtained by using different |J12| 

exchange coupling constants. In all cases, we assumed the same g- and A- tensors as 

the solution molecule. We considered the through-space dipolar interaction (intra- and 

inter-molecular) as a linewidth broadening of 8 mT. The best agreement between data 

and simulations is obtained using |J12|=0.01 (0.005) cm−1. 
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Figure 11.4. Simulations of the angular dependency of the EPR spectrum of the o-

[VO(TrPP)]2 crystal for the rotation along the b-axis using different |J12| exchange 

coupling constants. We considered the through-space dipolar interaction (intra- and 

inter-molecular) as a linewidth broadening of 13 mT. The best agreement between 

data and simulations is obtained using |J12|=0.05 (0.01) cm−1. 
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Table 11.1. Most important crystallographic data was obtained from single crystal X-

ray diffraction analysis of [VO(TrPP)], m-[VO(TrPP)]2, and o-[VO(TrPP)]2.[241] 

Sample [VO(TrPP)] m-[VO(TrPP)]2 o-[VO(TrPP)]2 

Empirical Formula VON4C38H24 V2O2N8C97H46 V2O2N8C76H46 

Formula weight (g 

mol-1) 
603.58 1457.34 1205.11 

Crystal system monoclinic monoclinic orthorhombic 

Space group P21/c C2/c Ccc2 

Z 4 4 4 

a (Å) 18.9568(9) 29.2955(12) 20.8648(13) 

b (Å) 8.0830(3)(2) 11.3883(5) 27.1717(13) 

c (Å) 19.9282(9) 22.5512(9) 11.4881(6) 

α (°) 90 90 90 

β (°) 114.250(2) 96.942(2) 90 

γ (°) 90 90 90 

V (Å3) 2784.1(2) 7468.5(5) 6513.0(6) 

ρ (calc.) (Mg/m3) 1.440 1.296 1.229 

μ (mm-1) 3.294 2.557 2.816 

T (K) 100 100 100 

Radiation 
CuKα (λ   

1.514178 Å) 

CuKα (λ   

1.514178 Å) 

CuKα (λ   

1.514178 Å) 

θ range (°) 2-56 – 68.36 3.95 – 68.54 5.33 – 72.83 

F(000) 1244 2984 2480 

GooF 1.066 1.104 1.049 

R1 (%)a 8.31 6.38 7.33 

wR2 (%)a 22.46 16.55 21.88 

Intramolecular 

Porphyrin dihedral 

angle (°) 

- 66 77 

Intramolecular VO-

VO torsion angle (°)      
- 64 72 

Intramolecular VO-

VO distance (Å) 
- 8.52 8.37 

Intermolecular VO-

VO distance (Å) 
9.42 10.44 7.78 
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11.2 SI: The quest of finding a suitable diamagnetic dilutant for [VO(TrPP)]2 

 

Synthesis of [TiO(TrPP)]: 

The synthesis was performed using a slightly modified procedure.[97] Phenol (PhOH, 

6 g, 0.06 mol) was heated to 80 °C and degassed by vacuum/N2 cycles in a pre-dried 

flask. H2TrPP (50 mg, 0.09 mmol) and TiO(acac)2 (70 mg, 0.27 mmol, 3 eq.) were 

added to the PhOH solution, and the reaction mixture was heated to 175 °C under N2 

for 48 h. The reaction was checked by UV/Vis spectroscopy. Afterward, PhOH was 

removed by distillation under a constant N2 flow while the temperature was kept at 

140 °C – 150 °C. The crude product was then solved in 200 mL of CH2Cl2, filtered, 

and purified by column chromatography (SiO2 flash, CH2Cl2, Rf = 0.38). The overall 

process yielded 2.7 mg (0.0045 mmol, 5 %) of a microcrystalline powder identified 

as the target [TiO(TrPP)]    d   ; λmax(CH2Cl2) = 418 nm, 547 nm, 576 nm; 1H NMR 

(400 MHz, CDCl3): δ 10.70 (s, 1H, m-H), 9.67 (d, 2H, 4.5 Hz, β-H), 9.35 (d, 2H, 4.5 

Hz, β-H), 9.23 (m, 4H, β-H), 8.58 (br, 4 H, Ph), (br, 4H, Ph), (m, 7H, Ph). X-ray 

quality crystals were obtained, as reported in Chapter 7. 
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Figure 11.5: 1H-NMR spectrum (CDCl3, 400 MHz) of [TiO(TrPP)] in the full scan 

(top) and aromatic (bottom) region. 

 

Synthesis of [TiO(TrPP)]2: 

The synthesis was performed using a slightly modified procedure.[161] In a pre-dried 

Schlenk flask, [TiO(TrPP)] (10 mg, 0.017 mmol) was added and solved in 5 mL of 

dry CH2Cl2 under N2.              w        d    −78°  w              / 2 bath. 

Then, a PIFA (36 mg, 0.085 mmol, 5 eq.) solution in 6 mL of dry CH2Cl2 was slowly 

added to the reaction mixture. Once the addition was completed, the acetone/N2 bath 

was removed, and the reaction mixture was brought to room temperature. After 16 h 

of stirring at room temperature, TLC analyses confirmed the full conversion of the 

precursor. The reaction was subsequently quenched with 10 mL of a saturated 

NaHCO3 solution. The resulting solution was further stirred for an extra 15 min. 

Afterward, the organic phase was collected and washed twice with sat. NaHCO3 

solution (10 mL x 2). The combined water phases were extracted thrice with CH2Cl2 

(10 mL) to recover the residual product. After drying the combined organic phases 
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with anhydrous NaSO4, CH2Cl2 was removed under reduced pressure. The crude 

product was purified by column chromatography (flash SiO2, Et2O, Rf = 0.82) for the 

separation of [TiO(TrPP)]2 with [TiO(TrPP)], and another column (flash SiO2, 

CH2Cl2:hexane 1:1, Rf = 0.47) to separate [TiO(TrPP)]2 from [H2 (TrPP)]2.  The 

overall procedure yielded 65 mg (0.47 mmol) of pure [TiO(TrPP)]2 (9 mg, 0.075 

mmol, 92%) as an amorph purple powder. λmax(CH2Cl2) 308 nm, 423 nm, 457 nm, 

560 nm, 599 nm; ESI-MS (m/z): (exp) 1199.27 (M+), calcd: 1199.28 (M+); 1H NMR 

(400 MHz, CDCl3): δ 9.24 (m, 8H, β-H), 8.97 (d, 2H, 4.8 Hz, β-H), 8.79 (d, 4H, 4.8 

Hz, β-H), 8.65 (br, 2H, β-H), 8.52 (m, 4H, Ph), 8.17 (m, 6H, Ph), 7.96 (m, 20H, Ph) 

 

 

Figure 11.6: 1H-NMR spectrum (CDCl3, 400 MHz) of [TiO(TrPP)]2 in the full scan 

(top) and aromatic (bottom) region. 
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Figure 11.7: ESI-MS spectra measured between 1250-2000 m/z of [TiO(TrPP)]2.  

 

Synthesis of [Zn(TrPP)]2: 

The synthesis was performed using the procedure from.[161] In a pre-dried Schlenk 

flask, [Zn(TrPP)] (20 mg, 0.033 mmol) was added and solved in 6 mL of dry CH2Cl2 

under N2.              w        d    −78°  w              / 2 bath. Then, a PIFA 

(7 mg, 0.017 mmol, 0.5 eq.) solution in 6 mL of dry CH2Cl2 was slowly added to the 

reaction mixture. Once the addition was completed, the acetone/N2 bath was removed. 

After 5 min of stirring, the reaction was quenched with a NaBH4 (12.5 mg, 0.33 mmol, 

10 eq.) solution in 4 mL of MeOH. The resulting solution was further stirred for an 

extra 15 min. Afterward, deionized H2O (5 mL) was added to the reaction mixture, 

and the organic phase was collected and washed twice with sat. NaHCO3 solution (10 

mL x 2). The combined water phases were extracted thrice with CH2Cl2 (10 mL) to 

recover the residual product. After drying the combined organic phases with 

anhydrous NaSO4, CH2Cl2 was removed under reduced pressure. The crude product 

was purified by column chromatography (flash SiO2, CH2Cl2:hexane: HNEt3 1:1:0.01, 

Rf = 0.27). The overall procedure yielded 19 mg (0.016 mmol, 96 %) of [Zn(TrPP)]2 

as a red microcrystalline powder. λmax(CH2Cl2) 312 nm, 417 nm, 454 nm, 559 nm, 598 
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nm. 1H NMR (400 MHz, CDCl3): δ 9.04 (m, 8H β-H), 8.68 (d, 4H, 4.7 Hz, β-H), 8.32 

(m, 4H, β-H), 8.225 (m, 8H, Ph), 8.14 (d, 4H, 4.7 Hz, Ph), 7.82 (m, 6H, Ph), 7.68 (m, 

12H, Ph). 

 

 

Figure 11.8: 1H-NMR spectrum (CDCl3, 400 MHz) of [Zn(TrPP)]2 in the full scan 

(top) and aromatic (bottom) region. Approximately, the product is contaminated with 

2.5 % of [Zn(TrPP)]. 

 

Synthesis of [H2(TrPP)]2: 

In a 50 mL round-bottom flask, [Zn(TrPP)]2 (10 mg, 0.0083 mmol) powders were 

inserted and solved in 10 mL of CH2Cl2. The solution was stirred at room temperature, 

and 5 mL of trifluoroacetate was added. The solution turned from orange to yellow. 

After 2 h, the reaction was poured into a 250 mL beaker, diluted with 10 mL CH2Cl2, 

and portionwise a solution containing sat. NaHCO3 was added until the organic phase 

turned orange again. The organic phase was separated from the water phase, and the 
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organic phase dried over anhydrous NaSO4. The solution was evaporated under 

reduced pressure to yield [H2(TrPP)]2 (8 mg, 0.0074 mmol, 89 %). λmax(CH2Cl2) 304 

nm, 413 nm, 450 nm, 524 nm, 594 nm, 653 nm. 1H NMR (400 MHz, CDCl3): δ 8.94 

(m, 8H, β-H), 8.60 (d, 2H, 4.7 Hz, β-H), 8.30 (m, 4H, β-H), 8.23 (m, 8H, Ph), 8.09 

(4H, 4.7 Hz,   ), 7.82 ( , 6H,   ), 7.68 ( , 12H,   ), −2.21 ( , 4H,  -H). 

 

 

 

Figure 11.9: 1H-NMR spectrum (CDCl3, 400 MHz) of [H2(TrPP)]2 in the full scan 

(top) and aromatic (bottom) region. 

 

Preparation of [VO0.01H2(0.99)(TrPP)]2 dilutions: 

A  8.3 ∙ 1 −2 mmol stock solution of [VO(TrPP]2 in CH2Cl2 was prepared. 0.56 mL 

(n([VO(TrPP]2) = 4.7 ∙ 1 −5 mmol) of this stock solution was added to a flask 

containing [H2(TrPP)]2 (5 mg, 0.0047 mmol, 100 eq.) solved in 3 mL CH2Cl2. 

[VO0.01H2(0.99)(TrPP)]2 powders were obtained after adding 1 mL of methanol and 

fast evaporation of this solution.  
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Preparation of [H2(TrPP)]2-pyr & [VO0.01H2(0.99)(TrPP)]2 single crystals: 

5 mg of [H2(TrPP)]2 ([VO0.01H2(0.99)(TrPP)]2) powders were put in a vial with a 

diameter of 3 cm. The powder was solved in 3 mL of CH2Cl2 (HPLC-grade), to which 

0.3 mL of pyridine was added. To this solution, 9 mL of CH3OH (HPLC-grade) was 

added. The screw cap of the vial was first fully closed and then slightly re-opened 

(90° turn). Three different batches of these solutions were prepared and stored in the 

chemistry laboratory, which, at that time, had a temperature between 16-18°C. After 

5-6 days, needle-like crystals were visible. The evaporation of CH2Cl2 from the vial 

was stopped by closing the screw cap and taping the border (cap and glass) with 

parafilm® and with a black friction tape. This was done to avoid the complete loss of 

solvent and prevent crystal degradation. 

Table 11.2: Crystal data and structure refinement for the [Zn(TrPP)]2 solvatomorphs 

and [TiO(TrPP)]. 

Name [Zn(TrPP)]2-MeOH [Zn(TrPP)]2-Pyr [TiO(TrPP)] 

Formula weight 2642.17 1390.63 600.50 

Temperature 110 293(2) 185 

Wavelength 1.54178 1.54178 Å 1.54178 Å 

Crystal system monoclinic monoclinic monoclinic 

Space group P21/n P21/c P21/c 

Unit cell dimensions a = 13.1517(11)Å 

b = 31.432(3)Å 

c = 31.390(3) Å 

α  γ   9 ° 

β   96.254(4) 

a = 11.3378(14) 

b = 35.941(6)  

c = 17.742(4) 

α  γ   9 ° 

β   108.307(11) 

a = 19.163(6) 

b = 8.185(2) 

c =20.037(6) 

 

α   γ   9  

β   ° 

Volume 12898.9 6863.8(3) 2857.6 Å3 

Z 4 4 4 

Density (calculated) 1.419 g cm−3 1.346 g cm−3 1.396 g cm−3 

Absorption coefficient 1.387 mm-1 1.322  mm-1 2.845 

F(000) 5472 2866 1240 

Crystal size 0.200x0.300x0.400 

mm3 

0.250 x 0.130 x 0.02 

mm3 

0.14x0.10x0.02 mm3 
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Theta range for data 

collection 

3.16 to 68.44° 2.90 to 58.36° 2.5341° to 61.1377° 

Index ranges -15<=h<=15, -

34<=k<=37, -

37<=l<=37 

-12<=h<=12, -

39<=k<=39, -

19<=l<=19 

−16≤ ≤23, −9≤k≤8, 

−24≤ ≤2  

Reflections collected 23728 9671 14352 

Independent 

reflections 

9836 [R(int) = 0.0631] 8604 [R(int) = 0.0571] 4874 [R(int) = 0.063] 

Completeness to theta 

= 63.898° 

99.4 % 99.6 % 93.3 % 

Absorption correction Multi-Scan Multi-Scan Multi-scan 

Refinement method Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

Full-matrix least-

squares on F2 

Goodness-of-fit on F2 0.769 1.088 1.066 

Final R indices 

[I>2σ(I)] 

R1 = 0.0537, wR2 = 

0.1580 

R1 = 0.0644, wR2 = 

0.1655 

R1 = 0.1133, wR2 = 

0.1783 

R indices (all data) R1 = 0.0562, wR2 = 

0.1621 

R1 = 0.0637, wR2 = 

0.1747 

R1 = 0.0804, wR2 = 

0.2327 

 

11.3 SI: [VOCu(DPP)2]: The heterometallic version of a two-qubit quantum 

logic gate 

 

Dipyrromethane (DPM), 5,15-diphenylporphyrin (DPP), 5-bromo-10,20-

diphenylporphyrin (BrDPP), (5,15-diphenylporphyrinato)copper(II) ([Cu(DPP)]), 5-

iodo-10,20-diphenylporphyrin (H2IDPP), and 5,15-diphenyl-(10-

pinacoleboryl)porphyrin (BpinDPP) were synthesized according to literature 

procedures.[142,242–246] 

 

Oxo(5,15-diphenylporphyrinato)vanadium(IV) ([VO(DPP)]):[97] A pre-dried Schlenk 

flask was charged with phenol (6 g, 6.37 mmol), DPP (200 mg, 0.43 mmol), and 

VO(acac)2 (200 mg, 0.75 mmol). The solids were heated at 165 °C under an Ar 

atmosphere for 18 h. Afterward, the reaction mixture was cooled to 150 °C and 
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distilled under a constant N2 flow until all phenol was removed. The crude product 

was diluted with 300 mL of CH2Cl2, filtered, and the solution was concentrated under 

reduced pressure. Compound [VO(DPP)] was purified with column chromatography 

(flash SiO2 hexane: CH2Cl2, 1:1, Rf = 0.22). The desired fraction was collected, the 

eluent removed under reduced pressure, and the product recrystallized from a 1:5 

acetonitrile: CH2Cl2 mixture to yield 190 mg (0.36 mmol, 84%) of needle-like purple 

crystals of [VO(DPP)]. APCI-MS (m/z): 528.1150 (M+H+, calcd), 528.1151 (M+H+, 

found). UV/Vis (CH2Cl2): λmax (log(ε)) = 414 (5.7), 536 (4.4), 572 nm (3.7). 

 

Oxo(5-iodo-10,20-diphenylporphyrinato)vanadium(IV) ([VO(IDPP)]):[142] In a 

Schlenk flask, [VO(DPP)] (100 mg, 0.19 mmol) was dissolved in 60 mL CH2Cl2 

under N2 flow. To this solution, pyridine (0.3 mL, 296 mg, 3.8 mmol) was added, and 

the reaction mixture was degassed with N2. Subsequently, I2 (96 mg, 0.38 mmol) and 

PIFA (245 mg, 0.57 mmol) were added, and the reaction mixture was stirred at rt and 

in the dark for 2 h. The reaction mixture was quenched with 30 mL of an aqueous 

solution of Na2S2O3. The water and organic phase were separated, and the organic 

phase was washed with a 30 mL sat. NaHCO3 solution three times. The organic phase 

was dried with Na2SO4, and the solvent was evaporated under reduced pressure. The 

crude product was purified with column chromatography (flash SiO2, 1:2 hexane: 

CH2Cl2, Rf = 0.55). Polycrystalline powders of [VO(IDPP)] were obtained by the 

slow evaporation of the eluent (26 mg, 0.04 mmol, 21 %). APCI-MS (m/z): 653.0116 

(M+H+, calcd), 654.0043 (M+H+, found). UV/Vis (CH2Cl2): λmax (log(ε)) = 423 (5.5), 

547 nm (4.1), 

 

(5-Iodo-10,20-diphenylporphyrinato)copper(II) ([Cu(IDPP)]): A solution of 

Cu(OAc)2 (1.14 g, 6.3 mmol) in methanol was added to a solution of free base 5-iodo-

10,20-diphenylporphyrin (371 mg, 0.63 mmol) in CHCl3. The resulting mixture was 

stirred at 65°C for 2 h, concentrated in vacuo, and subjected to column 

chromatography on silica gel, eluting with DCM. A red powder was obtained by 

precipitation with n-hexane. Yield: 397 mg, 0.61 mmol, 97%. APCI-MS (m/z): 
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649.9825 (M+H+, calcd.), 650.0027 (M+H+, found), UV/Vis (CH2Cl2): λmax (log(ε)) = 

412 (5.40), 537 nm (4.15). 

 

(5-[Oxo(10,20-diphenylporphyrinato-5-yl)vanadium(IV)]-10,20-diphenylporphyrin, 

V(IV)O-free base dimer ([VOH2(DPP)2]):[149,213] To a pre-dried double-necked round 

bottom flask, [VO(IDPP)] (10 mg, 0.015 mmol) and BpinDPP (9 mg, 0.015 mmol) 

were added among with Cs2CO3 (0.04 mmol, 13 mg) under an Ar flow. The solids 

were solved in 5 mL of dry DMF and 10 mL of dry toluene. The solution was degassed 

with Ar for about 30 min. After the degassing, Pd(PPh3)4 (1.2 mg, 0.001 mmol) was 

added. The reaction mixture was heated to 80 °C and stirred for 18 h (TLC-check). 

The reaction was quenched by adding 10 mL of water. The water and organic phase 

were separated, and the organic phase was washed three times with 10 mL water. The 

organic phase was collected and dried with Na2SO4. The solvent was evaporated using 

a rotatory evaporator, and the crude product was purified with column 

chromatography (flash SiO2, 1:1 hexane:CH2Cl2, Rf = 0.24). After slow evaporation 

of the eluent, violet needles of [VOH2(DPP)2] (12 mg, 0.012 mmol, 83 %) were 

obtained. To remove residual [VO(DPP)], an additional column using toluene as 

eluent was performed (flash SiO2, toluene, Rf = 0.67). 1H NMR (400 MHz, CDCl3): δ 

1 .39 ( , 1H), 9.44 (b , 2H), 9. 8 (b , 2H), 8.22 (b , 4H), 7.69 ( , 1 H), −1.58     

(s, 2H). ESI-MS (m/z): 988.2843 (M+H+, calcd), 988.2849 (M+H+, found). IR 

ṽmax/cm-1: 3302 (w, N-H, stretching), 3050 (w, C=C stretching), 3020 (w), 1597 (w, 

N=C stretching), 1317 (m), 1152 (w), 1065 (m), 997 (s, V=O stretching), 967 (m), 

957 (m), 856 (m), 792 (s), 722 (s), 697 (m), 655 (m). UV/Vis (CH2Cl2): λmax (log(ε)) 

= 416 (5.3), 447 (5.3), 513 (4.7), 548 (4.7), 586 (4.3), 642 nm (3.4). 

 

(5-[10,20-Diphenylporphyrinato-5-yl)copper(II)]-10,20-diphenylporphyrin, Cu(II)-

free base dimer  ([CuH2(DPP)2]):[149,213] In a pre-dried double-necked round bottom 

flask, [Cu(IDPP)] (10 mg, 0.015 mmol) and BpinDPP (9 mg, 0.015 mmol) were 

added together with Cs2CO3 (13 mg 0.04 mmol,) under an Ar flow. The solids were 

dissolved in 5 mL of dry DMF and 10 mL of dry toluene. The solution was degassed 
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with Ar for about 30 min. After the degassing, Pd(PPh3)4 (1.2 mg, 0.001 mmol) was 

added. The reaction mixture was heated to 80 °C and stirred for 18 h (TLC-check). 

The reaction was quenched by adding 10 mL of water. The water and organic phase 

were separated, and the organic phase was washed three times with 10 mL water. The 

organic phase was collected and dried with Na2SO4. The solvent was evaporated at 

the rotatory evaporator, and the crude product was purified with column 

chromatography (flash SiO2, 3:1 hexane:CH2Cl2, Rf = 0.24). To remove residual 

[Cu(DPP)], an additional size exclusion chromatography (SEC) can be performed 

using toluene:CH2Cl2:CH3OH 70:20:10 mixture as eluent. 1H NMR (400 MHz, 

CDCl3): δ 10.34 (s, 1H), 9.40 (br, 2H), 9.03 (br, 2H), 8.22 (br, 4H), 7.72 (br, 6H), 7.56 

(b , 2H), 7.42 (b , 4H) −2.61     ( , 2H). MALDI-orbitrap (m/z): 984.2745 (M+H+, 

calcd), 984.2732 (M+H+, f   d). I : ṽmax/cm-1: 3294 (w, N-H, stretching), 3037 (w, 

C=C stretching), 3018 (w), 1598 (m, N=C stretching), 1442 (m), 1376 (m), 1312 (m), 

1218 (w), 1091 (m), 912 (m), 957 (m), 856 (m), 791 (s), 699 (m). UV/Vis (CH2Cl2): 

λmax (log(ε)) = 410 (5.1), 440 (5.0), 512 (4.2), 539 (4.3), 586 (3.9), 642 nm (3.4). 

 

(5-[10,20-Diphenylporphyrinato-5-yl)copper(II)]-[oxo(10,20-

diphenylporphyrinato)vanadium(IV) , Cu(II)-V(IV)O dimer ([VOCu(DPP)2]): 

[VOH2(DPP)] (10 mg, 0.010 mmol) was dissolved in 5 mL of CH2Cl2. To this 

solution, Cu(acac)2 (10 mg, 0.038 mmol) dissolved in 5 mL CH2Cl2 was added 

dropwise at rt while stirring. After 16 h, the reaction mixture was poured into a short 

silica pad (flash SiO2, 1:1 hexane:CH2Cl2, Rf = 0.32). Small violet needles of 

[VOCu(DPP)2] (9.4 mg, 0.009 mmol, 90 %) were obtained by recrystallization from 

a MeOH: CH2Cl2 1:5 mixture. APCI-MS (m/z): 1049.1983 (M+H+, calcd), 1049.1995 

(M+H+, f   d). I : ṽmax/cm-1: 3092 (w), 3048 (w, C=C stretching), 2925 (w), 2854 

(w), 1811 (w), 1599 (m, N=C stretching), (1528 m, N=C stretching), 1440 (m), 1381 

(m), 1319 (s), 1298 (s), 1210 (m), 1179 (m), 1153 (m), 1064 (s), 996 (V=O stretching), 

859 (m), 830 (m), 796 (s), 721 (s), 697 (s), 658 (s), 510 (vs). UV/Vis (CH2Cl2): λmax 

(log(ε)) = 415 (5.3), 442 (5.2), 548 (4.6), 586 nm (4.0). EA (%); (calcd): N 10.64, C 

73.24, H 3.65. (found): N 10.30, C 73.26, H 3.44 
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Figure 11.10: UV/Vis spectra of the compounds [VOH2(DPP)2] (orange line), 

[CuH2(DPP)2] (black line), [VOCu(DPP)2] (blue line), and [VO(TrPP)]2
[217] (light 

gray line) in CH2Cl2.When comparing the UV/Vis spectra of the dimers presented in 

this work with the homometallic dimer,[217] one can see that the bands are broader and 

red-shifted. 
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Figure 11.11: Experimental (top, blue line) and simulated (bottom, orange line) 

APCI-MS signals of compound [VOH2(DPP)2] 
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Figure 11.12: MALDI-Orbitrap signals of compound [CuH2(DPP)2], full range (top), 

compared with the simulated pattern (bottom, left) in the zoomed region between 981-

990 m/z (bottom, right) 

 

  



11 Detailed synthetic procedures & characterizations 

 

 
188 

 

 

Figure 11.13: Experimental (top, blue line) and simulated (bottom, orange line) 

APCI-MS signals of compound [VOCu(DPP)2]. 
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Figure 11.14: 1H-NMR spectrum in CDCl3 of compound [VOH2(DPP)2] (from δ = 

−3    12    ).             b  w        d 3              d    H2O and grease 

contamination.[247] 

 

 

Figure 11.15: 1H-NMR signals in CDCl3 of compound [VOH2(DPP)2] in the 

aromatic region. Only the signals allocable to the free base porphyrin unit were 

integrated. The broad signals marked with * correspond to 1H-signals of the 

VOIVporphyrin unit. 

 

* * 

* * 
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Figure 11.16: 1H-NMR spectrum in CDCl3 of compound [CuH2(DPP)2] (from δ = 

−3    12    ).             b  w        d 3              d    H2O and grease 

contamination.[247] 

 

 

Figure 11.17: 1H-NMR signals in CDCl3 of compound [CuH2(DPP)2] in the aromatic 

region. Only the signals allocable to the free base porphyrin unit were integrated. The 

broad signals marked with * correspond to 1H-signals of the CuIIporphyrin unit. 

 

* 

* 
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Figure 11.18: Experimental PXRD pattern (blue line) of [VOCu(DPP)2]. The PXRD 

pattern was simulated using the crystallographic data obtained from the crystal 

structure of [VOCu(DPP)2] assuming a perfectly isooriented powder (orange line) 

and assuming a preferential orientation of the powders along the (112) direction (black 

line) with a March-Dollase parameter of 4.[248] Due to the morphology of the small 

needle-like microcrystals, diffraction patterns belonging to the reflexes parallel to the 

c-axes are visible with a lower intensity. On the right side, the needle-like crystals of 

[VOCu(DPP)2] are shown under a light microscope. 
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Table 11.3: Crystal data and structure refinement for compounds [VO(DPP)], 

[Cu(DPP)], [VOH2(DPP)2], and [VOCu(DPP)2]. 

          f        32H2  4 V   33H21 4  3     64H4  8 V   64H38   8 V  

F       w      527.46 643.43 987.98 1 49.5  

            1  (2) K 11 (2) K 1  (2) K 1  (2) K 

  v        1.54178 Å 1.54176 Å 1.54178 Å 1.54178 Å 

                                                           

             21/   21/   4    4/    

          d              6.8212(2) Å 

b   19. 316(6) 

Å 

    9.6358(3) Å 

     9 °. 

β   

1 5.9111(13)° 

    18.299(3) Å 

b   13.7344(16) 

Å 

    1 .81 8(14) 

Å 

      9 °. 

β   99.422(9)°. 

    b   

19.13 (9) Å   

    13. 44(6) 

Å  

α   β     

9 °. 

    b   19.275(2) 

Å  

    13. 84(3) Å 

α   β    9 ° 

V      12 2.98(6) Å3 268 .4(6) 4774(5) Å3 4861.3(17) Å3 

  2 4 4 4 

D       (         d) 1.456   / 3 1.594   / 3 1.375   / 3 1.434   / 3 

Ab            ff       3.722   -1 4.158   -1 
2.176   -1 2.587   -1 

F(   ) 542 13 8 2 44 2152 

          z   .115    . 47   

 . 4   3 

 .2      .13    

 . 7   3 

 .151    . 41 

   . 28   3 

 .246    . 38   

 . 29   3 

            f   d    

           

4.647    

69.947°. 

2.45    69. 3° 2.3 9    

63.898°. 

3.242    6 .615°. 

I d          -8≤ ≤8, -
23≤k≤23, -
11≤ ≤11 

-22<  < 21, -

16< k< 16, -

12<  < 13 

-22≤ ≤22, -

22≤k≤22, -

15≤ ≤15 

-12≤ ≤21, -

21≤k≤16, -

14≤ ≤14 

  f                 d 22    24644 58671 1828 

I d    d      f         2276 [ (   )   

 . 551] 

48 2 [ (   )   

 . 731] 

3962 [ (   )   

 .1447] 

1828 [ (   )   

 .2816] 

                        

63.898° 

1  .    96.3  1  .    99.1   

Ab                        -          

f    

     -         -

          

    -          

f     q  v       
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 q  v       f    

 q  v       

   .   d    . 

             

 .7533   d 

 .6237 

 .7531   d 

 .4123 

 .7524   d 

 .6457 

 .7518   d 

 .339  

  f             d F   -       

     - q         

F2 

F   -            -

 q         F2 

F   -       

     - q      

   F2 

F   -            -

 q         F2 

D   /          /           2276 /   / 182 48 2 /   / 37  3962 / 7 3 / 

512 

1828 / 315 / 248 

G  d    - f-f      F2 1.157 1.1 2 1. 18 1. 66 

F         d     [I>2σ(I)]  1    . 473,  

w 2    .1 45 

 

 1    .1175,  

w 2    .2979 

 1    . 727, 

w 2    .1725 

 1    .1211, 

w 2    .2936 

    d     (    d   )  1    . 5 9 

w 2    .1 58 

 1    .1327, 

w 2    .3 92 

 1    .1297, 

w 2    .2 94 

 1    .18 7, 

w 2    .3378 

L       d ff.    k   d 

     

 .258   d -

 .281  .Å-3 

1.948   d -1.536 

 Å-3 

 .166   d -

 .189  .Å-3 

 .468   d - .531 

 .Å-3 

 

11.4 SI: The chemical versatility of porphyrins 

 

5,15-diphenyl-(10,20-dipinacoleboryl)porphyrin (Bpin2DPP) was synthesized 

according to a literature procedure.[246] 

 

Synthesis of [{VO}2(DPP)2(H2DPP)]: 

In a pre-dried double-necked round bottom flask, Bpin2DPP (5 mg, 0.007 mmol) and 

[VO(IDPP)] (9 mg, 0.014 mmol, 2 eq.) were added together with Cs2CO3 (18 mg 

0.056 mmol, 4 eq.) under an Ar flow. The solids were dissolved in 6 mL of dry DMF 

and 12 mL of dry toluene. The solution was degassed with Ar for about 30 min. After 

the degassing, Pd(PPh3)4 ( .8   , 7 ∙ 1 -4 mmol. 0.1 eq.) was added. The reaction 

mixture was heated to 80 °C and stirred for 18 h (TLC-check). The reaction was 

quenched by adding 10 mL of water. The water and organic phase were separated, 
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and the organic phase was washed three times with 10 mL water. The organic phase 

was collected and dried with Na2SO4. The solvent was evaporated at the rotatory 

evaporator, and the crude product purified with column chromatography twice (flash 

SiO2, petrol ether:CH2Cl2:NEt3 1:1:0.01, Rf = 0.21, and flash SiO2, hexane:CH2Cl2 1:2, 

Rf = 0.42) to yield red [VOH2VO(DPP)3] powder (1.6 mg, 0.001 mmol, 15 %). 

λmax(CH2Cl2) 414 nm, 469 nm, 521 nm, 549 nm, 597 nm, 654 nm. MALDI-orbitrap 

(m/z): 1514.3791 (M+H+, calcd), 1514.3822 (M+H+, found). 

 

 

Figure 11.19: UV/Vis spectrum comparison of [VOH2(DPP)2] (orange spectrum) 

and [{VO}2(DPP)2(H2DPP)] (black spectrum). 
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Figure 11.20: Experimental MALDI-orbitrap of [VOH2VO(DPP)3] (left), compared 

to the simulated one (right). 

 

Synthesis of [VO(ITrPP)]: 

In a Schlenk flask, [VOTrPP)] (40 mg, 0.067 mmol) was dissolved in 30 mL CH2Cl2 

under N2 flow. To this solution, pyridine (0.5 mL, 490 mg, 6.2 mmol, 92 eq.) was 

added and the reaction mixture was degassed with N2. Subsequently, I2 (50 mg, 0.198 

mmol, 3 eq.) was added to the mixture. In the meantime, a PIFA (85 mg, 0.198 mmol, 

3 eq.) solution in10 mL of CH2Cl2 was prepared and this solution was added dropwise 

to the solution containing [VOTrPP)]. After all the PIFA solution was added, the 

reaction mixture was stirred at rt and in the dark for 1 h. The reaction mixture was 

quenched with 15 mL of an aqueous solution of Na2S2O3. The water and organic phase 

were separated, and the organic phase washed with a 15 mL sat. NaHCO3 solution 

three times. The organic phase was dried with Na2SO4, and the solvent was evaporated 

under reduced pressure. The crude product was purified with column chromatography 

(flash SiO2, hexane:CH2Cl2:NEt3, 1:1:0.01, Rf = 0.27). Polycrystalline powders of 

[VO(ITrPP)] (34 mg, 0.047 mmol, 70 %) were obtained by the slow evaporation of 

the eluent mixture λmax(CH2Cl2) 428 nm, 552 nm, 589 nm. MALDI-orbitrap (m/z): 

729.0350 (M, calcd), 729.0342 (M, found). 
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Figure 11.21: Experimental MALDI-orbitrap of [VO(ITrPP] (left), compared to the 

simulated one (right). 

 

Synthesis of [{VO}2(TrPP)2(H2DPP)]: 

In a pre-dried double-necked round bottom flask, Bpin2DPP (12 mg, 0.016 mmol) and 

[VO(ITrPP)] (24 mg, 0.033 mmol, 2 eq.) were added together with Cs2CO3 (22 mg 

0.068 mmol, 4 eq.) under an Ar flow. The solids were dissolved in 10 mL of dry DMF 

and 20 mL of dry toluene. The solution was degassed with Ar for about 30 min. After 

the degassing, Pd(PPh3)4 (2 mg, 0.0017 mmol. 0.1 eq.) was added. The reaction 

mixture was heated to 80 °C and stirred for 5 h (TLC-check). The reaction was 

quenched by adding 15 mL of water. The water and organic phase were separated, 

and the organic phase was washed three times with 20 mL water. The organic phase 

was collected and dried with Na2SO4. The solvent was evaporated at the rotatory 

evaporator, and the crude product purified with column chromatography (flash SiO2, 

hexane:CH2Cl2:NEt3 1:1:0.01, Rf = 0.22) to yield red [{VO}2(TrPP)2(H2DPP)] 

powder (16 mg, 0.0096 mmol, 60 %).. λmax(CH2Cl2) 311 nm, 420 nm, 473 nm, 521 

nm, 556 nm, 597 nm, 655 nm. MALDI-orbitrap (m/z): 1665.43390 (M+H+, calcd), 

1665.43626 (M+H+, found). 
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Figure 11.22: UV/Vis spectrum comparison of [VOH2(DPP)2] (orange spectrum) 

and [{VO}2(TrPP)2(H2DPP)] (black spectrum). 

 

 

Figure 11.23: Experimental MALDI-orbitrap of [{VO}2(TrPP)2(H2DPP)] (left), 

compared to the simulated one (right). 
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Synthesis of [Cu(BrTrPP)]: 

In this synthesis, 100 mg (0.147 mmol) of BrTrPP were solved in 12 mL of CHCl3. 

Then, 146 mg (0.735 mmol, 5 eq.) of Cu(OAc)2 ∙ H2O in 6 mL MeOH were 

successively added to the solution and the reaction mixture was stirred for two hours 

(check UV/VIS spectroscopy and TLC check (petroleum ether/ethyl acetate 4:1). 

After that, 10 mL of water was poured to the reaction mixture and the organic phase 

was separated from the water phase. The water phase was washed three times with 20 

mL CHCl3. The organic phases were collected and dried with NaSO4 and afterward 

CHCl3 was removed under reduced pressure. The precipitation was collected and 

washed with water and MeOH. After drying for two days in the desiccator, 89 mg 

(0.124 mmol, 77 %) of [Cu(BrTrPP)] as a dark red powder was obtained. 

λmax(CHCl3) = 412 nm, 540 nm; EA: C38H23N4BrCu (calc, %) = C 67.21 %, H 3.41, 

N 8.25; (exp, %) = C 71.54, H 3.27, N 8.16. 

 

Synthesis of [VO(BrTrPP)]: 

[VO(TrPP)] powders (30 mg, 0.05 mmol) were dissolved in 15 mL CHCl3, and 

pyridine was added (0.08 mL, 0.99 mmol, 20 eq.). The solution was cooled to 0°C 

with an ice-bath. To this solution, NBS (17 mg, 0.1 mmol, 2 eq.) solved in 5 mL 

CHCl3 was added dropwise, and the reaction mixture stirred at 0°C for 10 min. The 

reaction mixture was quenched with 10 mL acetone. The solvent was evaporated 

under the rotatory evaporator, and the crude product purified with column 

chromatography (flash SiO2, CH2Cl2:hexane 1:1). After recrystallization in a mixture 

of CH2Cl2:CH3CN 5:1, polycrystalline powders of [VO(BrTrPP)] (28 mg, 0.04 

    , 8        d) w     b     d. λmax(CHCl3) = 425 nm, 551 nm; EA: 

C38H23N4BrVO ∙ 2 CH2Cl2 (calc, %) = C 56.37, H 3.19, N 6.57; (exp, %) = C 55.58, 

H 2.84, N 6.58.  
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Figure 11.24: Crystal structures of [Cu(BrTrPP)] (left) and [VO(BrTrPP)] (right). 

Atoms are shown as thermal ellipsoids (50 % probability). Color code: C = dark grey, 

N = blue, O = red, Br = light brown, Cu = orange, V = green. Hydrogens are omitted 

for clarity. 

 

Table 11.4: Crystal data and structure refinement for [Cu(BrTrPP)] and 

[VO(BrTrPP)]. 

Empirical formula C38H23N4BrCu C38H23N4BrOV 

Formula weight 679.05 686.88 

Temperature 100 (2) K 293(2) K 

Wavelength 1.54184 0.71073 Å 

Crystal system  monoclinic 

Space group P21/n C2/c 

Unit cell dimensions a = 14.452(6) Å 

b = 9.609(3) Å 

c = 20.298(7) Å 

α  γ   9 °. 

β   91.81 (15)°. 

a = 23.938(7) Å 

b = 11.2555(16) Å 

c = 26.683(6) Å 

α  γ   9 °. 

β   116.19(3)°. 

Volume 2817.4(16) 6451(3) 

Z 4 8 

Density (calculated) 1.601 1.414 mg/m3 

Absorption coefficient 3.037 4.158 mm-1 

F(000) 1372 2777 

Crystal size 1.00 x 0.300 x 0.250 mm3 0.200 x 0.130 x 0.07 mm3 

Theta range for data collection 3.6995 to 72.0982° 4.307 to 35.008° 
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Index ranges -17<=h<=17, -11<=k<=11, -

24<=l<=25 

-33<=h<=37, -16<=k<=16, -

40<=l<=39 

Reflections collected 6318 11173 

Independent reflections 5506 [R(int) = 0.1301] 3677 [R(int) = 0.1401] 

Completeness to theta = 63.898° 98.7 % 99.62 % 

Absorption correction Multi-Scan Multi-Scan 

Max. and min. transmission 0.7536 and 0.4933 1.00 and 0.66291 

Refinement method Full-matrix least-squares on 

F2 

Full-matrix least-squares on 

F2 

Goodness-of-fit on F2 1.061 1.249 

F         d     [I>2σ(I)] R1 =0.0962, wR2 = 0.1603 R1 = 0.0432, wR2 = 0.2901 

R indices (all data) R1 = 0.0637, wR2 = 0.1832 R1 = 0.1410, wR2 = 0.3751 

 

XPS-Characterization 

[VO(BrTrPP)] deposits: XPS analyses were carried out in an UHV chamber with a 

base pressure lower than 10−9 mbar. The chamber was equipped with a non-

            z d    Kα   d       ( ν = 1253.6 eV) and a hemispherical electron/ion 

energy analyzer (VSW mounting a 16-channel detector). 

 

[Cu(BrTrPP)] deposits: XPS measurements were performed using a micro-focused 

              A  Kα   d              (1486.6  V, model SPECS XR-MS Focus 

600) and a multichannel detector electron analyzer (model SPECS Phoibos 150 

1DLD) 

Both [VO(BrTrPP)] and [Cu(BrTrPP)] molecules evaporate at a 

temperature of around 250°C, with a deposition rate of approximately 0.7 nm/h. 

Deposition rates were monitored by a quartz microbalance. The XPS-spectrum shows 

the intensity expressed as counts per second (CPS) of the detected photoelectrons 

against the binding energy (B.E) of electrons in the first substrate layers. Signal 

attribution of components affected by SOC were allocated according to the Handbook 
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of X-ray Photoelectron Spectroscopy.[249] The Casa XPS software was used to fit XPS 

signals using mixed Gaussian and Lorentzian functions, and using a Shirley or linear 

type background. The Lorentzian and Gaussian contributions to the fit were weighted 

with 70 % Lorentzian contribution and 30 % Gaussian contribution. Signal areas were 

used to perform a semi-quantitative elemental analysis and evaluate the intactness of 

the molecular deposit after the deposition. Indeed, XPS signal areas are proportional 

to the number of atoms on the surface and allow a quantitative elemental analysis to 

be compared with the compound stoichiometry. All the XPS-spectra were calibrated 

to the Au4f signal at 84 eV. For the semiquantitative analysis, signal areas were 

corrected for the elemental cross-section, considering instrument sensitivity of each 

element.[250] Then, the corrected area of each element (N1s, C1s, Cu2p, and Br3p) was 

divided by the total area given by the sum of all peak areas of the elements. 
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11.5 Cw-EPR spectrometer 

 

Figure 11.25 shows a schematic drawing of a cw-EPR spectrometer. With the EPR 

spectrometer, the absorption of electromagnetic waves in a static magnetic field by a 

paramagnetic sample can be detected and measured. The theoretical background that 

causes the absorption and the obtained spectra were explained in Chapter 2. Samples 

can be cooled down to 4 K when a cryostat is available. The sample can be measured 

in solid-state, as a single crystal, microcrystalline powders or in solution (frozen or 

liquid).[251] Small amounts of sample are usually necessary to detect the signal. Since 

the linewidth of the EPR-spectrum increases with decreasing T2, too high 

concentrations of a paramagnetic sample enhance the linewidth and suppress smaller 

contributions in the spectrum, thus diluted samples provide more resolution. The 

sample is put in a thin quartz tube and is inserted into the sample holder. 

 

 

Figure 11.25: Schematic drawing of a simple cw-EPR spectrometer.[252] 
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The EPR-spectrometer used in this thesis is the Bruker Elexsys E500 spectrometer 

equipped with an SHQ cavity (υ = 9.39 GHz). Low-temperature measurements were 

obtained using an Oxford Instruments ESR900 continuous flow helium cryostat. The 

MW generator generates the microwave, which passes through an attenuator that can 

attenuate the microwave power. The attenuation is important, because if T1 is too high, 

saturation is reached when the microwave power is also too high. From the attenuator, 

the microwave passes through the circulator that directs the microwave into the 

resonator. Due to a mirror on the top and bottom of the resonator, the microwave can 

be held in the resonator, creating a stationary wave. Destructive interference occurs 

when the resonator length is long enough so that the phases of the arriving microwave 

and the leaving microwave are shifted to 180°. The mirror between the top and bottom 

of the resonator can be adjusted before a measurement so that the resonator has the 

same length as the wavelength of the microwave (~ 3cm). When the sample is put in 

the resonator, the magnetic field will be varied and when the field-dependent Zeeman 

splitting is the same as the energy of the microwave, some of the microwaves will be 

absorbed from the sample, and the microwave can leave the resonator and go to a 

diode where a current is produced. The current is proportional to the reflected 

microwave and creates a signal on the monitor. To improve the sensitivity, the static 

magnetic field is modulated. This is done by adding a Cu-spool on the resonator, 

which creates a varying magnetic field parallel to the quasi-static magnetic field. The 

modulation appears in the diode current when the sample absorbs the microwave. This 

current is filtered out and rectified. The obtained voltage is proportional to the 

absorption signal. The modulation amplitude can be adjusted before a measurement. 

Note that the modulation amplitude must be smaller than the resonance linewidth. 

Otherwise, the signal will be distorted and eventually disappear for too high 

modulation. Due to the modulation, the signal appearing on the monitor is the first 

derivative of the absorption signal. The most common used cw-EPR spectrometers 

are in the X-band region. This type of spectrometer works in a 0.37-1 T magnetic field 

range, with a microwave of 8-12 GHz. Other regions are the Q-band (~ 35 GHz) and 

the W-band (~ 95 GHz). Spectrometers working with a frequency above 70 GHz are 

considered High-frequency EPR spectrometers. The cw-EPR spectrometer works 
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with a variable H0-field and a constant microwave frequency. Resonance can also 

occur if the frequency is changed, and the field is constant. This is done in pulsed-

EPR spectroscopy. With pulsed-EPR spectroscopy, the relaxation times T1 and T2 can 

be determined. Pulsed-EPR also has a better resolution at higher fields and 

frequencies.[34] 

Figure 11.26, top, shows the EPR spectrum of a Cu2+ complex with 

hyperfine coupling, and as explained earlier, the two dominant signals correspond to 

the g values of g‖, and g┴. The difference in signal intensity can be explained by 

statistical means, because the surface area of a sphere is larger around the xy-plane 

and therefore the number of spins is higher as well, thus increasing the intensity of the 

signal.  

 

Figure 11.26: Simulated EPR-spectra in a liquid solution (isotropic A and g values, 

left) and frozen solution (right) for a Cu2+ (top) and V4+ complex (bottom). The 

parameters used for the simulations are: g = 1.989, A = 250 MHz (isotropic, V4+ 

complex); g = [1.985 1.985 1.964], A = [250 250 500] MHz (axial, V4+-complex); g 

= 2.1, A = 430 MHz (isotropic, Cu2+-complex); g = [2.051 2.051 2.195], A= [300 300 

700] MHz (axial, Cu2+-complex). 
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