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Understanding the crystal field of lanthanide complexes is pivotal for the testing of Stevens operator
equivalents and the development of lanthanide-based molecular magnets. Intense theoretical investigation is
aimed at the determination of the Hamiltonian parameters, but accurate experimental tests often suffer from
overparametrization. Because of this, clear-cut experimental determinations are missing even high-symmetry
environments. Here we present a detailed study of the crystal-field parameters of Pr(III) ions in a high-symmetry
environment, using the cyano-based molecular magnetic material Pr[Co(CN)6] · 5H2O. The problem of multiple
solutions is considered with particular detail, and we show how unequivocal determination of the parameters
becomes possible only by combining different spectroscopic and magnetometric techniques. Eventually we
compare the solution with fitting methodologies that are commonly employed and we highlight the level of
information that can be gained by such procedures.
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I. INTRODUCTION

Rare-earths (REs) are exceptionally suited to creating mag-
netic materials [1], because they offer high anisotropies [2]
and high-spin ground states [3], and, as a consequence, they
find application in several commercial magnetic alloys [4].
When they are included into coordination complexes, their
magnetic properties can be tuned with the tools of molecular
chemistry: since the discovery of the first lanthanide-based
complexes with slow relaxation of the magnetization [5], the
use of REs in the synthesis of single-molecule magnets has
boomed [1–3,6–10], and they have been employed in molec-
ular spintronic [11–13] devices, photoswitchable magnetic
chains [14], nuclear spin manipulation schemes [15,16], and
the creation of molecular magnets with record values of the
blocking temperature [17–19]. These molecular nanomagnets
can be functionalized with different chemical groups, so
as to tailor their chemophysical properties [20] in order to
attach them onto surfaces [21,22], sandwitch them between
electrodes [12,13] and control them via external stimuli, such
as magnetic or electric fields, temperature, pressure or light
[23–28]. Finally, quantum coherence properties can be tuned
promoting phase-memory times in the microsecond regime
[29–34], a crucial requirement for potential quantum appli-
cations.

Understanding the interactions between the lanthanide
ions and their crystal-field environment is crucial not only
to optimize the magnetic response, but also to rationalize
their behavior on surfaces or inside spintronic devices. The
magnetic properties of REs are determined by the electronic
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orbitals occupied by the 4 f electrons. The energy splitting
of the resulting states is mainly affected by Coulomb in-
teractions, spin-orbit coupling and the electrostatic potential
generated by the surrounding crystal-field as indicated in
Fig. 1(b). Due to the localized nature of 4 f electrons, electron
repulsion interactions (∼10 000 cm−1) and spin-orbit cou-
pling (∼1000 cm−1) dominate over crystal-field interactions
(∼100 cm−1) [35]. As a result, the spin eigenfunctions |�S〉
do not correspond to the simple |MJ〉 levels, but need to be ex-
pressed as a weighted combination of all |MJ〉s. Determining
these combinations is highly nontrivial, and makes the precise
modeling of the magnetic properties particularly difficult.
Furthermore, due to spin-orbit coupling, a strong crystal-
field may cause a substantial coupling of different Coulomb
terms. Only in favourable cases, where either the spin-orbit
coupling induced J mixing is negligible, or the crystal-field
splitting is small and the intermediate coupling model can
be employed, the Russell-Saunders coupling scheme can be
utilised and Stevens operator equivalents formalism can be
used to describe the level splitting of a rare-earth system [36].
However, more accurate results are obtained when J mixing
is considered. Therefore we will take advantage of the Racah
tensor formalism in this studies [35]. Efforts are underway
to establish a general theoretical model for all lanthanide
ions, which can explain the magnetic properties from the
analysis of the crystal field, and a few theoretical frameworks
have been developed. Effective electrostatic models of point
charges around a rare earth ion [37] and novel computational
packages that perform calculations for first-order unquenched
orbital moments, and use electronic terms as the basis states
for each ion [38], as well as more traditionally known ab initio
techniques [39], are displaying their power, and opening new
perspectives in the field [40–44].
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FIG. 1. (a) Crystal structure of (ab plane) of Pr[Co(CN)6] ·
5H2O, as obtained via x-ray crystallography and viewed along the
crystallographic C3 symmetry axis. Water molecules are omitted for
clarity. (b) Scheme of the origin of the splitting of the energy levels
of the Pr(III) ions. Electron-electron interactions produce Russell-
Saunders states for the free-ion Hamiltonian. Additionally, states
with the same J coming from different Coulomb terms are mixed
by spin-orbit coupling, and the crystal field splits the J multiplets, as
described by Eqs. (3) and (4) in the text.

Validation of these models is also quite challenging, be-
cause it requires a very precise experimental determination of
all the crystal-field parameters of the spin Hamiltonian. When
using the standard formalism of Stevens operators, there is no
guarantee that the resulting series of spherical harmonics will
converge, or that higher-order, low-symmetry terms will be
less important than lower-order ones. As a result, extraction
of the crystal-field parameters is basically impossible with
just magnetometric techniques, and the very large linewidths
of REs prevent the use of standard electron paramagnetic
resonance (EPR) spectroscopy. The problem becomes even
more challenging when one considers that, in order to validate
models, it is necessary not only to have the full series of
operators, but to check the sign of coefficients.

Spectroscopy allows direct observation of the magnetic
level splittings [45–49], but the determination of the mag-
netic state mixing via spectroscopic means remains very

challenging. This level of information is presently obtainable
only by using large scale facilities, e.g., via neutron scattering
techniques [23,50]. Here we show how a detailed analysis of
the crystal-field interaction parameters is made possible via a
comprehensive experimental investigation that combines mul-
tiple spectroscopic techniques and magnetic measurements.
We present an iterative approach that takes advantage of
magnetometry analysis combined with spectroscopic tech-
niques such as terahertz (THz) absorption, magnetic circular
dichroism (MCD) and low-temperature electronic absorption.
To this purpose, we use the model compound Pr[Co(CN)6] ·
5H2O, where the number of terms in the crystal-field Hamil-
tonian is reduced because of the crystallographic space group
with high, hexagonal symmetry (D3h). The methodology is
anyway exportable to other molecules, where the lanthanide
ion is in a low symmetry environment [8]. A full description
of the crystal field in such lower symmetry complexes would
require the investigation of more transitions, and the inclusion
of up to 27 crystal-field parameters in the iterative method. In
this work, we concentrate on the four crystal-field parameters
necessary for the D3h symmetry, which is fundamental for the
magnetic behavior of many frustrated lattices.

II. EXPERIMENTS

The family of Ln[Co(CN)6] · 5H2O complexes offers reg-
ular hexagonal symmetry, and is thus quite suited to our
purposes. Moreover, the Co(III) ions are in a diamagnetic
low-spin configuration, so that the only magnetic contribution
arises from the trivalent lanthanide centers. In this study, we
will focus on the praseodymium derivative, whose structure is
shown in Fig. 1(a).

Crystals were obtained [51,52] from a 0.1 M aqueous so-
lution of K3[Co(CN)6] and Pr[NO3]3 · 6H2O, whose pH was
adjusted to 5 using nitric acid, in order to control the crystal-
lization rate. Under ambient conditions, Pr[Co(CN)6] · 5H2O
slowly dehydrates into Pr[Co(CN)6] · 4H2O, and the trans-
formation lowers the hexagonal site symmetry (D3h) to an
orthorhombic one [51]. The process can be easily monitored
optically, as the crystal appearance changes over the course
of days. In order to prevent this from happening, crystals
were kept in their mother solution until the experiments. No
degradation was observed at temperatures (T ) below 273 K.
See Supplemental Material for crystallographic data [53].

A. Magnetometry

A first qualitative insight into the nature of the ground
state can be obtained from the magnetic anisotropy of the
system at low T . A low |MJ〉 ground state results in an
anisotropy of xy-type, while a large value yields an Ising-
type anisotropy. The T dependence of the magnetization of
a pressed pellet sample, measured using a Quantum Design
MPMS-XL7 SQUID magnetometer in a magnetic field of
5000 Oe is shown in Fig. 2(a). At 5000 Oe, the magnetic
response of the sample is linear and far away from saturation
(see Supplemental Material [54]). The magnetic susceptibility
χ can thus be considered as χ = M/H , where M represents
the magnetic moment.

More information can be extracted from the angular depen-
dence of the susceptibility. To this purpose, a single crystal
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FIG. 2. Magnetic response of the system. (a) Temperature de-
pendence of the effective magnetic moment μeff per ion, displayed
as in multiples of the Bohr magneton μB, as measured on a pressed
pellet. The agreement with different theoretical calculations is pro-
vided: the simplified model (red) considers the first 33 states (3H4,
3H5, and 3H6); the extended model(blue) uses the Bk

q parameters
determined from spectroscopic techniques and considers the first
91 states; the black line represents a least-square fit by CONDON.
(b) Angle-resolved SQUID measurement of a single crystal sample
(mass m = 6.89 mg, T = 3 K). Due to its uniaxial anisotropy, the
principal susceptibilites can be obtained as denoted in the figure. χ||
and χ⊥ correspond to the susceptibility parallel and perpendicular to
the C3 axis, respectively.

was fixed on an L-shaped CuBe support on the Quantum
Design MPMS Horizontal Rotator using Apiezon N grease.
The measurement was carried out at T = 3 K and H =
5000 Oe, so that the magnetic behavior is solely related to the
ground state. Due to the hexagonal symmetry of the crystal,
the magnetic anisotropy is uniaxial with the crystallographic
C3 axis being a magnetic principal axis with susceptibility
χ||. To directly obtain the principal susceptibilities χ|| and
χ⊥, we rotated the crystal along an axis perpendicular to the
C3 axis. The magnetic susceptibility χ (θ ) then depends on
the angle θ between a plane containing the C3 axis and H .
This technique allows us to determine the full susceptibility
tensor with a single rotational measurement. The results of
a full rotation is shown in Fig. 2(b), with data corrected for
the diamagnetic background, mechanical slackness and zero
position. In agreement with the planned crystal alignment, the
C3 axis is parallel to the magnetic field at θ = 47.7◦. By fitting
of the data using the expression

χ (θ ) = χ|| cos2 θ + χ⊥ sin2 θ − 2χxz cos θ sin θ, (1)

followed by a diagonalization procedure, we obtain χ|| =
2.90×10−2 emu/mol and χ⊥ = 3.49×10−2 emu/mol at 3 K.
Despite the small magnetic anisotropy, we can still identify

5 K
10K
15K
20K
25K
35K
50K
70K
100K

10 20 30

1

Tr
an

sm
is

si
on

P1

P2

T

-Frequency(cm 1)

0.1

0.01

0.001

FIG. 3. Transmission spectrum of a pressed pellet sample (with
5 mm diamater and 1.53 mm thickness) in zero field, recorded
between 3 and 36 GHz at temperatures between 5 and 100 K,
showing the presence of two peaks: the strong absorption around
20.5 GHz (labeled as P1) and a much weaker absorption region
around 33.5 GHz (labelled P2).

χ|| as the hard axis and χ⊥ as the easy axis. The observed
anisotropy excludes a ground state of MJ = 0,±1, which
favours a strong easy-plane anisotropy. For heavier lanthanide
ions, such as Dy(III) or Tb(III), the ground state would be
identified more easily, because of their usually large spin state.
However, for more isotropic systems such as Pr(III), further
data obtained via more sensitive spectroscopic techniques are
required, rather than using magnetic models to fit the energy
levels solely to the magnetic data.

B. THz and far-IR spectroscopies

The typical energy level splittings of 4 f multiplets lie in
the 100-cm−1 regime, and THz spectroscopy (0.03–1.5 THz,
1–45 cm−1) enables in-depth investigation of the magnetic
states. This technique has been previously used on various
magnetic systems to obtain the energy level splitting [55–57],
but has been unable, to date, to provide a complete set of
anisotropy coefficients, and thus the spin wave functions.

Measurements on pressed pellet samples are shown in
Fig. 3. A set of different backward-wave oscillators (BWOs)
served as THz sources, each covering a certain wavelength
regime. For measurements in a magnetic field we used an
Oxford Instruments Spectromag Split-Coil magnet SM4000
(fields up to 7 T), equipped with Mylar windows. For zero-
field measurements, we used a home-built cryostat with tilted
windows which suppress standing-wave effects in the spec-
trum. The THz radiation was detected using either a Golay cell
or a helium-cooled bolometer. The transmission was recorded
after taking a reference spectrum through a hole of same size
[58]. Data are represented after applying a Savitzky-Golay
filter in order to suppress noise arising from low output pow-
ers at certain wavelengths. Baseline oscillations arise from
Fabry-Pérot resonances within the pellet sample, and can be
fitted using Fresnel formulas [59]. An overall nonresonant
electronic absorption of microwaves is also present, which
increases both with T and frequency.
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FIG. 4. (a) Zoom-in of the magnetic field dependence of peak P1,
measured at 2 K between 0 and 7 T, showing the field dependence of
the peak center. The inset shows the calculated transition energies
from a doublet ground state as a function of the magnetic field,
using the best set of crystal-field parameters. The green and orange
curves correspond to the two lowest-lying states in a magnetic field.
(b) Nonmonotonic behavior of the transmission spectrum of peak P2.
All spectra are normalized relative to the 5 K measurement in zero
field, in order to better show the variation.

The zero-field spectrum is shown in Fig. 3. Two prominent
absorptive features appear at 20.5 and 33.1 cm−1 at 5 K,
denoted as P1 and P2, respectively.

The magnetic field dependence of P1 [Fig. 4(a)] shows
that the transition energy shifts towards higher frequencies
at higher fields. As phonon absorptions are not affected by
magnetic fields, this clearly identifies P1 as the first ex-
cited magnetic state, and magnetic dipole selection rules,

�MJ = 0,±1, must apply. The broadening of the spectrum at
higher magnetic fields can be explained with a doublet ground
state, where both states are significantly populated even at
large magnetic fields at 2 K. This observation is supported by
a calculation of the transition energies using the crystal-field
parameters discussed later. Furthermore, unresolved interac-
tions, such as hyperfine anisotropy, or g-tensor anisotropy,
could play a role here. It is interesting to notice the presence
of a slight temperature-dependent change in energy of P1
(Fig. 3), which can be connected to a small lattice constant
change at lower T , which slightly changes the crystal-field
potential felt by the 4f electrons in this region.

The absorption at P2 shows a nonmonotonous dependence
on T : when raising T from 5 K, the absorption increases until
about 25 K [Fig. 4(b)], while, above 25 K, the absorption
gradually diminishes again. This behavior is typical when in
presence of a transition from a higher, thermally populated
state, and we identify the peak as arising from the transition
from the first excited to the second excited state. Considering a
Boltzmann population of states, the first excited state becomes
populated at T > 7 K, thus the absorption strength increases.
As the electronic states get more equally populated when
increasing T further, this transition vanishes above 100 K. We
thus expect a second excited state, and another peak P2, at
53.7 cm−1 from the ground state.

Far-infrared transmission spectra were acquired on a
Bruker IFS 113v Fourier Transform spectrometer equipped
with an Oxford Spectromag 4000 Split-Coil magnet and My-
lar windows, and unpolarized light in the frequency range 10–
110 cm−1 was detected with a helium-cooled Bolometer with
0.5-cm−1 resolution, as described elsewhere [57]. The results
at 5 K and at different magnetic fields, up to 7 T are shown
in Fig. 5 (see also Supplemental Material [60]). As phonon
excitations do not shift upon applying a magnetic field, tran-
sitions within the magnetic multiplet can be identified. The
peaks already identified, with better resolution using THz
spectroscopy, are visible and the far-infrared data confirm
the observations. Figures 5(b) and 5(c) show the presence
of a magnetic field evolution for peaks inaccessible with the
BWOs and THz spectrometers. We can clearly identify the
predicted peak P2, in the 53–56 cm−1 window [Fig. 5(b)].
This matches nicely the expected state to which we have
indirect access via THz absorption from the first excited state.
Figure 5(c) shows the magnetic field effect between 92 and
98 cm−1. Although the transmission spectra get more noisy,
because we are reaching the limits of the detector, a magnetic
effect is visible. We thus identify another peak P3 around
94 cm−1, in excellent agreement with our calculations and
optical spectra (see below). All the other resonances in the
transmission spectrum [Fig. 5(a)] can be ascribed to phonon
transitions, and no magnetic field effects were observed for
them.

C. Magnetic circular dichroism and absorption spectroscopy

The determination of the four crystal-field parameters is
still not possible without the complete splitting of the full
ground multiplet, because infinite sets of parameter values
can reproduce the data. The necessary level of additional
information can be obtained using a combination of magnetic
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FIG. 5. Far-infrared spectra acquired on a pressed pellet sample
(5 mm diamater) at 5 K, using 10.7 mg of the complex diluted in
41.2 mg of eicosane and prepared as a pressed pellet. (a) Spectrum
measured in the whole 20–100 cm−1 region. (b) and (c) show zoom
ins of the filed dependence of peaks that show magnetic field effects
on the spectrum, in the spectral region not reachable with backwave
oscillators (peaks P2 and P3, respectively).

circular dichroism (MCD) and variable-T absorption spec-
troscopy (VTA).

Many RE ions show rich absorption spectra in the visible
region, caused by electric dipole transitions of 4 f electrons
[35,61], as described by Judd-Ofelt theory [62,63]. Thanks to
the relatively narrow linewidth of f - f transitions, peak posi-
tions can be determined with good accuracy. For both types
of measurements, we used an Aviv 42 CD spectrometer that
is equipped with an Oxford Instruments Spectromag SM4000
with optical access and fields up to 10 T. A photomultiplier
serves as detector in the visible range.

The splitting of the ground multiplet can be extracted from
the T dependence of the excitation into the 3P0 state, as shown
in Fig. 6(a). At 5 K, only the ground state is populated, and
only a single large peak at 20 585 cm−1 is thus visible. This
peak is accompanied by satellite peaks at higher energies
that arise from vibronic coupling. By increasing T , higher
states within the ground multiplet 3H4 become populated and
give rise to additional peaks P1–P5. The energy differences
between each of these excitation energies and the ground
state transition afford the crystal-field splitting of the ground
multiplet, given in Table I. The energies of P1 and P3 agree
well, within experimental errors, with the results obtained
by THz and far-infrared spectroscopy. As the resolution is
lower in the visible regime, error bars are larger for those
measurements.
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FIG. 6. (a) Absorption spectrum of 3H4 → 3P0 between 5 and
80 K at zero field. (b) MCD spectrum of 3H4 → 3P2 at 5 K. Two
measurement sets at 10 and −10 T were subtracted from each other
to account for spurious circular dichroism effects. The sample was
prepared as micro-crystalline powder and fixed with paraffin on a
quartz glass substrate.

As customary for REs [57], selection rules are relatively
lax here and transitions to 3P0 from all the different ground
multiplet levels were observed, so that we cannot obtain any
information about the nature of the involved states. To narrow
down the number of possible solutions for the assignment of
states, we performed MCD spectroscopy on the 3H4 → 3P2

transition. As this excited multiplet has a total angular mo-
mentum of J = 2, it splits into three non-Kramers states, two
of which are degenerate in zero-field. Since their splitting is
determined by only one crystal-field parameter, B2

0, the three
remaining parameters can be fitted to the other spectroscopic
results. Figure 6(b) shows the MCD spectrum at 10 and 5 K
for the transition. A pure first-derivative Lorentzian line shape
arises from a degenerate excited state in zero field, in literature
also known as A term [64,65]. However, when the ground

TABLE I. Assignment of the optical peaks and summary of the
spectroscopically determined zero-field splitting (ZFS) of the ground
multiplet.

Peak E (cm−1) ZFS-VTA (cm−1) ZFS-THz/FIR (cm−1)

P0 20 585 ± 1 0 0
P1 20 574 ± 1 21 ± 2 20.5 ± 0.1
P2 20 531 ± 1 54 ± 2 53.7 ± 0.2
P3 20 492 ± 2 93 ± 3 93 ± 1
P4 20 458 ± 5 127 ± 6 N.A.
P5 20 403 ± 1 182 ± 2 N.A.
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state is a degenerate state in zero field, the line shape is
best described by a combination of a Lorentzian and its first
derivative. An applied magnetic field removes the degeneracy
of the ground state, which results in an unequal population of
the two states and thus to both different absorption strengths
and resonance frequencies. This contribution is also known
as C term in literature [64,65]. Higher-order effects, known
as B terms, that result from field-induced mixing of states,
are usually very small, and will be neglected in this analysis.
Fitting of the data provides transition energies of 22 310.6 and
22 380.2 cm−1, in the following referred to as M1 and M2,
respectively. The Lorentzian line shape centered at 22 542.3
cm−1 accounts for all phonon-assisted transitions and will not
be considered further. As shown in the analysis section, this
distorted line shape, together with angle-resolved magnetom-
etry, unequivocally identifies the ground state as a doublet and
leads to the conclusion that the doublet ground state must be
a superposition of MJ = ±4 and MJ = ∓2.

III. ANALYSIS

A. The spin Hamiltonian

The total Hamiltonian for the Pr(III) 4 f electrons can be
expressed as a free-ion, unperturbed part Hion, which describes
the energy level structure without environmental effects, plus
the crystal-field contribution HCF:

H = Hion + HCF, (2)

where Hion is defined as

Hion = EAVE +
∑

k=2,4,6

F k fk + ξ4f ASO + αL(L + 1)

+βG(G2) + γ G(G7) +
∑

i=2,3,4,5,6,7,8

tiT
k

+
∑

k=0,2,4

mkMk +
∑

k=2,4,6

pkPk, (3)

in which EAVE describes any contributions of spherical sym-
metry, F k fk describe electrostatic interactions, where F k are
the radial electrostatic repulsion integrals and fk represent
their angular part, and ξ4f ASO describes the spin-orbit (SO)
contribution. Two-particle interactions are accounted by α,
β, and γ , tiT k describe three-particle interactions, and mkMk

and pkPk describe magnetically and electrostatically corre-
lated spin-spin and spin-orbit interactions. The derivation,
formalism, and analytical expressions for each of the terms
are known from the literature [35].

The crystal-field Hamiltonian HCF can be expressed, rather
elegantly, as a sum of operator equivalents [36] that repre-
sent total orbital momentum operators. The derivation and
significance of terms are currently the subject of revision [66].
However, J mixing, originally neglected in the operator equiv-
alents method, might play a role in our system [35]. Due to J
mixing, the wave functions of an 2S+1LJ manifold have small
contributions from those of other J , which affect the energy
levels of our system. In the following, we thus stick to the
notation originally introduced by Wybourne [67], and solve
the Hamiltonian numerically via a fit. For D3h symmetry, the
even part of the crystal-field Hamiltonian, which determines

the energy level splitting, is

HCF = B2
0C2

0 + B4
0C4

0 + B6
0C6

0 + B6
6

(
C6

6 + C6
−6

)
, (4)

with Bk
q representing the crystal-field parameters and Ck

q =√
4π/(2k + 1) Y k

q the Racah tensor operators, described in
terms of spherical harmonics Y k

q . For studying uncoupled
Pr(III) ions, it is enough to consider crystal-field interactions
until the order of k = 6, as higher orders vanish [35].

Finally, the crystal-field splitting of the ground multiplet
can be determined by knowing the crystal-field parameters.
In the following, multiplets will be named using the Russell-
Saunders terms 2S+1LJ , where S represents the spin mul-
tiplicity, L the orbital momentum and J the total angular
momentum, and corresponding states as |MJ〉, with MJ the
magnetic quantum number. Due to the D3h symmetry, the
ground multiplet of Pr(III), 3H4, is split into three degenerate
doublet states and three nondegenerate singlet states, where
states with |�MJ | = 6 are mixed.

The states involved in the visible absorption can be ob-
tained from selection rules for induced electric dipole transi-
tions within the Judd-Ofelt theory framework. In this model,
the excited state are not considered to be purely 4 f 2 states,
but have admixtures of 4 f 1n′d and 4 f 1n′g orbitals. The odd
part of the crystal-field parameters plays a crucial role in
the determination of selection rules. For D3h symmetry, it is
defined as [35]

H (odd)
CF = iB

′3
3

(
C3

−3 + C3
3

) + iB
′5
3

(
C5

−3 + C5
3

)
+ iB

′7
3

(
C7

−3 + C7
3

)
. (5)

The selection rules can be obtained from the evaluation of two
3j-Wigner elements, which are part of the transition matrix
elements, defined as [61](

1 λ k
ρ −(ρ + q) q

)
,

(
J λ J ′

−M −(ρ + q) M ′

)
. (6)

The parameters q and k correspond to the indices of odd
crystal-field parameters, Bk

q, in Eq. (5), λ is an even parameter,
J , M and J ′, M ′ denote the ground and excited state quantum
numbers, respectively, and ρ defines the polarization [0 for
linearly, −1 for left-handed (lcp) and +1 for right-handed
circularly polarized light (rcp)]. In general, �l = ±1, �S =
0, �L = 3 � 6 and �J = 2 � 6 are obeyed for the transition
3H4 → 3P2. Finally, we obtain the selection rule

�M = M ′ − M = −3 − ρ, (7)

giving �M = −2 for lcp light and �M = −4 for rcp light.
Peak M1 shows a stronger absorption of lcp light, while M2
shows a stronger absorption of rcp light. Peaks M1 and M2
shall thus correspond to MJ = 0 and MJ = ±2. Even with
these considerations, we can see how over-parametrization
affects the precise determination of the wavefunction: MCD
data do not allow distinguishing between two possibilities: a
dominant ground-state contribution of MJ = 2 leads to M1
with MJ = 0 and M2 with MJ = ±2, and is described by
a positive value of B2

0; the opposite is true for a dominant
ground-state contribution of MJ = 4. We show in the fol-
lowing section how these uncertainties can be eliminated via
a quantitative analysis of the crystal-field parameters that
considers all the results of the multitechnique approach.
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TABLE II. Calculated energies and wave functions of the states of the 3H4 and 3P2 multiplets using the crystal-field parameters obtained
via the multitechnique iterative method (ite subscript). Comparison to the result of commonly used best fitting procedures of the susceptibility
is provided (mag subscript). See Supplemental Material for higher excited states [68].

Peak Eexp (cm−1) Eite (cm−1) |�s〉ite Emag (cm−1) |�s〉mag

P0 0 0 0.85|±2〉 + 0.53|∓4〉 0 0.78|±2〉 + 0.63|∓4〉
P1 20.5 ± 0.1 20.7 0.71|+3〉 + 0.71|−3〉 22 0.71|3〉 + 0.71|−3〉
P2 53.7 ± 0.2 54.5 0.53|±2〉 − 0.85|∓4〉 98 0.78|±4〉 − 0.63|∓2〉
P3 93 ± 1 92.4 0.71|+3〉 − 0.71|−3〉 137 |±1〉
P4 127 ± 6 112.9 |±1〉 164 0.71|3〉 − 0.71|−3〉
P5 182 ± 3 182.6 |0〉 213 |0〉
M1 22 311 ± 1 22 307.8 |0〉
– – 22 336.4 |±1〉
M2 22 380 ± 1 22 381.1 |±2〉

B. Quantitative crystal-field analysis

The quantitative analysis of the crystal-field terms was
carried out in several iterative steps. Using the computer
program f shell [69], which is able to perform a fit of free-ion
and crystal-field parameters to a given set of energy levels,
we first determined the parameter B2

0 from the data on the 3P2

multiplet. This allows narrowing down the number of possible
solutions for the three remaining parameters Bk

q. In the next
step, we performed a fit of the T -dependent magnetization
data using the widely used least-square fitting program CON-
DON [70]. It is well known that fitting of magnetic data suffers
from overparametrization. It is thus useful to use the magnetic
data not only as a part of a multitechnique investigation, but
also to evidence what level of information can be extracted
when in absence of spectroscopic data.

The magnetization data was fitted using CONDON [70] by
considering perturbations with the first 91 states. We found
that the low-T data, T � 5 K, can only be explained with
a major contribution of |MJ〉 = | ± 2〉 species to the ground
state. Considering the discussed selection rules in the previous
section, we conclude that B2

0 has to be positive and can be pre-
cisely fitted to the splitting of the 3P2 multiplet. Furthermore,
magnetization data suggests a |MJ〉 = |3〉 + | − 3〉 as the first
excited state separated by about 20 cm−1, which falls in line
with our spectroscopic observations.

Using these results, we moved on to analyzing the spectro-
scopic data of the ground multiplet using the obtained crystal-
field parameters Bk

q as starting parameters. The spectroscopic
data were then fitted under the constraints discussed in the
previous section. Using a best-fit approach with the f -shell
program [69], it is possible to obtain the following best set of
parameters: B2

0 = 172 cm−1, B4
0 = −309 cm−1, B6

0 = −532
cm−1, and B6

6 = −273 cm−1. Better agreement with exper-
imental data was found when EAVE, ξ4f , and F 2 [Eq. (3)]
were additionally varied. The best fit was obtained for EAVE =
9 945 cm−1, ξ4f = 758 cm−1, and F 2 = 68 469 cm−1, from
which the energy level splitting shown in Table II can be
calculated. The remaining free-ion parameters were fixed to
reported values taken from Ref. [35]. Good agreement is
found between measured and calculated energy levels, with
only P4 slightly off the experimental error. Furthermore, the
calculated THz transition energies in a magnetic field [inset

in Fig. 4(a)] are overestimated. However, no other set of Bk
q

parameters was found to adequately describe all the spectro-
scopic observations.

It is now instructive to compare how this result agrees with
the fitting of the susceptibility versus T curve, which is a
main tool currently used for the determination of the energy
level splittings of REs in the chemical literature [71,72]. Two
different sets of parameters were used for the magnetiza-
tion fitting: a simplified model, which only considers the 33
states of the lowest-lying three multiplets 3H4, 3H5, and 3H6,
and an extended one that takes all 4f2 configurations (91
states) into account (see also Supplemental Material [73]).
The energy levels of P0, P1, and P3 were all very well
reproduced with the fitting of the susceptibility versus T
curve. However, in both cases, the calculation slightly over-
estimates the magnetic moment in the mid-T regime around
50 K whenever a state is included in the energy region
between 30 and 90 cm−1. The state at 53.5 cm−1, directly
observed via THz and far-infrared spectroscopy, would thus
be invisible to a mere fitting of the magnetic properties. Even
higher discrepancies exists for the data calculated from the
susceptibility fitting and those and observed at energies higher
than 100 cm−1. This is due to the fact that these states only
become reasonably populated at T > 100 K, where μeff is
already close to its theoretical maximum of gJ

√
J (J + 1) ≈

3.6 μB. As a consequence these levels have a comparably
small influence on the magnetic behavior, and their posi-
tion is thus very difficult to assess via the magnetic data
fitting procedure. It is thus clear that only spectroscopic tools
can provide a reliable assessment of these higher excited
states.

IV. CONCLUSIONS

Our results showed how a multitechnique investigation
can provide the details of the spin structure of the magnetic
levels of a lanthanide ion, and highlight the limitations and
level of confidence of approaches that rely purely on mag-
netometry. The usual drawback of experimental approaches,
namely, the high level of overparametrization present even
for highly symmetrical compounds, has been overcome by
using a combination of visible, THz and VTA spectroscopies
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at low temperatures, together with magnetometry techniques.
In particular, our iterative approach, exploiting both f -shell
and CONDON programs, allows identifying all the necessary
crystal-field parameters and to discriminate between differ-
ent combinations of the wave functions. For the purposes
of theoretical and computational ab initio studies, the pa-
rameters and techniques presented here offer an excellent
experimental test ground for the validation of new numerical
methodologies.

From the study we could also assess the level of confidence
of best-fit procedures of susceptibility curves, routinely em-
ployed in the chemical literature. These are well-known to
suffer from overparametrization, but they seem to provide a
fairly good assessment of the energy levels below 30 K, where
the measurement technique is most sensitive. The assessment
of higher energy levels is far less accurate, even though these
are usually less important for the interesting low-T dynamic
region. More surprising is the inability of such procedures to
identify the presence of states already around 50 K, which
might play an important role in the spin relaxation processes
and in the supposed Raman and Orbach mechanisms. These
observations thus better quantify some of the limitations of
the use of fitting of susceptibility data for the estimation of
level spacings in REs, and highlight the importance of spec-
troscopic support for the determination of magnetic processes
in REs.

While our analysis focuses on the determination of the
crystal-field parameters of Pr(III) ions in hexagonal environ-
ments, the methodology illustrated is applicable in general,
and can now be used to validate theoretical models of rare-
earths in molecular and bulk compounds. Perspectively, it will
be useful to apply these techniques to molecular systems such
as RE-based phtalocyanine complexes, for which several level
assignments have been proposed, or for the interpretation of
surface effects from spectroscopic data [74,75]. The analysis
described here can now be used as a stepping stone for the
understanding and design the magnetic anisotropy in magnetic
clusters and molecular nanomagnets. In particular, as the sen-
sitivity limits of the spectroscopic techniques employed can be
pushed to the monolayer level, these results also provide a way
of assessing the spin behavior of REs on surfaces. Comparison
to hypothesized anisotropy values, and theoretical surface-
induced effects on REs would then be possible.
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