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Abstract

Single photon emitters (SPEs) are the most promising candidates for the implementation of
Quantum Information Technologies (QIT). A SPE is a light source that emits, on demand,
one photon at a time in a pure quantum state. The possibility to control the properties of the
emitted photon makes them perfectly suitable for applications in Quantum Cryptography
and Quantum Computing.

Among the different processes to generate single photons, the most promising ones are
solid-state SPEs. They consist in emitters embedded in a solid-state matrix which makes
them easily identifiable, controllable and integrable in photonic circuits. Solid-state SPEs
can be divided in two main groups: luminescent point defects and quantum dots (QDs). The
former are defects formed in the crystalline structure, whose presence leads to the formation
of energy levels within the energy gap of the hosting material. The latter are small volumes
of semiconductor embedded in a material with a higher energy gap. This leads to a 3D
confinement of the charges and thus to an atom-like energy level structure.

In this thesis work we have focused on two different solid-state SPEs: isolated GaAs1−xNx

QDs and ensemble of G-centers (luminescent point defects in silicon).
Regarding the former, we present the results of a recently developed fabrication technique

for the realization of GaAs1−xNx QDs. Exploiting the properties of GaAs1−xNx and the
use of photonic jets (PJ), which are intense light beam characterized by a sub-diffraction
lateral size, we were able to laser-write QDs of different sizes. The PJs were obtained
illuminating dielectric microsphere deposited on the sample, which had the additional
advantage of increasing the collected luminescence emitted by the fabricated QDs. The QDs
realized were thoroughly characterized by means of micro-photoluminescence (micro-PL)
spectroscopy and their SPE nature was proved. Finally, we have reported the results of a
novel set of simulations as a basis to achieve a better control over the fabrication process.

Concerning the G-centers, we present the results of a novel technique to tune their emis-
sion with strain. The technique is based on the realization of silicon suspended membranes,
which are then strained depositing a silicon nitride layer on top. The presence of strain
causes a splitting of the G-centers zero phonon line in two peaks. The energy difference
between the peaks is directly related to the amount of strain introduced, which, in our
technique, is controlled by changing the membranes size. Indeed, the realization of smaller
membranes results in a stronger strain and vice versa. Therefore, by simply engineering the
material we were able to tune the G-centers emission. Moreover, we have proved that these
manipulations do not affect the optical properties of the emitters.

It is worth mentioning that both techniques presented in this work can be applied to other
SPEs that share similarities with the ones studied in this work. Moreover, these technique
represent innovative approaches to solving know problems related to SPEs such as their
realization, their limited brightness and the control over their emission.
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1

Introduction

A single photon emitter (SPE) is a light source that emits one photon at a time in a pure
quantum state. Ideally, this photon is identical, in all its properties, to all the others emitted by
the SPE[1]. Moreover, the photons are emitted on demand, i.e. after an optical or electrical
trigger of the source. Thanks to the possibility to control the quantum correlation of the
emitted photons, SPEs represent the central building block of many Quantum Information
Technologies (QIT)[2, 3, 4, 5, 6, 7]. In particular, the two more interesting applications are
Quantum Cryptography[8, 9, 10] and Quantum Computing[7, 11, 12, 13]. The former relies
on the law of quantum mechanics to exchange encrypted information between two users. In
this framework, the generation of single photons is needed for the Quantum Key Distribution
(QKD) process[14, 15, 10, 16], where the two users share a secret key to encrypt and decrypt
messages. While in Quantum Computing SPEs would be used as sources for qubits (the
quantum version of the classical bit) or quantum memories.

Among the years, several processes to generate single photons have been studied.
Starting from the first demonstration of a SPE, performed with sodium atoms[17], cold atoms
represent an efficient and reliable source of single photons with optimal optical properties[18,
19, 20]. However, they need complex setups to work, they are characterized by low operation
rates and they cannot be easily implemented in integrated circuits. Alternatively, single
photons can be generated by spontaneous parametric down-conversion[21, 22, 23](SPDC).
In this approach a photon is converted into a couple of photons with lower energy thanks to
a non-linear crystal. Therefore, detecting one of the two photons grants the presence of the
other, these sources are indeed defined as "heralded SPE". This technique can also be used
to realize entangled photon pairs[24]. Nonetheless, there are some issues: the spontaneous
nature of process leads to a lack of control over the photon emission time, moreover SPDC
is characterized by a poor single-photon purity and a reduced efficiency due to the many
losses in the system. Even though the first issue has been solved by using multiplexing
schemes, there is still much work to do to optimize this technique.

One of the most promising types of single-photon sources are solid-state SPEs[1, 25].
These emitters can be distinguished in two major groups: quantum dots (QDs) and point
defects. The latter are defects in crystalline structure, e.g. vacancies, substitutional and/or
intestitial atoms etc., which introduce one or more discrete energy levels within the band
gap of the hosting material becoming able to absorb and emit light. The core of this group of
SPEs was traditionally formed by the color centers in bulk crystals[26, 27, 28, 29] however,
in the last few years, an increasing attention is dedicated to other defects-hosting materials
such as carbon nanotubes[30] or 2D materials (e.g. hexagonal boron-nitride, hBN, or
transition metal dichalcogenides, TMDC)[31, 32, 33]. On the other hand, a QD simply
consists in a small volume (typically of the order of some hundreds nm3) of semiconductor
embedded in a material with an higher energy gap. As a consequence the QDs have an



2 Contents

atom-like energy levels structure due to the 3D confinement of the charges[34]. Therefore,
both QDs and defect share the same outstanding optical properties of atoms while being
embedded in an host material making them perfectly suitable for scalability.

Solid-state SPEs are bright sources which can be easily integrated in photonic circuits[35,
36] and some of them can even emit single-photons at room temperature[37, 38, 39]. How-
ever, being embedded in an host material entails some disadvantages including the linewidth
homogeneous broadening due to the presence of unwanted defects, leading to photons
distinghuishability, and a reduced photon collection extraction[40]. Indeed, especially when
the surrounding material has an high refractive index, the photons emitted by the source are
not able to exit from the host material due to total internal reflection. To solve this issue,
several technologies have been proposed and are currently under study[41]. Some of them
relies on coupling the SPE to a cavity mode[42, 43, 44, 45] or to a plasmonic field[46, 47],
while others relies on different approaches such as reducing the total internal reflection
and/or increasing the directionality of the emission[48, 49, 50, 51]. Regardless of their
working mechanism, it is of utmost importance to investigate newer and better technologies
to enhance light collection from solid-state SPEs to make them practically usable in all the
different applications.

In the framework of identifying and studying novel SPEs to be employed in QIT, this
work presents the characterization of two solid-state SPEs: isolated GaAs1−xNx QDs, along
with a technique to increase the emitted photon collection; ensembles of G-centers, whose
emission was tuned by localized strain. G-centers are point defects in silicon made by
two carbon atoms bound to an interstitial silicon atom. They have some interesting optical
properties, such that their zero phonon line (ZPL), at low temperature (10 K), is peaked at
around 0.969 eV (∼ 1280 nm), perfectly within the so called telecom O-band of the optical
fibers. This transmission band ranges between 1260 nm and 1360 nm and it includes both
the ZPL and the phonon sideband of G-centeres. This is a relevant aspect since for the
G-centers a huge fraction of the total emitted photoluminescence (∼ 85 %) is contained
within the phonon sideband[29]. Moreover, they are easy to realize, the broadening of their
ZPL can be as small as 1 µeV (in 28Si) and can be detected up to 110 K. On the other hand,
even GaAs1−xNx QDs are easy to realize, moreover their emission can be arbitrarily tuned
both by controlling the nitrogen concentration in GaAs1−xNx and/or by simply changing the
QDs size. Considering that an increase in the N concentration leads to a reduction in the
GaAs1−xNx energy gap[52], a combination of the two effect can be exploited to fabricate
GaAs1−xNx QDs emitting in the same telecom O-band as the G-centers.

In particular, in this thesis work it will be presented the fabrication and characterization
of samples containing these SPEs. The characterization was performed by means of low
temperature (10 K) micro-photoluminescence, which was exploited to study the optical
properties of the emitters. In addition to that, an innovative technique to fabricate GaAs1−xNx

will be described along with the results of a novel approach to tune the G-centers emission
on a nanometic scale. The former represents a cheap, fast and easy alternative to realize
GaAs1−xNx QDs with the intrinsic advantage of increasing the photoluminescence collection
of the fabricated emitters[48, 53]. On the other hand, the G-centers emission was locally
tuned exploiting strained suspended membranes. It is worth noting that, to our knowledge,
this is the first attempt to achieve this result with a micrometric device.

In details, this work will be divided in five chapters.
Chapter 1 will contain an introduction to SPEs, starting from the description of their

photon statistics which let us distinguish between a SPEs and other light source. Then, their
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most important properties will be described and related to the requirements that SPEs have
to fulfill in order to be employed in QIT. In light of this, the state of the art SPEs with their
properties will also be presented. Finally, the last part of the chapter will be dedicated to the
light collection problems and the state of the art solutions to solve this issue.

Chapter 2 will focus on the two SPEs studied in this work. It will be divided in two
parts, one for each SPE studied. Both parts will contain a description of the more important
properties of the SPE presented, along with the state of the art technologies based on it.

Chapter 3 will be devoted to the description of all the experimental setups employed
both in fabrication and in characterization processes, along with a brief description of the
software employed for the various simulations presented. It will also contain the description
of the samples employed in this thesis work.

Chapter 4 will contain all the experimental results from the measurements performed
on GaAs1−xNx QDs. In detail, the novel fabrication technique developed to laser-write
GaAs1−xNx QDs will be described, along with the characterization of the realized QDs.
Moreover, the measurement of the PL collection enhancement obtained from the dielectric
microspheres employed to fabricate the QDs will be shown. Lastly, the results of a set of
simulation to carefully optimize this technique will be described.

Chapter 5 will focus on presenting the successful realization of a novel technique to
tune the G-centers emission with strain.

The Conclusions and future perspectives chapter will summarize the most important
results of this work with an eye to the possible future developments.
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Chapter 1

Single Photon emitters

A single photon emitter (SPE) is a source able to generate wavepackets of light on demand,
where each wavepacket contains exactly one photon in a pure quantum state. An example
of SPE is an isolated two level system in the excited state which spontaneously return to
the ground state emitting a photon. SPEs are non-classical light emitters that show some
unique properties. To understand this, it is useful to compare the statistical properties of
their light states with the ones of thermal light and coherent light. The parameter of interest
to properly do so is the photon number fluctuation, which will be evaluated in the three cases
and compared.

1.1 Statistics of light sources

Thermal light is the electromagnetic radiation resulting by the thermal equilibrium between
absorption and emission of a radiation field and an ensemble of emitters[34]. In this system,
the mean number of photons per pulse, ⟨n⟩, with frequency ω and at the temperature T
is[54]:

⟨n⟩ =
1

e(ℏω/kBT ) + 1
(1.1)

and the photon number probability P(n), i.e. the probability of each pulse of containing n
photons, can be written as:

P(n) =
⟨n⟩n

(1 + ⟨n⟩)n+1 . (1.2)

Since n ≥ 0 by definition, it can be easily demonstrated that P(n) is maximum for n = 0
and it decreases as n increases. Moreover, it is worth noting that the probability does not
show any particular peak at ⟨n⟩ (see Figs.1.1a) and d)).

The variance of the distribution gives a statistical evaluation of the photon number
fluctuation and can be evaluated as follows:

(∆n)2 =
∑

n

(n − ⟨n⟩)2P(n) = ⟨n2⟩ − ⟨n⟩2 = ⟨n⟩2 + ⟨n⟩ (1.3)

where for the last equality it was exploited1 that ⟨n(n − 1)⟩ = 2⟨n⟩2 and it directly leads to

1It derives from the property of P(n) by which: ⟨n(n − 1)(n − 2) . . . (n − r − 1)⟩ = r!⟨n⟩r, where r is any
positive integer[54].
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Figure 1.1. Photon statistics for different kind of lights. a) and d) Photon number probability for a
thermal light source with ⟨n⟩ equals to 1 and 3, respectively. b) and e) Photon number probability
for a coherent light source with ⟨n⟩ equals to 1 and 3, respectively. c) and f) Photon number
probability for a Fock state with ⟨n⟩ equals to 1 and 3, respectively.

the fluctuation of the photon number:

∆n =
√
⟨n⟩2 + ⟨n⟩ (1.4)

From this expression of the fluctuation it is clear that for ⟨n⟩ ≫ 1 ∆n ≈ ⟨n⟩. Therefore the
relative fluctuation of the photon number (∆n/⟨n⟩) tends to a constant value increasing the
photons number.

A light field is called coherent when there is a fixed phase relationship between its
electromagnetic field values at different locations or times. The typical example of coherent
light source is a laser. From the point of view of quantum mechanics, a coherent source
generates Glauber states, also called coherent states, described by the ket |α⟩. In this state,
the photon number distribution P(n), i.e. the probability that the coherent state is occupied
by n photons, is Poissonian and can be written as follows:

P(n) = e−⟨n⟩
⟨n⟩n

n!
. (1.5)

This distribution is clearly peaked at n = ⟨n⟩ (see Figs.1.1b) and e)) and, being a
Poissonian distribution, it is characterized by a variance of (∆n)2 = ⟨n⟩ and thus ∆n =

√
⟨n⟩.

In this case, the relative fluctuation of the mean photon number approach zero increasing
the photon number.

A single photon source, on the other hand, generates only purely non-classical light
states called Fock states, or photon number states. These states are described by the ket |n⟩,
where n is the number of photon in such state2. They are eigenvalues of the photon number
operator n̂, hence a mode excited in this state will be occupied by exactly n photons with
fluctuation ∆n = 0 (see Figs.1.1c) and f)).

2A single photon source will thus generates a |1⟩ state.
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It is clear that the statistics of these three light sources are profoundly different. Moreover,
it is evident that a true SPE cannot be substituted by an attenuated thermal or coherent
sources, even if the mean photon number of those sources would be ⟨n⟩ ≈ 1.

1.2 First and second order autocorrelation functions

It is now of interest to define a function which can be used to evaluate if a light source is
a SPE. To do so, it is useful to recall the expression of the first and second order temporal
autocorrelation functions. Considering an electric field E in stationary conditions and
evaluated at time t and t + τ in the same spatial point, classically the first order coherence
function is defined as:

g(1)(τ) =
⟨E∗(t)E(t + τ)⟩√
⟨|E(t)|2⟩⟨|E(t + τ)|2⟩

(1.6)

while the second order autocorrelation function is given by:

g(2)(τ) =
⟨E∗(t)E∗(t + τ)E(t + τ)E(t)⟩

⟨E(t)E(t)⟩2
(1.7)

where the operation ⟨. . . ⟩ represents the average over time. From its definition it can be
shown that classically: g(2)(τ) = g(2)(−τ), 1 < g(2)(0) < ∞ and g(2)(τ) < g(2)(0).

To extend the definitions of g(1)(τ) and g(2)(τ) to quantum mechanics we need to recall
the the quantization of the electric field:

Ê(r) = Ê(−)
(r) + Ê(+)

(r) with Ê(−)
(r,t) = i

∑
k,λ

√
ℏωk

2ϵ0V
ϵk,λâ†k,λei(k·r−ωkt) (1.8)

where â†k,λ is the creation operator of a photon with wavevector k, wavelength λ and

frequency ωk and Ê(−)
(r) is the Hermitian conjugate of Ê(+)

(r) and vice versa. Therefore,
substituting Eq. 1.8 in Eqs. 1.6 and 1.7 results in:

g(1)(τ) =

〈
Ψ
∣∣∣ â†(t)â(t + τ)

∣∣∣Ψ〉
[
〈
Ψ
∣∣∣ â†(t)â(t)

∣∣∣Ψ〉 〈Ψ ∣∣∣ â†(t + τ)â(t + τ)
∣∣∣Ψ〉]1/2

(1.9)

g(2)(τ) =

〈
Ψ
∣∣∣ â†(t)â†(t + τ)â(t)â(t + τ)

∣∣∣Ψ〉〈
Ψ
∣∣∣ â†(t)â(t)

∣∣∣Ψ〉 〈Ψ ∣∣∣ â†(t + τ)â(t + τ)
∣∣∣Ψ〉 (1.10)

where |Ψ⟩ is a pure state and all the constants are simply ignored for the sake of simplicity.
The first and second order autocorrelations can be exploited to obtain information on the
light source by measuring them with a Michelson interferometer[55] and a Hanbury-Brown
and Twiss interferometer[56], respectively. For example, the probability of detecting a
photon, ω1, is directly connected to the absorption of such photon by a detector, thus ω1 can
be associated with a transition between an initial field state Ψ and possible final states Ψ f ,
hence accordingly to the Fermi golden rule:

ω1(τ) ∼
∑

f

|
〈
Ψ f
∣∣∣ â(t)

∣∣∣Ψ〉 |2 = 〈Ψ ∣∣∣ â(t)†â(t)
∣∣∣Ψ〉 (1.11)
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a) b)

c)

Thermal state

Coherent state

Fock state

Figure 1.2. a) Second-order autocorrelation functions for the different kinds of light, distinguished
by colour, under continuous wave excitation. b) and c) second-order autocorrelation function for
a coherent light state and a Fock state, respectively, under pulsed excitation.

where it was exploited that
∑

f |Ψ f ⟩ ⟨Ψ f | = 1 and â(t) is the destruction operator of a photon
at the time t. Therefore, comparing Eq. 1.11 and Eq. 1.9 results clear that the first order
autocorrelation function is, apart from a scale factor, the photon detection probability and
thus it is directly connected to the counting rate of the photodetector. However, it is worth
noting that the g(1)(τ) is insensitive to photon statistics since it only depends on the average
photon number ⟨n̂⟩ = ⟨â†â⟩3. Therefore, thermal and coherent light will exhibit the same
value of first order autocorrelation, provided that the thermal light is spectrally-filtered.

On the other hand the second-order autocorrelation function can be used to distinguish
between different type of light fields. Indeed, its value at zero delay, i.e. g(2)(0), can be
written as a function of the photon number fluctuation:

g(2)(0) = 1 +
(∆n)2 − n̂

⟨n̂⟩2
. (1.12)

Therefore, for the three different light states results:

• Thermal light

g(2)(0) = 1 +
(∆n)2 − ⟨n̂⟩

⟨n̂⟩2
= 2 (1.13)

where the value of (∆n)2 was obtained from Eq.1.3.

• Coherent state |α⟩ 4

3Here a compact notation is used, where ⟨Ψ | n̂ |Ψ⟩ = ⟨n̂⟩, which is valid if |Ψ⟩ is a pure state.
4The same result is obtained substituting the definition of coherent state into equation 1.12. Indeed,

|α⟩ = e−
|α|2

2
∑

n
αn
√

n!
|n⟩ where |n⟩ is the Fock state, and it is an eigenstate of the annihilation operator with

eigenvalue α, i.e. â |α⟩ = α |α⟩ and ⟨α| â† = ⟨α|α∗. Therefore equation 1.12 becomes: g(2)(0) = ⟨α|â
† â† ââ|α⟩

(⟨α|â† â|α⟩)2 = 1.
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Figure 1.3. Scheme of a Hanbury-Brown and Twiss interferometer[56].

g(2)(0) = 1 +
(∆n)2 − ⟨n̂⟩

⟨n̂⟩2
= 1 (1.14)

where we have exploited that (∆n)2 = ⟨n̂⟩, for a coherent state.

• Fock state |n⟩

g(2)(0) = 1 +
(∆n)2 − ⟨n̂⟩

⟨n̂⟩2
= 1 −

1
⟨n̂⟩

(1.15)

where we have exploited that (∆n)2 = 0, for a Fock state. This state is clearly a
nonclassical state of light since it gives g(2)(0) < 1 for n ≥ 1, while classically
1 < g(2)(0) < ∞. Moreover, it is worth noting that, for a single photon source,
g(2)(0) = 0.

Therefore the value of the second order autocorrelation function for τ = 0 is a clear
indicator of the kind of source under investigation (see e.g. Fig. 1.2a). The complete
calculation of g(2)(τ) can be performed for all the three different light states[54] and its most
important properties are the following. For a Poissonian light state, i.e. a coherent state,
g(2)(τ) = 1, hence the photons are completely uncorrelated. Instead, for a Super Poissonian
light state, i.e. thermal light, 1 ≤ g(2)(τ) ≤ 2 for τ < T , where T is the coherence time of the
source, with a maximum for τ = 0. This phenomenon is called photon bunching. On the
other hand, a Fock state follows a sub-Poissonian statistics5, i.e. it satisfies g(2)(τ) ≤ 1 with
τ < T and with a minimum for τ = 0. This phenomenon is called photon antibuching. In
particular, an ideal SPE will have g(2)(0) = 0.

So far all the calculations and the results are presented under a continuous wave excitation
of the source. Under pulsed excitation conditions the second order autocorrelation function
consists in a series of peaks separated by the source repetition period. If the source is a
coherent source, all the peak areas will be identical. While, with a single photon source, the
pulse centered at τ = 0 will be absent, see Figs.1.2b) and c).

Regardless of the excitation type, the second order autocorrelation function can be
measured using an Hanbury-Brown and Twiss interferometer. This interferometer consists
in a 50/50 beam splitter combined with two identical detectors as shown in Fig. 1.3. The
signals measured by the two detectors are correlated and plotted as a function of the time
delay τ between them, thus resulting in a direct evaluation of the g(2)(τ). As said before, if
the source is a SPE the g(2)(τ) ≤ 1 with a minimum for τ = 0 and, in particular, g(2)(0) = 0
for an ideal SPE. Indeed, an ideal SPE emits only a photon at a time, hence it is impossible

5Another example of a light state which follows the same statistics is a coherent squeezed states[57].
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Table 1.1. Requirements to use the SPEs in different Quantum Information applications[1]

Application Photon
purity, g(2)(0)

Indistinguishability Photons emission rate

Quantum Key Distribution < 0.1 Not strictly required >GHz
Cluster-state Quantum
Computing

< 0.001 > 0.99 Ideally GHz

All-optical quantum repeater < 0.001 > 0.99 > GHz
Bell-state sources for
memory-based repeaters

< 0.01 > 0.9 Ideally GHz

for the detectors to measure simultaneously a photon each. More in detail, the value of
g(2)(0) represents the fraction of the emitted wavepackets containing more than one photon
and thus it represents an indication of the single photon purity of the source. Therefore, not
being ideal, the sources under investigations will inevitably show a g(2)(0) bigger than zero.
To this end, when examining a source a threshold has been introduced to distinguished if it
is a SPE or not, namely a source is a SPE if g(2)(0) < 0.5, i.e. more than 50% of the emitted
wavepackets contain a single photon.

In literature the single photon purity of SPE is reported or as a percentage (of the
packages containing single photons) or, as in this work, simply as the value of the g(2)(0). It
represents one of the most important properties used to determine if a SPE can be used in a
specific application or not, as it will be explained shortly.

1.3 Optimal properties for single photon emitters

As previously said, an ideal SPE emits, on demand, one photon at a time, indistinguishable
from all the other emitted photons, with an efficiency of 100%. This summarize the three
most important properties of a SPE: the single photon purity, the indistinguishability of the
photons, and the brightness of the source.

The single photon purity represents the ability of the source of emitting only one photon
per pulse. As said before, it can be tested by measuring the second order autocorrelation
function. In particular, different QIT require different degrees of single photon purity,
i.e. a value of the g(2)(0) smaller than a certain threshold. In Table 1.1 are presented
some of these application with the corresponding requirements. As it can be seen, a
high single photon purity is always required (the higher the better) especially in quantum
computing applications[58], where it reduce the amount of errors[59, 60], and in quantum
communications, where the SPEs can be used as quantum repeaters[61].

Photons indistinguishability is an important requirement in many different applications,
for example in single photon interferometry or in the realization of two-photon quantum
logic gates[62]. Indeed, the two photons interaction can be obtained exploiting the quantum
interference of two indistinguishable photons. The photon indistinguishability can be
measured through the Hong-Ou-Mandel experiment[63], which is sketched in Fig. 1.4. Here,
two indistinguishable photons, in the same pure quantum state, are sent to the two inputs
of a beam splitter. If the photons arrive simultaneously in the beam splitter a quantum
interference process takes place and the probabilities of having both photons reflected or
transmitted interfere destructively. As a result, the two photons exit from the same output of
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Figure 1.4. Sketch of the Hong-Ou-Mandel experiment.

the beam splitter. Of course, increasing the degree of distinguishability of the two photons
will reduce the quantum interference leading to an increase in the probability of having them
exiting from different outputs.

A parameter to measure the degree of indistinguishability is the visibility of the quantum
interference VHOM. To measure that, the signals from the two detectors are correlated and
the second-order correlation function is obtained in two scenarios: when the two photons
are maximally indistinguishable, and the resulting function is called C∥, and when the two
are maximally distinguishable, obtaining a function called C⊥. The latter measurement is
performed, e.g., delaying the arrival time of one of the two photons or changing its polariza-
tion. The visibility normalized is then: VHOM = (C⊥ −C∥)/C⊥[41]. The indistinguishability
M is directly linked to VHOM by: M = VHOM((R2 + T 2)/2RT ), where T and R are the
beam splitter intensity transmission and reflectivity coefficients, respectively. Therefore,
employing a 50/50 beam splitter leads to M = VHOM. An ideal SPE will be characterized by
VHOM = 1 while a source with g(2)(0) > 0 will have VHOM < 1. Sometimes, instead of the
indistinguishability M, M∗ is reported, which is simply the indistinguishability corrected by
the value of the g(2)(0). M∗ characterizes the photons wavepackets overlap for all degrees of
freedom other than the photon number, and it is given by: M∗ = M + g(2)(0). However, for
quantum optics and QIT applications M is the relevant parameter.

Similarly to single photon purity, a high indistinguishability is required in most applica-
tions, as schematized in Table 1.1. Indeed, increasing the indistinguishability leads to an
optimization in the photon interference which is at the basis of those applications. Typically
an indistinguishability bigger than 0.9 is required. However, for some applications such as
QKD, this requirement can be relaxed. That said, obtaining truly indistinguishable photons
remain one of the challenges concerning SPEs.

Lastly, there is the brightness of the SPEs to be taken into account. Up to now there
is not an universally recognized definition of the SPEs brightness. In theory the definition
should take into account the source internal and external efficiencies, the amount of photon
emitted by the source per unit time and the probability of detect those photons. A good
parameter that summarize all of this is the rate of photons emitted from the SPE impinging
on the first lens or in general on the first collection element. This value can be calculated
by measuring the source intensity on the detector and dividing it for the efficiency of the
various optical elements in the setup.

An elevated photon rate give rise to faster and more reliable operations both in Quantum
Cryptography[64] and Quantum Computing[65], to this end most QIT require a photon
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Table 1.2. State of the art SPEs with some of their more relevant properties7. In the table there are
some abbreviations: NW - nanowire, WG - waveguide, µC - micropillar cavity, DBR - distributed
Bragg reflector, BG - Bragg grating, NPA - nano-patch antenna.

Emitter Photon
purity, g(2)(0)

Indistinguishability Photon emission rate
on first lens

GaAs QD combined with BG[66] 0.0011 ∼ 0.9 ∼ 45 MHz
GaAs QD combined with DBR[67] 0.0021 0.93 ∼ 150 kHz
InGaAs QD in WG[68] < 0.0061 0.94 ∼ 1 MHz
InAs QD in NW[45] < 0.008 Not measured ∼ 55 MHz
InGaAs QD in µC[42] 0.00281 0.9956 ∼ 50 MHz
InGaAs QD in WG[69] 0.0091 0.975 ∼ 500 kHz
SPDC[70] Not measured 0.962 ∼ 7.2 MHz/W
SPDC[24] Not measured 0.91 ∼ 12 MHz/W
NV− center combined with NPA[71] 0.412 Not measured ∼ 240 MHz
NV− center combined with SIL[72] 0.162 Not measured ∼ 57 MHz

1 Measured under quasi-resonant or resonant excitation
2 Measured at room temperature

rate of the order of GHz to work properly (see Table 1.1)6. Unfortunately, the state of
the art SPEs are not able to reach such emission rates. One of the aspects causing this
issue is the reduced collection efficiency of the system. This problem is well known in
the community and the researchers keep studying and developing new and more efficient
techniques to maximize the emitted photon collection without affecting the purity or the
indistinguishability of the sources. To this end, after presenting some of the state of the art
SPEs, a description of these techniques will be presented, along with their advantages and
disadvantages.

1.4 State of the art single photon emitters

In light of the three properties described before we now review some SPEs that represent
the state of the art. These emitters are summarized in Table 1.2 along with their properties.

As we can see, the state of the art is mainly represented by solid-state SPEs in combina-
tion with different techniques to enhance the photon collection. In particular, self-assembled
GaAs an InGaAs QDs represent the best solution in terms of the highest single photon purity
and indistinguishability. The former are realized by droplet epitaxy on a substrate containing
a low reflectivity back reflector. With this technique highly symmetric QDs are realized.
The structural symmetry of the emitters leads to a reduced fine structure splitting of the
exciton level thus resulting in a large degree of entanglement between photons emitted by
the QDs[67]. Moreover, in order to increase the light collection and decrease the radiative
decay time exploiting Purcell effect, on top of these QDs was realized a circular Bragg

6It is worth mentioning that, when employing a source with an elevated photon emission rate, a potential
source of limitation could be the detector. Indeed, it has to be selected with the proper maximum rate count to
not limit the system performances.

7It is worth mentioning that, along with the ones described in the table, other important properties of SPEs
are their emission wavelength, their operating temperature, and the deterministic generation of such SPEs.
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resonator[66]. These QDs have shown the best results in terms of photon purity and they
show promising properties for future developments.

On the other hand, Stranksi-Krastanov InGaAs QDs represent the standard choice for
QD photonics. Indeed, they are undoubtedly the most used and optimized QDs for quantum
optics experiments. This appears clearly from the optimal quality of their emission. Indeed,
they show a photon purity higher than 99% (i.e. g(2)(0) < 0.01) with an indistinguishability
above 0.94. The best results are achieved by InGaAs QDs embedded in a microcavity. The
microcavity was realized with an advanced in situ lithography technique which consists in
the following steps. A layer containing self-assembled QDs is grown by molecular beam
epitaxy at the center of a vertical microcavity surrounded by two Bragg mirrors. Then,
the planar cavity is spin-coated with a photoresist. After measuring the low temperature
photoluminescence of the QDs to localize the best ones, the photoresist surrounding such
dots was exposed with a laser beam and later removed to obtaining circular holes centered on
the dots (for more detail on the working principle and steps of optical lithography processes
see Chapter 3.1.3). As a final step, the microcavities were realized through chloride reactive
ion etching. This process leads to a spatial precision in centering the QD of about 50 nm
while the cavity resonance can be adjusted with a spectral accuracy of about 0.5 nm. In this
configuration and under resonant excitation an indistinguishability of ∼ 0.996 is measured,
which represent, to our knowledge, the best result achieved so far. In addition to that, the
presence of the microcavity leads to a measured brightness of about 50 MHz, which is an
excellent value for QDs but it is far from the required brightness needed for QITs (see Table
1.1).

A part from QDs, an elevated single photon rate can be obtained from NV centers
and Spontaneous Parametric Down-Conversion (SPDC). Regarding the latter sources, the
brightness is directly connected to the laser power employed to achieve the down-conversion.
However, there is an important drawback: increasing the laser power results in reducing the
fidelity of the two photons entanglement and the indistinguishability due to the introduction
of noise[24]. For example, the reported indistinguishability of 0.91 from Ref.[24] is obtained
with a low power (44 mW) laser beam, while increasing the power to 1 W this value is
reduced to 0.76.

On the other hand, NV− centers in diamonds are bright sources that show a promising
photon purity. However, their intense brightness is typically measured integrating over a
broad energy range. Indeed, the PL of these defects is typically collected employing long
and short pass filters to be able to collect both the zero phonon line (ZPL) and the phonon
sidebands of the emission, cutting out the laser signal. Therefore, to use them in most QIT
applications we would need to filter their emission, to not worsen the indistinguishability,
thus leading to a drastic reduction of the brightness. However, it is worth mentioning that
both NV− centers and SPDC work at room temperature, drastically simplifying the setups
employed and making their use in QIT a lot more appealing.

It results clear that the only thing withholding the state of the art SPEs to be actively
employed in QIT is their brightness. Indeed, their photon purity and indistinguishability
already surpass the minimum values required to actively use them. To this end, several
solution have been proposed to increase the luminescence collection and some of them are
already used (see Table 1). We will now describe a selection of such techniques, along with
a novel technique that we have recently developed. However, it is worth mentioning that
additional studies must be performed to fully implement QIT based on SPEs.
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Table 1.3. State of the art techniques to enhance the luminescence collection of single photon
emitters (mainly quantum dots) with their main characteristics. Several of these approaches
include a back-reflector. Also in the microsphere approach the QW/air back interface acts as
a non-optimal back-reflector. The value of the collection efficiency is reported considering a
collection optical system with a numerical aperture (NA) of 0.7. The collection efficiency of the
microspheres was calculated considering that the system without the microsphere has a nominal
collection efficiency of 2%.

Technique Required
spatial
alignment

Required
spectral
matching

Collection
efficiency
(NA = 0.7)

Lithography
required?

Microspheres (this work) Self-aligned Broadband (≈
200 nm)

≈ 14% No

Fabry-Pérot microcavities [73] Tunable Broadband 8.6% Yes
Photonic trumpets [50] ≈ 20 nm Broadband 95% Yes
Nanowires [45] ≈ 20 nm Broadband (≈

70 nm)
72% Yes

3D printed microlenses [49] 34 nm Broadband 23% Yes
Gold rings [74] ≈ 50 nm Broadband (≈

70 nm)
≈ 15% Yes

Photonic Crystal Cavities [44] < 50 nm ≈ 2.5 nm ≈ 44% Yes
3D printed Bragg gratings [75] 50 − 250 nm ≈ 70 nm 48% Yes
Micropillar cavities [42] 50 nm 0.5 nm 64% Yes

1.5 Techniques to maximize the photon collection efficiency

Table 1.2 clearly shows that solid-state SPEs are the most promising sources for the im-
plementation of QIT. However they are held back by their limited emission intensity. As
said in the introduction, this is mainly due to the presence of a solid-state environment,
which has a large refractive index and thus strongly limits the extracted luminescence due to
total internal reflection. Indeed, for example, the fraction of the total power emitted by a
dipole, embedded in a planar material with refractive index n = 3.5, and transmitted in air is
between the 0.06% and the 2.1%, depending on the dipole axis orientation[40]. Therefore,
it is clear that even if a SPE would emit enough intensity to fulfill the requirements needed
in most of the QIT (∼ 109 photons/s) only a minimal fraction of this intensity could be
concretely used. Moreover, the numerical aperture (NA) of the collecting optics limits the
collected luminescence even further. This issue not only affects the amount of light collected
but can also lead to a change in the measured emission statistics. Indeed, even if the QD
emits exactly one photon during each excitation cycle, the system is not really deterministic:
the photon counts per second (N) will, in fact, follow a binomial distribution, f (N; N0, p),
where N0 is the number of excitations per second and p is the photon collection probability
(Fano factor = 1 − p ≈ 1).

To do so, several solutions have been proposed throughout the years and the more
relevant ones are summarized in Table 1.3 (see also Fig. 1.5). In the following we will briefly
present them, focusing the attention on the ones involving QDs. It is worth noting that some
of these techniques can be employed with other solid-state SPEs as well, as long as the
proper materials are employed.

Among these solutions[35], the ones that give the best results rely on the enhance-
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ment of the collected luminescence thanks to a coupling between the QDs emission and
the mode of an external resonator. Therefore, to maximally exploit this effect a hardly
achievable spatial and spectral coupling between the two is needed. The external resonator
can be a microcavity[76, 73], a photonic crystal (PhC) cavity alone[44] or coupled with a
waveguide[43], or a circular Bragg grating[75]. The spectral coupling problem have been
partially solved thanks to the development of broadband alternatives such as gold rings[74],
3D printed microlenses[49, 77, 78], nanowires[45], nanorings alone[46, 74] or combined
with other broadband solutions[47], and photonic trumpets (with 95% out-coupling record
efficiency)[50]. Nevertheless, these devices still require an accurate positioning of the
QDs. A successful attempt to solve both issues at the same time has been performed
by the implementation of the highly advanced in situ lithographic technique described
previously[79, 42]. However, this approach, and all the others presented so far, requiring
complex nano-fabrications and/or nano-manipulations, are not suitable for the scalability of
the process. Moreover, they are irreversible, expensive and subject to possible failure in the
nanofabrication process.

A second kind of solutions, albeit characterized by generally lower performances, is
largely exempt from these drawbacks, since the desired collection efficiency enhancement is
obtained by placing a millimeter lens, a spherical cap, called solid immersion lens (SIL), on
the sample, on top of the emitters[51, 80]. It is a spectrally and spatially tolerant tool, which
can be easily and reversibly placed on the sample. Its main drawback is represented by the
relatively small enhancement a SIL can achieve: indeed, it can only increase the NA of the
system by a factor equals to its refractive index, nL, and thus its collection enhancement is
about n2

L[81]. However, a SIL can also be combined with other broadband solutions to further
increase the collection enhancement[82, 47], yet reintroducing the problem of realising
complex nano-fabrications and/or nano-manipulations. Finally, other SIL drawbacks include
their bulky nature (mm-size), which is not ideal for many applications, and their sensitivity
to the air-gap which can arise between them and the sample surface[81].

In this work, we propose an innovative method for the hybrid integration of a dielectric
antenna on top of a buried QD, which gives a broadband, reversible, and low-cost solution to
the light collection problem, by exploiting dielectric microspheres for creating self-aligned
QDs. Indeed, it is known that the presence of a microsphere near of an emitters helps the
collection process[83, 84] due to an increase in the NA of the system, and lately this has
been verified also for QDs[85]. The main drawback of this approach is the requirement
of a precise positioning of the microsphere on top of the QD, with an accuracy one order
of magnitude smaller than the microsphere size itself; plus, a QD position even slightly
off-axis leads the luminescence to be directed at a non-normal angle with respect to the
sample surface[85]. We circumvented this issue by exploiting the microspheres not only
for the collection process, but also for the QD fabrication, as it will be described in details
in Chapter 4. The presence of the microsphere leads to an enhancement in the collection
efficiency of a factor 7.3 ± 0.7. This value is obtained from the ratio between the intensity of
the photoluminescence of a QD at saturation before and after the removal of the microsphere
on top of it (see Chapter 4 for more details). We also demonstrate that this enhancement is
mostly connected to an increase of the directionality of the QD emission.

It is worth noting that, albeit working in a similar fashion as the SILs, the microspheres
increase in the luminescence collection strongly exceed the predicted enhancement of n2

L.
Indeed, the microsphere employed were made of mere silica (SiO2) which refractive index,
at the QD emitting wavelength, is about nL = 1.45, therefore the predicted collection
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Figure 1.5. The three panels in which the Figure is divided represent three different collection
enhancement techniques. a) PL intensity as a function of power of an NV center with and
without a SIL on top of it. b) Photo of the the diamond SIL placed on top of the NV center[80].
c) SEM (Scanning Electron Microscope) image of a photonic trumpet. d) Plot of the collected
fraction of the beam intensity as a function of NA (red curve), the star marks a collected fraction
of 95%[50]. e) SEM image of a metallic nano-ring placed on top of a QD. f) PL intensity of
various QDs within (red symbols) and outside (gray symbols) metallic nano-rings, plotted as a
function of emission wavelength[74].

enhancement would have been about 2. The only other "geometrical" approach that shows
similar (or sometimes better) results is the microlens. However, to do so, it is not enough
to employ high refractive index materials (e.g. GaAs) but also to shape the microlens in
particular geometries[78]. In addition to that there are all the fabrication issues previously
described i.e. the need of nanolithography and a precise positioning of the microlens on
top of the emitter. Therefore, the microsphere represent a cheap, broadband, and efficient
solution to the luminescence collection issue which can be easily employed with many other
SPEs.
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Chapter 2

GaAs1−xNx quantum dots and
G-centers in silicon

In this chapter the main properties of the two single photon emitters studied will be presented.
Firstly the more relevant characteristics of GaAs1−xNx will be described, along with the
effect that H has on this material. Then the state of the art of technologies based on
GaAs1−xNx will be shown. In the second part, the attention will focus on the G-centers, in
particular on their structure, their relevant optical properties and their formation processes.
Lastly, the state of the art technologies based on G-centers will be presented.

2.1 GaAs1−xNx

Dilute nitride semiconductors are alloys made from semiconductors of the III and V group
in which a small percentage of N (usually less than 5%) is introduced in the V-group
sublattice[52]. Even with such a small amount of N it is possible to strongly modify the
properties of the materials[86]. For example, N introduction within GaAs reduce the band
gap (Eg(GaAs) = 1.519 eV at 10 K) of about 0.15 eV every percent of N[87]. This is an
unusual behaviour for a ternary alloy, which can be understood considering the empirical law
that describes the energy gap of a ternary alloy AB1−xCx, as a function of the concentration
of element C, x:

Eg = EAC
g (1 − x) + EBC

g x − b(1 − x)x (2.1)

where EAC
g and EBC

g are the energy gaps of the compounds AC and BC, respectively, and b
is the so called optical bowing parameter. This parameter embodies the unusual behaviour
of dilute nitrides in terms of energy gap. Indeed, for alloys containing elements from the
III and V group b has a constant value of the order of 1 eV[88], while in GaAs1−xNx it
is extraordinary large (up to tens of eV) and composition dependent[88, 89, 90]. This
unusual behaviour can be exploited to realize high quality emitters in the telecom O-band
(1260 − 1360 nm) by simply controlling the N percentage within GaAs1−xNx[91]. This is
one of the properties that makes GaAs1−xNx one of the most promising and extensively
studied dilute nitride.

Despite the clear experimental evidences, the researchers struggled at first to find a
clear theoretical explanation to GaAs1−xNx energetic behaviour. However, after some years
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Figure 2.1. a) Electronic band structure for GaAs0.99N0.01, obtained with a k · p model[93] and
considering the results of Eq.2.3 using the values: EN = 1.67 eV and VNc = 2.5

√
x, with x

representing the fraction of N atoms. b) E+ and E− data obtained by fitting photoreflectance
spectra of GaAs1−xNx. The solid lines are the fit to the BAC model adapted form Ref.[92].

they successfully developed a simple model, called the Band-Anticrossing (BAC) model,
to schematize this behaviour. The BAC model consists in describing the effects linked
to the presence of N atoms in GaAs1−xNx as the results of the interaction between two
energy levels: one at energy EN, which is the energy level introduced by the presence of a
susbtitutional N defect in GaAs, and the other one at energy Ec, which is the energy of the
extended conduction band of GaAs. Considering the interaction between the two states as a
perturbation, it is possible to obtain the following eigenvalues problem:∣∣∣∣∣∣EN − E VNc

VNc Ec − E

∣∣∣∣∣∣ = 0 (2.2)

where VNc is the matrix element describing the interaction, and it is possible to show that it
is connected to the N concentration, x, by the equation: VNc = β

√
x. From the resolution of

equation 2.2 it is possible to obtain two different eigenvalues, E− and E+:

E± =
Ec + EN

2
±

√(EN − Ec

2

)2
+ V2

Nc (2.3)

where the lower one, E−, represents the conduction band dispersion curve of GaAs1−xNx,
while the second eigenvalue, E+, gives a resonant energy level that can be observed in
photoreflectance measurements[92]. Indeed, in Fig. 2.1b are reported the results of such
measurements fitted with Eq. 2.2 (as a function of the N concentration) with a very good
agreement. Moreover in Fig. 2.1a is represented the theoretical band structure accordingly
to the BAC model.

Despite the good agreement between the BAC model and some experimental results (e.g.
the refractive index[94]), the model fails to explain others, e.g. the composition dependence
of the effective mass of the conduction band edge[95] or the behaviour of the electron
gyromagnetic ratio[96]. The inconsistencies between the model and the measurements arise
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H0

H+ H-

Figure 2.2. Theoretical formation energies of interstitial H in GaN in different charge states,
referenced to the energy of a H2 molecule. The zero of the Fermi energy is at the valence band
minimum[98].

from considering only isolated N atoms within GaAs1−xNx. Indeed, several simulations
show that increasing the nitrogen concentration in GaAs1−xNx results in the formation of
couples and even clusters of atoms, whose energy levels are necessarily different from the
one of isolated N. Moreover, these energy levels become progressively more relevant as the
N concentration increases. Therefore, knowing the proper statistical distribution of N within
GaAs1−xNx is of the utmost importance to adapt the model to a real scenario. This yields to
a modification of the interacting term VNc, to take into account all the possible interactions
between the GaAs conduction band and the newly formed energy levels, weighted by their
intensity. This optimization of the model fill the gaps in the BAC model leading to a very
good agreement between theory and experiments, see e.g. Fig. 5 of Ref. [97].

2.1.1 H effect on GaAs1−xNx

Hydrogen (H) is one of most diffused element on the Earth and the most diffused one
in the Universe[99], hence H is an extremely common impurity during the growth and
processing of semiconductor materials. Therefore, H in semiconductors has been extensively
studied among the years. From these studies, interstitial H is predicted to be amphoteric,
which means that it can act either as a donor or an acceptor in most semiconductors[98].
Moreover, it typically counteracts the prevailing conductivity, acting a donor in p-type
semiconductors and as acceptor in n-type semiconductors. This behaviour is well described
by the calculations performed on the formation energies of interstitial H, an example of
which is reported in Fig. 2.2, where is shown that in a p-type GaN the H+ formation is
energetically favored and the same goes for the H− in the n-type GaN, as expected. In
addition to that, thanks to its high chemical reactivity and its diffusivity, H tends to bind
to dangling bonds associated with point and extended defects (see e.g. Ref. [100]), thus
mitigating their detrimental effects in the material, e.g. canceling the energy levels introduced
in the band gap of the semiconductor. A famous example of this is amorphous silicon, which
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Figure 2.3. Secondary Ions Mass Spectroscopy (SIMS) depth profiles of deuterium for GaAs1−xNx

samples with different x (each color refers to the labeled concentration), along with the simulated
profiles (solid lines). For x = 0.7% the two depth profiles refers to two different irradiation
temperatures.[52]

started to be employed as an active material for silicon solar cells after the development of
its defects passivation process via hydrogen[101, 102].

The introduction of hydrogen into GaAs1−xNx has some interesting and unusual ef-
fects. H tends to bond with N to form two stable (up until 315°C and 235°C, respectively)
complexes , N-2H and N-2H-H[52, 103], leading to the elimination of all nitrogen effects.
Indeed, increasing H concentration results in the gradual restoring of the bandgap, effec-
tive mass, spin properties, refractive index, lattice constant, and ordering of the N-free
material[52, 104]. Therefore, once fully hydrogenated, GaAs1−xNx shows strong similar-
ities with GaAs, to the point that for some aspects they can be considered equal. For the
sake of simplicity, from now the term GaAs1−xNx:H will be used when referring to the fully
hydrogenated GaAs1−xNx.

Once discover the interesting effect of H in GaAs1−xNx, the next step was to try to
control it. To achieve this, H diffusion process in GaAs1−xNx was studied both from a
theoretical and experimental point of view[52, 104, 105]. The results of these studies can
be resumed in two main points: i) H diffusion mechanism is mediated by multiple trapping
processes, which lead to the formation of the stable complexes described before, and ii)
H depth profile is characterized by a plateau followed by a steep exponential decay (see
Fig. 2.3). While the first result is not a novelty, the second one is quite interesting. Indeed,
the exceptionally sharp H forefront (up to 5 nm/decade with x = 0.7% and T = 200 °C)
suggests that the H penetration depth can accurately control, hence H can be used to tailor
the optical properties of GaAs1−xNx on a scale of few of nanometers. It is worth mentioning
that the SIMS measurements have been performed using H2, which has a lower diffusion
coefficient respect to H, and thus it results in a sharper profile. Nevertheless, this have only
a limited effect thus still guaranteeing a submicrometer control over the hydrogenated areas.

Once verified the possibility to selectively hydrogenate GaAs1−xNx, the following
question might be if is it possible to selectively remove it. A viable way could be with
thermal annealing[52], however it is quite difficult to carefully control it, especially at the
nanoscale. Alternatively, it was find out that these bonds can also be broken by shining
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Figure 2.4. Dependence of the maximum percentage of N-H bonds broken (|∆nN−H|max) on the
photon energy hν and laser wavelength λ for various power densities, pa (pa0 = 105 Wcm−2 ).
The inset shows the dependence of |∆nN−H|max on pa at hν = 1.71 and 2.33 eV (λ = 725 and
532 nm).

the GaAs1−xNx:H with a laser light of proper wavelength[106]. In Fig. 2.4 is reported the
percentage of N-H bonds broken as a function of the energy. Looking at the curves in
the plot, it is clear that there are two energies around which the effect is more intense:
1.77 eV and 1.57 eV. They are connected to the dissociation energy of the N-H compounds
where the first one is perfectly coherent with the reported value [107], while the second one
suggests the presence of a lower energy bound for the dissociation of the N-2H complex
by the formation of a closely related complex state with a lower activation energy [108].
Despite matching these energies will result in breaking the N-H bonds in the most efficient
way, the process is quite broadband (around 900 meV), therefore a different energy can
be employed provided that a higher power is employed. Indeed, from the inset of Fig. 2.4
it is clear that, by simply increasing the power of a factor 2, out of resonance excitation
leads to similar result of in resonance excitation. Moreover, increasing the power can
be of advantage since, to properly recover GaAs1−xNx from GaAs1−xNx:H, breaking the
N-H bonds is not enough, H atoms must be taken away to prevent the reformation of
the complexes. This can be achieved by locally increasing the temperature above the H
outgassing value (Ta > 250 °C)[106]. Therefore, an increase in the excitation power will
result in an increase in the local temperature facilitating the H outgassing.

These two approaches to locally control the H concentration within GaAs1−xNx, along
with the striking effects linked to H, represent excellent tools to tailor the material optical
properties at the nanoscale.

2.1.2 GaAs1−xNx QDs as single photon emitters

Among the years several techniques have been realized to fabricate GaAs1−xNx QDs, in
order to exploit them as SPEs in QIT. In this section we will review the most important ones.

The first technique concerns the fabrication of site-controlled GaAs1−xNx QDs[109]
(top panel of Fig. 2.5) by locally control the hydrogen diffusion. The realization process is
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based on the fact that GaAs1−xNx:H has the same energy gap of GaAs, as previously said.
Therefore, having a small volume of GaAs1−xNx surrounded by GaAs and/or GaAs1−xNx:H
would results in having a 3D energy confinement for the charges and thus a QD. This is
achieved by depositing circular titanium masks on top of a GaAs/GaAs1−xNx QW which is
then hydrogenated. The masks presence prevents H to fully hydrogenate all the GaAs1−xNx

area below it thus resulting in having small GaAs1−xNx regions (in axis with the masks)
surrounded by higher energy gap materials (GaAs1−xNx:H on the sides and GaAs on top
and below) and hence a QD (see Fig. 2.5b). The QDs fabricated with this technique show
good optical properties and their single photon emission nature was successfully tested. This
approach represents a reliable way to fabricate site-controlled QDs, which can be employed
for the fabrication of highly uniform arrays of QDs (see Fig. 2.5d). Moreover, thanks to the
high alignment precision of the electron beam lithography (EBL) system used to realize the
titanium masks (about 20 nm), this technique can be used to fabricate GaAs1−xNx within a
photonic structure to enhance the PL efficiency. An example of this is reported in the bottom
panel of Fig. 2.5, where the PL characterization of a QD realized with this technique and
embedded in a photonic crystal (PhC) cavity is shown[110, 111]. The fabricated QD shows
a g(2)(0) < 0.5 proving the SPE nature of the emitter. Moreover, it exhibits a promising weak
coupling with the cavity leading to an enhancement in the PL intensity. These preliminary
results can be used as a starting point for future developments, e.g. aiming to obtain a strong
coupling between the QD and the cavity.

Other fabrication techniques are based on locally removing of H from GaAs1−xNx:H by
shining the material with a laser light of proper wavelength. This effect can be exploited
to fabricate GaAs1−xNx QDs with a similar approach to the one just described. The idea is
to start from a GaAs/GaAs1−xNx QW, to fully hydrogenate it and then shine some areas to
break the N-H bonds and remove the hydrogen atoms, thus obtaining the GaAs1−xNx QDs.
However, the formation of a QDs requires that the H removal process takes place only in
limited areas, hence it is of utmost importance to minimize and control the illumination spot
size. To this purpose several techniques have been developed among the years and the most
recent one is part of this work and will be described in details in Chapter 4. We will now
briefly review two of those techniques employed to reduce and control the laser spot size,
thus obtaining GaAs1−xNx QDs.

The first technique relies on the ability of bowtie nanoapertures to localize the elec-
tromagnetic field on a sub-wavelength scale thanks to a surface plasmon resonance. In
particular, these nanoapertures were obtained by EBL in an aluminum thin layer deposited on
top of a GaAs/GaAs1−xNx:H QW[112, 113]. The geometrical properties of these apertures
were carefully chosen to present: a plasmonic resonance at around 700 nm, i.e. the best
wavelength to break the N-H bonds; to obtain a strong field enhancement, to remove H
atoms; and to obtain a reduced spot waist at the center of the QW. It is worth mentioning
that in the best configuration the spot waist is about 80 nm, well below the diffraction limit.
Once fabricated the nanoapertures with the optimal characteristics, they were shined with a
laser light with λl = 700 nm with different powers. To do a comparison, some unpatterned
areas were also shined. Then, the PL of the sample was measured both at room and low
temperature (T= 300 K and 5 K, respectively). From the spectra at room temperature showed
in Fig. 2.6b, it is clear that outside the apertures the light had no effects while within them
the H removal process was successful. Moreover, the low temperature spectra show some
narrow lines (linewidth ≈ 1 nm) which are undoubtedly evidence of quantum confinement
and strongly suggests the presence of a GaAs1−xNx QDs below the aperture. Therefore,
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Figure 2.5. The two panels contains the results of the QD fabrication technique that relies on the
controlled hydrogenation of GaAs1−xNx, as described in the text, and its implementation in
combination with a PhC cavity. a) Steps of the GaAs1−xNx QDs fabrication process. b) Low
temperature micro photoluminescence (micro-PL) spectra of two fabricated GaAs1−xNx QDs. c)
Normalized second-order autocorrelation function for the emission of two different QDs along
with the one from GaAs, plotted as a reference. Both the QDs exhibit a value of the g(2)(τ) < 0.5
showing their single-photon emitter nature[109]. d) Low temperature intensity map of a QD
array, acquired by using a long pass filter to reject emission from GaAs, GaAs1−xNx:H and
laser reflection. e) Sketch of the fabrication steps required for the deterministic integration of
a single GaAs1−xNx QD with a PhC cavity. The presence of the alignemenet markers ensure a
near-perfect alignemenet (∼ 20 nm) between the QD and the center of the cavity. f) Normalized
micro-PL measurements of the exciton transition of the QD (X) and the cavity mode (CM) at
different temperatures. g) Temperature dependence of the integrated PL intensity of the CM
(black dots) and of the X peak (blue dots). The intensity increase observed for temperatures
above 50 K is a result of the Purcell effect, due to the QD coming into resonance with the CM.
h) Lithographic tuning of the CM energy of a PhC L3 defect cavity (r/a = 0.29) by varying the
PhC lattice pitch value, a. i) Second-order autocorrelation of the X peak for a site-controlled QD
embedded in a PhC cavity. Note the g(2)(0) < 0.5, providing evidence of the SPE nature of the
QD integrated in the PhC cavity[110, 111].
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a) b) c)
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Figure 2.6. Each panel contains the plots associated with one of the two different techniques for
the controlled removal of H in GaAs1−xNx:H discussed in the text. a) Sketch of the plasmon-
assisted H removal in a GaAs/GaAs1−xNx:H QW exploiting the bowtie nanoapertures. b) Room
temperature micro-PL spectra measured before and after illuminating a bowtie aperture with a
laser light with power 3 mW (red) and 6 mW (blue). Inset: room temperature micro-PL spectra
pre and post illuminating an unpatterned area. c) Low temperature micro-PL spectra measured in
two different nanoapertures (NA1 and NA2), after treating them with two different laser powers
(6 mW and 3 mW, respectively). The GaAs and the QW spectra are also reported for comparison.
d) Sketch of the H removal process employing the SNOM system. e) Low temperature micro-PL
spectra of three different QDs, distinguished by colour, along with the corresponding second-
order correlation measurements, coloured accordingly. The labels X and XX indicate the exciton
and biexciton emission, respectively. The black curves in the g(2)(τ) plots corresponds to the
fit of the curves, the orange curve in the last plot represents the fit of the g(2)(τ) measurements
taking into account a classically correlated background.
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these bowtie nanoapertures can successfully be used to fabricate site-controlled GaAs1−xNx

QDs with the only positioning limit represented by the spatial resolution of the EBL (20 nm).
A different approach to localize the electromagnetic field is with the use of a Scanning

Near-field Optical Microscopy (SNOM) system[114]. A SNOM system employs an etched
optical fiber tip to collect the samples PL. Moreover, coupling the fiber with a laser it
can be used in an excitation-collection configuration. Thanks to an electrical feedback
system, the tip is held at about 10 nm from the sample surface. This short distance allows to
collect the evanescent waves of the emitted electromagnetic field, thus resulting in a spatial
resolution limited only by the diameter of the fiber aperture[115]. Therefore, employing an
etched tip results in strongly limiting the excited area. Due to this it is possible to fabricate
GaAs1−xNx QDs by simply shining a GaAs/GaAs1−xNx:H QW with a laser light through
the SNOM tip[116]. The main results of this approach are presented in Fig. 2.6e, where the
low temperature PL of the fabricated QDs is presented, along with the g(2)(τ) measurement
to verify their single-photon emitter nature. The different PL spectra are obtained from QDs
of different sizes realized by simply changing the laser power. As the previous approach,
the SNOM system can be used to fabricate site-controlled GaAs1−xNx QDs. Indeed, the
SNOM tip can be moved within the sample with a spatial resolution of about 50 nm. The
main drawback of this technique is that the SNOM system is a complex and expensive setup,
therefore a large scale fabrication of QDs with this approach is not feasible. However, it
leads to the fabrication of QDs of almost arbitrary size with good optical properties and
without the need of any lithographic processing of the material.

In conclusions, several fabrication techniques have been developed to fabricate GaAs1−xNx

QDs, all based on the striking effect that H has on this material. Some of these techniques
lead also to the fabrication of site-controlled QDs with promising optical properties. Relying
on a similar approach, we have developed a novel technique to fabricate GaAs1−xNx QDs
that will be described later on in this work. All these efforts show promising results that
will potentially lead to an active implementation of such QDs in QIT. Moreover, it is worth
noting they all these techniques can be potentially applied to all those material that show
similarities with GaAs1−xNx and GaAs1−xNx:H.

2.1.3 Strain control in GaAs1−xNx

As a final remark we present an interesting technology, based on the properties of GaAs1−xNx,
which leads to the control of light polarization through the realization of GaAs1−xNx/-
GaAs1−xNx:H heterostructures[117, 113], see Fig. 2.7. These structures are obtained as
follows. Firstly, a 50 nm thick titanium layer is deposited on top of a sample containing
a 200 nm thick layer of GaAs1−xNx (x = 0.4% and 0.9%) on a GaAs substrate. Then, the
titanium layer is patterned by electron beam lithography to obtain wires of different lateral
sizes (0.5, 1, 2, 5 and 10 µm, 5 µm apart). After, the sample is fully hydrogenated. Lastly,
the titanium masks are removed. Thanks to the H diffusion behaviour (see previous section),
the presence of the masks grants steep GaAs1−xNx/GaAs1−xNx:H interfaces, thus forming
the heterostructures.

The presence of GaAs1−xNx wires can be clearly observed measuring the PL of the
samples employing a long pass filter to cut out the GaAs1−xNx:H and GaAs signals, see
Fig. 2.7). Moreover, we can observe that the PL signal is polarized (up to 40%) along the
direction perpendicular to the wires, see Fig. 2.7a. Therefore, changing the wires orientation
would lead to a change in the polarization direction. This control is achieved thanks to
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Figure 2.7. a) Low temperature micro-PL spectra on the wires. The blue (red) curves are for
the GaAs1−xNx wires with x = 0.9% (x = 0.4%), where the continuous (dashed) one is the
spectrum for a polarization orthogonal (parallel) to the wires. Bottom inset: scheme of the sample
pattering where α is the angle between the polarizer and the wire axis. Top inset: polarization
measurements results, where the degree of polarization ρ = I⊥/I∥ is reported as a function of
α. b) Low temperature PL map of the wires, where the signal from GaAs1−xNx:H is rejected
using a long pass filter. c) Polarization plot (cyan curve) and simulated strain plot (black curve),
calculated along the direction perpendicular to the wires axis, across the wires. Note that the
axis of the strain is reversed since in the GaAs1−xNx are a tensile strain is present and hence
the strain assumes negative values. A clear correlation between the two is present. d) Strain
map calculated along the direction perpendicular to the axis of a GaAs0.991N0.009 wire with
width= 2 µm embedded in fully hydrogenated GaAs0.991N0.009[117, 113].

the difference in the lattice parameter between GaAs1−xNx and GaAs1−xNx:H. Indeed,
GaAs1−xNx is characterized by an intrinsic tensile strain, connected to the introduction of N
in the GaAs matrix, which is then relaxed by the introduction of H (see Figs. 2.5c) and d) ).
This difference leads to a modulation in the strain within the heterostructure and thus to the
emission of polarized light.

The local control over the hydrogen diffusion leads to a strongly localized manipulation
of the strain fields. Strain control is a powerful and versatile tool that can be employed to
tune the optical material properties in a non invasive way (see e.g. Ref.[118]), as we will
also see related to G-centers later on in this thesis work (Chapter 5).

2.2 G-centers in silicon

2.2.1 Luminescent point defects

Silicon is the cornerstone element for electronics and photovoltaic industries, which usage
keeps increasing every year, for example in 2020 the global silicon production amounted of
about 8 · 106 metric tons1. Together with the spreading of silicon-based technologies, the
refinement processes is steadily optimized, indeed the purity of electronic grade silicon can
reach 99.9999999%, with a residual concentration of impurities of about ρI ≈ 5 · 1013 cm−3.

1Data based on the United States Geological Survey 2021 https://pubs.usgs.gov/periodicals/
mcs2021/mcs2021-silicon.pdf.

https://pubs.usgs.gov/periodicals/mcs2021/mcs2021-silicon.pdf
https://pubs.usgs.gov/periodicals/mcs2021/mcs2021-silicon.pdf
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Figure 2.8. a) Crystalline structure of some point defects. From left to right: C-center, G-center,
W-center and T-center. b)-e) Low temperature PL spectra of the corresponding point defects
both in natural Si and in isotopically purified 28Si[127, 130].

In addition to that, the realization of photonic devices based on Si is a well-established
technology[119]. All these aspects made the use of silicon in QIT highly entrancing. To
this end, remarkable advances in the field of silicon Quantum Computing have been made:
from the demonstration of two-qubit gate fidelity above 99%[120, 121, 122], to the CMOS-
based cryogenic control of quantum circuit[123] and to the fabrication of silicon qubits
in a 300 mm semiconductor manufacturing facility using all-optical lithography and fully
industrial processing[124]. However, the silicon is strongly limited to the non optical-based
QITs, since it has the major drawback of having an indirect bandgap (Eg = 1.12 eV at room
temperature), thus it is not characterized by an efficient photoluminescence. This issue can
be circumvented by exploiting extrinsic and intrinsic emitting impurities that originates
form rare-earth atoms[125], hydrogen[126], oxygen[127], carbon[29] etc.[128], embedded
within the silicon matrix. These emitters are commonly known as radiation-damage centers
as they are usually created via high-energy electron irradiation or directly by ion implant.
They can be created in bulk Si as well as in silicon on insulator (SOI), another attractive
platform for the fabrication of electronic and photonic devices (such as integrated photonic
circuits). The list of the light emitting centers in silicon is extremely long[129] and most of
them are well known, however most studies were focused on ways of eliminating them in
order to achieve high purity silicon. Despite this, some of them have drew the attention of
the researchers for their interesting properties.

In Fig. 2.8 the crystalline structure of the more interesting point defects in silicon is
shown, along with a low temperature PL spectrum of their emission. As it is expected, their
emission energy is below the energy gap of silicon (Eg = 1.12 eV at room temperature) and
indeed, they all emit in the near infrared spectrum range. For example, the W-center, a defect
formed by a cluster of three self-interstitial silicon atoms[131], emits at around 1215 nm.
The C-center, on the other hand, is formed by an interstitial carbon atom and an interstitial
oxygen atom[132] and its emission is centered at around 1570 nm, slightly outside one
of the most used transmission band for the optical fibers, the C-band (1530 − 1565 nm).
While the emission of the T-center, composed of two substitutional carbon atoms[133], is
centered within the so called original band or O-band (1260 − 1360 nm). All these defects
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Figure 2.9. a) Structure of the stable A configuration CiSii−Cs. b) Structure of the stable B
configuration Cs−Sii−Cs. c) Scheme of the electronic levels in the configuration B[134].

are promising sources for single photons to be employed in QIT. However the emission
energy is basically the sole information we have on these luminescent defects in silicon,
with few notable exception, one of which is G-centers.

2.2.2 Properties of the G-centers

The G-center is a bistable point defect formed by two carbon atoms and an interstitial
silicon atom. The fact that it is a bistable defect means that it can exist in two stable atomic
configurations, referred to as A and B. In configuration A the G-center consists of a carbon-
silicon split-interstitial pair (meaning that they share the same lattice site) and a neighboring
substitutional carbon atom. Using the common nomenclature for defects, configuration A is
described as CiSii-Cs. While in configuration B, the two carbon atoms are substitutional and
the silicon atom is in interstitial position between them (Cs-Sii-Cs)[134]. Configuration A is
the stable configuration when the defect is charged (±1), while configuration B is the stable
one when the defect is neutral. A sketch of these configuration is shown in Fig. 2.9. Despite
both configuration are stable, only in configuration B the G-center is optically active and it
is able to emits, with a ZPL centered at about 0.969 eV (see Fig. 2.8c ). This is theoretically
confirmed by density functional theory calculations which provide the expected electronic
levels configuration. As sketched in Fig. 2.9c, the ground state is 1A′ with two possible
excited states 1A′′ and 3A′′. The energy difference of the two transitions 1A′′ −→ 1A′ and
3A′′ −→ 1A′ are 0.985 eV and 0.678 eV, respectively. Therefore the former transition is in
good agreement with what is observed in photoluminescence experiments.

Knowing the structure of the defects let us theorize if and how the photoluminescence
signal of the G-centers is polarized. Indeed, taking into account configuration B and the
possible atomic bonds, there are 12 different orientation of the G-centers, meaning that
their emission is polarized along 12 different directions. However, typically the photo-
luminescence is collected along a specific crystalline direction, therefore the measurable
polarizations are only the ones perpendicular to that direction, e.g. [100] and [010] if the
luminescence is observed along the [001] direction.

From the experimental measurements performed on these emitters some other infor-
mation can be extracted. First of all, there is the second-order autocorrelation function,
which has been measured independently by three different groups[136, 29, 137, 138]. The
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Figure 2.10. a) Low temperature spectrum of an ensemble of G-centers[135]. b) g(2)(τ) measurements
of two different G-center (scatter plots) along with the corresponding fit (continuous curves).
From the fit of the left one results: g(2)(0) = (0.07 ± 0.04)[136]. c) Intensity measurements
as a function of power of a G-center (blue circles) and of the background (green circles). The
blue and green continuous curves are the fit of the data while the black curve is obtained as
the difference between them[136]. d) On the left, low temperature spectrum of an ensemble of
G-centers. The coloured areas represent the spectral width of the two bandpass filters used for
spectrally selective time-resolved measurements of the ZPL and phonon sideband. On the right,
the time-resolved PL signal intensity for the whole spectrum (black line), the ZPL only (blue
line), and the phonon sideband only (red line). The green line indicates an exponential decay
with a time constant of 5.9 ns[135].



30 2. GaAs1−xNx quantum dots and G-centers in silicon

smallest reported value for g(2)(0) is 0.07 ± 0.04 (see Fig. 2.10b), which is likely limited by
the presence of spurious emission within the detection spot and by intrinsic dark counts of
the detector. Therefore, the SPE nature of the G-centers has been successfully measured,
showing a good single photon purity of the emission. It is worth mentioning that, to achieve
the maximum photon purity, it would be optimal to create the G-centers within 28Si which
leads to the elimination of the inhomogeneous broadening resulting from the mixture of the
three stable Si isotopes (28Si,29Si,30Si) present in natural silicon. Moreover, 28Si has a null
isospin leading to the removal of any hyperfine interaction. As a consequence, luminescence
measurements of defect within this material have shown sharp lines, with a full width at half
maximum of less than 1 µeV (see Fig. 2.8), thus leading to a negligible contribution of the
homogeneous broadening to the photon purity.

Another interesting properties that can be extracted from photoluminescence measure-
ment is the Debye-Waller factor (DW), which is the fraction of power emitted in the ZPL
respect to the total emitted power. This factor provides information on the electron-photon
coupling, i.e. a higher DW implies a smaller coupling and vice versa [139]. In G-centers
the measured DW is between 11% and 18%[135, 29, 136]. This factor can also be used
to evaluate the brightness of this SPE. Indeed, all the measurements performed so far rely
on the use of long-pass filters, hence the measured intensity comes from both the ZPL and
the phonon sidebands. However, since most of the QIT require a high photon purity and
indistinguishability, to successfully employ G-centers as SPEs we would need to select
only the ZPL emission. To this end, the brightness of the source (in the ZPL) can be easily
obtained multiplying the measured intensity for the DW. The brightest G-center measured
was characterized by about 105 counts per second at the detector (as it can be seen in
Fig. 2.10c) with a DW of 11%, thus the brightness of the source was about 104 count per
second (i.e. a photon rate of about 10 kHz). Albeit being less intense than required to be
employed in QIT (see Table1.1), G-centers show a good brightness if we take into account
that: 1) the value shown is the one measured at the detector, hence to be compared with the
other SPEs in Table 1.2 must be rescaled for the efficiencies of all the optics in the setup;
2) no effort have been made to increase the luminescence collection, therefore this value
is, at best, only the 2% of the total emitted light[40]. This is confirmed by the measured
radiative decay time. Indeed, independent groups have observed decay time between 4
and 10 ns[138, 135, 136] (see e.g. the one shown in Fig. 2.10d), therefore the achievable
emission intensity is of the order of a hundred MHz. It is worth noting that embedding the
G-center in a microcavity or in a photonic crystal cavity could greatly decrease the radiative
lifetime, thanks to the Purcell effect, and thus drastically increase the emitter brightness.

2.2.3 Fabrication of G-centers

G-centers can be formed in several different ways. They can be obtained by bombarding
silicon or SOI with gamma rays, electrons, neutrons and ions[140, 135, 141] or by exposing
the samples to CF4 plasma[142] or even by nanopattering them[143, 144]. G-centers can be
realized also by laser annealing, after treating the surface properly[145].

Regardless of the technique employed, the formation of G-centers strongly depend on
the amount of carbon atoms, and in particular substitutional carbons. The standard procedure
for creating G-centers relies on implanting them in high quality silicon or SOI, in this way a
better control over their density is obtained, combined with a minimal presence of defects of
other nature. The process of realizing a G-center starts with the creation of an interstitial
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silicon atom Sii, e.g. bombarding the silicon lattice. The Sii formed is highly mobile and can
replace one of the substitutional carbon atoms already present in the crystal. The resulting
interstitial carbon migrates until it binds to another substitutional carbon atom and to an
interstitial silicon thus forming the G-center. This dependence results clear when comparing
the photoluminescence intensity of samples containing different concentrations of carbon
atoms[146, 147]. As expected, an higher amount of carbons will result in more G-centers
formed and thus in an increase in the luminescence intensity. However, this trend does not
go on indefinitely but there is a optimal concentration above which the luminescence starts
to degrade[146]. This is likely due to the introduction of non radiative defects that worsen
the signal.

The G-centers studied in this work are all formed within a SOI sample and they are
all obtained in the same fashion. The SOI is firstly implanted with carbon atoms with an
optimal dose to maximize the amount of centers formed. The implantation energy was
instead changed to locate the carbon atoms at different depth within the silicon layer. After
the implantation, the samples were annealed at high temperature to cure the unwanted
radiation damages. Lastly the G-centers were formed by bombarding the samples with
protons. The specifics of the fabrication processes are described in detail in Chapter 3.1.9.

2.2.4 G-centers as single photon emitters

In order to exploit G-centers in QIT we need to be able to fabricate and detect single
and isolated defects to be employed as SPEs. The studies on isolated G-centers and their
implementation in photonic devices are still few, however there are some promising results
that paves the way for interesting future developments.

The first studies on isolated G-centers relies on the implantation of carbon atoms in
SOI sample employing low doses, ≤ 1013 ions/cm2. The results of the first measurements
performed on a single G-centers are reported in Fig. 2.11. From the PL map we can clearly
see that, despite the reduced carbon dose, a vast amount of G-centers are observed. Therefore,
in order to focus on a single G-center at a time a high numerical optics must be employed
(for example, the objective used in this work was characterized by NA = 0.85). Once
identified the isolated ones their second-order autocorrelation function was measured finding
a value of g(2)(0) ≈ 0.3 clearly showing their SPEs nature. The PL intensity of such defects
displayed a saturation power of about 6 µW (measured before the objective). In addition to
that, the defect PL intensity at saturation power is stable over time up to 30 minutes. These
are promising results showing the potentiality of employing G-centers as SPEs. To this end,
newer studies on isolated G-centers have shown even better results in terms of higher photon
purity and brightness of the G-centers[136], as showed in Fig. 2.10.

Employing a similar fabrication approach, a single G-center embedded in a waveguide
was recently realized[138], as shown in Fig. 2.11f. The waveguide, designed for single mode
operations at 1278 nm, was fabricated by EBL in a SOI sample implanted with a low carbon
dose (1013 ions/cm2). An isolated G-center is then observed in the waveguide, see inset of
Fig. 2.11f. This defect was optically characterized and showed an intensity at saturation and
on the first lens was about 1 MHz. Moreover, the second order autocorrelation measurement
results in g(2)(0) = 0.38 ± 0.08 proving the SPE nature of the defect. The reason behind
this non-optimal photon purity is connected to the poor signal to noise ratio of the emission
due to the limited coupling between the G-center and the waveguide (maximum ≈ 8.25%).
However, this is only a first attempt and there is room for further improvements. Indeed, by
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Figure 2.11. a) Low temperature (10 K) raster PL map. b) Second-order autocorrelation function
g(2)(τ) recorded on the isolated PL spot marked with the circle in a). The g(2)(0) < 0.5 clearly
show the SPE nature of the G-center under study. It is worth mentioning that the measured is
performed without background correction. The solid line is data fitting with a three-level model
describing the dynamics of optical cycles. c) PL spectrum of the studied G-center, showing
emission in the telecom O-band (shaded red area)[137]. d) Microscope image of the sample
showing the presence of different waveguides and structures. e) SEM image of the facet of the
waveguide containing the G-center under study. f) Raster PL map of the emission. In the inset
the single G-center studied[138].
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Figure 2.12. Sketch of the road map to realize a scalable Si-based chip with a single G-center as
SPE [136].

simply employing spot-size converters or grating couplers, a coupling efficiency of about
80% is achievable.

These promising results suggest that all the tools developed for silicon based integrated
photonic circuits could be exploited to manipulate single photons on a Si-based chip which
can be easily scaled. A proposal in this direction has been made by Hollenbach et al.[136]
and it is sketched in Fig. 2.12. They theorize the realization of a chip realized by growing
28Si on conventional SOI and implant it with emitting impurities, e.g. G-centers. Then,
top-down etching will be used to define photonic devices such as waveguides, resonators,
logic gates, modulators, and light couplers. Finally, direct single photon detectors using
superconductive wires[148, 149] will be the last step to fully operate quantum bits of light
on a Si-based chip toward scaling.

2.2.5 Other technologies related to G-centers

QIT requires the use of SPEs, however ensembles of G-centers can be employed in many
other applications. We will now briefly review two of them.

The first application regards the successful realization of a light emitting diode (LED)
based on G-centers[150, 145] (see Fig. 2.13b). In this device, the defects are formed by
boron implant or by laser annealing a carbon rich n−type silicon substrate. Then, the carriers
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Figure 2.13. a) Low temperature edge-emission spectrum from the nanopatterned SOI. In the insets
SEM images of the patterned structure, the scale bars represent 100 nm[143]. b) Low temperature
electroluminescence (EL) spectrum of the G-centers, taken with a constant current of 50 mA.
The inset shows a sketch of the measurement setup[145].

were electrically injected in G-centers exploiting the realization of a p − n junction. Despite
showing good optical properties, G-centers based LEDs are strongly limited by the need
to operate at cryogenic temperatures (at least 77 K) to show a proper electroluminescence
signal. However, the interesting result of these work is the ability to electrically control
and induce the G-centers luminescence. Indeed, this would lead to the realization of an
electrically-driven SPE, which could be of interest for several QITs applications.

A second application of ensembles of G-centers relies on their use to realize a laser[143,
151]. To do so, the emitters were integrated in photonic device formed by patterning a SOI
sample, containing only native carbon atoms, with nanoholes (see Fig. 2.13a). The reactive
ion etching process needed to realize the nanoholes was responsible for the formation of
the G-centers within the sample. Observing the edge emission at low temperature, a strong
photoluminescence signal is observed. Comparing this signal with respect to the one from
an unpatterned sample a increase up to 40 times is observed. Moreover, the signal presented
some characteristics in common with a laser emission: the presence of stimulated emission,
a significant optical gain, a threshold transition and a collimated emission in the far-field.
However, further studies are required to successfully implement a laser based on G-centers,
moreover there is still the drawback of needing cryogenic temperature for it to work.

All these results show the potentialities of G-centers that could be employed both as
SPEs for QIT and for the development of LEDs and lasers at telecom wavelength.
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Chapter 3

Experimental details

In this chapter the fabrication and characterization setups and techniques will be described,
along with the software employed for the simulations. Moreover, the fabrication processes
and structures of the samples employed in this thesis work will be described.

3.1 Fabrication techniques and setups

3.1.1 Molecular Beam Epitaxy

Molecular Beam Epitaxy (MBE) is a growth technique employed to fabricate thin films
of single crystals. It is one of the cleanest and most precise growth technique, that grants
control over single atomic layers.

The MBE experimental setup is sketched in Fig. 3.1. It consists in several effusion cells
in which the elements are heated until sublimation. Then, the gaseous elements moves
thanks to their thermal energy and condensate over a substrate, which is kept in rotation and
heated to maximize the homogeneity of the deposition. To limit the contamination from
spurious elements, the MBE growth process takes place in ultra high vacuum (UHV, down
to 10−11 mbar). The term "beam" refers to the long mean free path of the elements within
the MBE, which leads them to reach the substrate without interacting with each other along
the way. Once on the substrate, the different elements can react and form the crystalline
layer. Therefore, by introducing the elements in a controlled way within the chamber, MBE
grants the possibility to grow crystalline alloys.

The properties of the growth layers can be finely tuned changing the cells parameters,
e.g. the opening time intervals or the temperature, or changing the substrate temperature or
rotation speed.

The growth process is monitored using RHEED, Reflection High-Energy Electron
Diffraction. This is a non destructive in-situ technique that consists in bombarding the
sample surface with high energy electrons (typical energies are between 15 and 30 keV)
produced with an electron gun. The diffracted electrons interfere constructively only at
specific angles according to the crystal lattice parameters and the electron wavelength.
Within the RHEED energy range, the electrons interact only with the upmost atomic layer
giving us information on the layer growth process. Moreover, observing the electrons
pattern during the whole process, several additional information can be obtained: the surface
roughness, the growth rate, the crystal orientation and the presence of strain.
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Figure 3.1. Sketch of the main chamber of a MBE machine.
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Figure 3.2. Sketch of a Kaufmann source employed to hydrogenate samples.

In this work MBE was employed to grow the sample employed in the GaAs1−xNx QDs
fabrication. In particular, the sample consisted in a multilayer structure formed by: a GaAs
buffer (130 nm) deposited on a (001) GaAs substrate, followed by a sacrificial layer of
Al0.7Ga0.3As (1500 nm), a GaAs lower cladding (130 nm), a GaAs0.989N0.011 layer (6 nm),
and a GaAs upper cladding (30 nm)[152].

The QW fabrication process was performed by the group of Prof. Mark Hokinson from
the University of Sheffield (UK).

3.1.2 Ions implantation

Ion implantation is a process by which ions of one elements are accelerated into a target
to change its physical, chemical, or electrical properties. In semiconductor technologies
ion implantation is typically used to dope the targets using non isovalent elements. In
this work, instead, it was used for introducing carbon atoms within SOI samples and to
hydrogenate both the SOI samples and a GaAs1−xNx/GaAs QW. However, the ion implants
were performed with two different setups. The SOI samples are treated using a ion beam
implanter (VIISta 80) while the hydrogenation of the GaAs1−xNx/GaAs was performed with
a Kaufman source.

A conventional ion implanter consists in a ion source, where the desired ions are
produced, an accelerator, where the ions are accelerated to the desired energy, a mass
spectrometer, that allows us to select the correct isotope and ion (if spurious atoms are
present), and a target chamber, where the ions impinge on the target. Typical ion energies
are in the range of 10 to 500 keV, while the dosage, i.e. the amount of ions per cm2, can be
controlled changing the beam size, e.g. with the use of metal masks, and the implant time. A
control over the ions energy is of utmost importance to tune the ions depth within the target.
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Figure 3.3. Scheme of a typical optical lithography process.

The expected depth can be calculated using simulation software such as SRIM (see below).
The SOI samples employed in this work were implanted with carbon atoms in two

different runs, in order to have two different implant depth. Moreover, after patterning the
samples, they were implanted with protons to form the G-centers. The exact energies and
fabrication process will be described in a following section.

The carbon implantation in SOI samples was carried out by Ion Beam Service at Aix-en-
Provence (FR), while the hydrogen implantation by the group of Tobias Herzig from the
University of Leipzig (DE).

A scheme of a Kaufman source is shown in Fig. 3.2. As we can see, it consists in a
heated cathode that emits thermionic electrons which are accelerated by the presence of a
potential difference between the cathode and a positively biased anode. Due to the presence
of a magnetic field the electrons drift in a cycloidial path during which they impact to the gas
molecules previously injected in the system, resulting in their ionization. The ions are then
extracted employing negatively biased accelerating grids that attract them. The extracted
ions flow through the grids apertures forming an ion beam that is directed to samples. To
increase the ions diffusion within the samples they are heated employing a heating lamp.

In this work the Kaufman source was employed to fully hydrogenate the GaAs1−xNx/-
GaAs QW in the sample used for the QDs fabrication.

The hydrogenation process was performed by the group of Prof. Marco Felici at
Sapienza-University of Rome (IT).

3.1.3 Optical lithography

Optical lithography is a lithographic technique that involves the use of visible and ultraviolet
light (10-400 nm) to realize patterns within a material. Thanks to the high resolution
achievable (∼ 10 nm) [153], optical lithography is widely diffused for the fabrication of
microelectronic circuits.

The main elements of the technique are: a photoresist, a developer, a light source and an
etching system. The photoresist is a photo-sensitive material that changes its solubility when
exposed to light. In particular, positive photoresists become more soluble in the developer
after being exposed to light, while the negative ones become less soluble. The developer
is an aqueous substance used to develop the pattern by dissolving the shined (not shined)
areas of the positive (negative) resist. The light source employed to shine the photoresist is
a LED or a laser. Finally, the etching system is employed to transfer the pattern from the
photoresist into the material, as explained in the following.
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A typical optical lithography process is schematize in Fig. 3.3. First, the photoresist
is spin-coated on top of the material to pattern. The spin-coating approach is used to
homogeneously spread the resist, which thickness is controlled by changing the spinning
velocity, and to facilitate the evaporation of the solvent contained in it. Then, the solubility
of the resist is locally modified. This can be done placing a patterned mask on top of the
resist and illuminating it or by locally shining the resist with a laser[154]. After this process,
the sample is immersed in the developer to dissolved the non illuminated resist (or vice versa
with negative photoresist), thus obtaining a patterned resist. Then, the pattern is transferred
to the material by etching the areas of the sample not covered by the resist. The etching
process can be done by chemical attack [155], by ion bombardment [156, 157] or, as was
done in this work, by plasma etching. In particular, we used a tetrafluoromethane (CF4)
plasma to etch the Si layer on top of SOI samples. As a last step, the resist is stripped away
using acetone.

In this work the lithographic system employed is the Dilase 250 by Kloé. The Dilase
250 is a laser-based lithography system equipped with a laser source emitting at 375 nm and
characterized by a maximum power density of about 2.7 mW/cm2. The spatial resolution
achievable with this instrument is around 2 µm. The Dilase working principle consists in
direct laser writing the desired pattern into the photoresist, thus avoiding the need of a
patterned mask. The writing process is done by mounting the sample on an x − y translation
stage, which moves the sample with a precision of about 100 nm, and controlling the laser
power and the sample movements via software. Therefore, with the Dilase there is the
possibility to create arbitrary shaped patterns, however this process requires much longer
processing time respect to mask based lithography processes.

Lithography was employed to pattern SOI samples containing G-centers in order to
create silicon suspended membranes.

3.1.4 Electron beam lithography

Similar to optical lithography, electron beam lithography (EBL) is a technique to realize
patterns and structure within a material. It is based on the same working principles however,
in EBL a focused beam of electrons is used to change the solubility properties of the resists,
thus leading to a sub-10 nm resolution[158]. To achieve this resolution the beams are formed
by field electron emission sources which have a lower energy spread respect to thermionic
sources. The electrons extracted are then accelerated and their trajectory is controlled by
means of electrostatic and magnetic lenses. In this way custom patterns are realized in the
resist and then transferred to the sample by means of dry or wet etching.

In this work EBL (Vistec EPBG 5HR working at 100 kV) was employed to realized
arrays of annular apertures within the sample containing the GaAs1−xNx:H/GaAs QW
employed to fabricate the QDs. These apertures were then exploited to realize suspended
circular membranes.

The EBL patterning process and the membrane realization was performed by the group
of Dr. Giorgio Pettinary from the CNR-IFN Rome (IT).

3.1.5 GaAs1−xNx QDs fabrication setup

The QDs fabrication process will be described in detail in a following section. However,
in few words, it consists in the illumination of dielectric microspheres deposited on top
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Figure 3.4. Sketch of the fabrication setup.

of the GaAs1−xNx:H/GaAs QW with a laser light. To do so, we have employed a setup
that consists in a home-made confocal microscope setup in backscattering configuration. A
scheme of the setup is shown in Fig. 3.4.

The sample is placed on the sample holder of a low-vibration Janis ST-500 continuous
He-flow cryostat, which, in turn, is mounted on a Physik Instrumente x − y translation stage
to move the sample with a fine control on the position of about 250 nm. The light source used
to illuminate the microsphere is a CW diode-pumped solid state laser emitting at 532 nm
(CNI MLL-III-532) which is focused on the sample through a 10× objective with NA = 0.2.
This objective was selected to grant a homogeneous illumination of the microspheres. For
all the fabricated QDs, the microsphere were illuminated for 1 s. The exposure time was
controlled via an automatic shutter (ThorLabs SH05) connected to a controller (Thorlabs
KSC101) that grants a temporal reproducibility of about 0.2%. To realize QDs of different
sizes, different laser powers were used. The laser power is measured immediately before
the objective with a power meter (ThorLabs PM120VA). An imaging system formed by
a CMOS camera and a white lamp was used to scan the sample surface and to align the
objective with the microspheres. The system is connected to the excitation-collection path
through a removable 30/70 beam-splitter.

3.1.6 Plasma-enhanced chemical vapor deposition

Plasma-Enhanced Chemical Vapor Deposition (PECVD) is a technique used to deposit thin
layers onto a substrate. Like in others Chemical Vapor Deposition (CVD) techniques, the
substrate is exposed to one or more gaseous precursors which react and/or decompose on
the substrate surface to produce the desired deposit. Typically, the substrate is heated to
facilitate the deposition process and increase the homogeneity of the layers. The peculiarity
of PECVD is that the gaseous precursors, before entering in the deposition chamber, are
heated and ionised to form a plasma (see Fig. 3.5). The plasma can be formed by a direct
current discharge between one electrode and the substrate or by applying an alternating
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Figure 3.5. Sketch of a PECVD machine.

current discharge between two electrodes (on top of one of which there is the substrate) at
low or high frequency (LF and HF, respectively). It is worth noting that the former process
require a conductive substrate while this condition in relaxed in the latter. When realising
the plasma using alternate current, its frequency has an important role in the deposited layer
properties. An example of this is silicon nitride (SiNx), where the plasma frequency is
directly connected to the deposited film strain. Indeed, if only LF is employed the resulting
film will be characterized by a compressive strain, while if only HF is employed the stress
will be tensile [159]. Therefore, with a proper combination of HF and LF it is possible to
deposit a SiNx film of arbitrary strain. The combination is performed alternating one cycle
of pure HF with one cycle of LF and by controlling the pulse duration of the two cycles we
can achieve strain control[159].

The PECVD employed in this work is the PlasmaPro 8o PECVD from OXFORD and it
was employed to etch the SOI samples during the fabrication of the suspended membranes
and to strain them depositing SiNx layers on top of them. In detail, for the former process
the gas used is CF4, while heating the substrate at 50◦, instead, for the deposition a mixture
of SiH4 (silane) and NH3 (ammonia) is used, while heating the substrate at 300◦. The
theoretical stochiometric chemical reaction that leads to the formation of silicon nitride is
the following:

3SiH4(g) + 4NH3(g) −→ Si3N4(s) + 12H2(g) (3.1)

however, the silicon nitride produce by PECVD is rarely stochiometric and might be highly
hydrogenated, therefore we will refer to it with the more general formula SiNx. Both the
depth of the CF4 etching and the thickness of the deposited SiNx layers were controlled
changing the processing time.

3.1.7 Rapid Thermal Processing

Rapid thermal processing (RTP) is a technique that exploit infrared halogen lamps to subject
samples to extremely fast annealing (heating ramps up to 50◦ C/s). The RTP machine can
work in air, in vacuum (down to 10−6 mbar), or can be injected with gasses such as N2 and
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Figure 3.6. a) Sketch of the sample employed to fabricate the GaAs1−xNx QDs. b) SEM image of
the sample after the microspheres deposition. In the inset: magnification of a single microsphere
on top of a suspended membrane.

O2. The use of N2 is connected to reduce contamination within the processed samples while
O2 can be used to oxide the surface of the samples. In the latter scenario we refer to the
process as rapid thermal oxidation (RTO). RTO relies on heating of the wafer to increase the
diffusion coefficient of oxygen. For example, SiO2 is naturally formed on top of Si, however
its formation rate is quite small[160], therefore to speed-up the process it is necessary to
increase the wafer temperature. This oxidation process can be used also to thin the topmost
silicon layer in SOI samples. Indeed, the SiO2 that is formed after the RTO process can be
easily removed using HF thus reducing the thickness of the silicon layer. This process can
be repeated until the desired thickness is achieved.

In this work all the rapid thermal processes are performed using the JetFirst 100 from
Jipelec. In particular, RTP in nitrogen atmosphere was done to recrystallize SOI samples
after being implanted by carbon atoms.

3.1.8 GaAs1−xNx QDs sample structure

The sample employed for the fabrication of GaAs1−xNx QDs consists of a GaAs1−xNx/GaAs
(x = 0.011) quantum well (QW), which was grown by MBE with the following structure: a
GaAs buffer (130 nm) was deposited on a (001) GaAs substrate, followed by a sacrificial
layer of Al0.7Ga0.3As (1500 nm), a GaAs lower cladding (130 nm), a GaAs0.989N0.011 layer
(6 nm), and a GaAs upper cladding (30 nm)[152]. The sample was then moved to a vacuum
chamber, where it was kept at a constant temperature of 190 ◦C and exposed to a flux of
hydrogen ions generated by a low energy Kaufman source (beam energy 100 eV, beam size
about 3 cm) with an ion current density of 25 µA/cm2 for about 500 s. The total dose of H
was 8× 1016 ions/cm2, sufficient for a complete passivation of the nitrogen atoms. An excess
of hydrogen has the only effect to favour the formation of N-2H-H complexes with respect
to the N-2H ones, thus introducing a moderate compressive strain in the sample[103, 52].

Subsequent to the hydrogenation process, the sacrificial layer between the QW and the
substrate was removed to obtain an array of well-separated circular suspended membranes
with a diameter of few µm[161].

In order to achieve this goal, an array of annular apertures of 4 µm in diameter and 200 nm
in width is patterned by EBL (Vistec EPBG 5HR working at 100 kV) into a positive-tone
resist (ZEP 520 A) spun on the sample’s surface and developed in a mixture of MIBK:IPA
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Figure 3.7. a) Sketch of the sample employed to realized the silicon suspended membranes. The 12
squares on top of the sample represent the 12 fields. b) SEM image of one of the fields after the
realization of the suspended membranes. The whiter coloured parts are the silicon dioxide areas
that support the suspended membranes, which are the transparent squares around the supports.

(1:1). Then, the apertures are transferred into the sample, down to the AlGaAs layer, by
means of a chlorine-based Reactive Ion Etching (with a Cl2:BCl3:Ar gas mixture). Finally,
the residual masking resist is removed with anisole, and the GaAs membranes are released
by a wet etching in HF (5%) of the AlGaAs sacrificial layer (see Fig. 3.6a) for a sketch of
the sample). These suspended membranes have two functions: one, creating a low refractive
back reflector due to the mismatch of refractive index between GaAs and air, thus helping the
luminescence collection, and two, prepare the sample to the future realization of photonic
crystal cavities to be coupled with the fabricated QDs. The membrane thickness (166 nm)
was chosen to exclude the presence of any slab waveguide modes of order higher than the
fundamental ones (TE0 and TM0) in the wavelength range of interest (about 900 nm).

Lastly, a series of dielectric microspheres were randomly deposited on top of the sample
(see Fig. 3.6b). The microspheres are composed of silicon dioxide and are characterized by
a mean diameter of 2.06 µm with standard deviation of 0.05 µm (Microparticles GmbH).
They come in aqueous suspension making up 5% of the weight/volume percentage. The
spheres were deposited with an airbrush (Point Zero PZ-270) with 0.2 mm nozzle diameter.
The sample was placed at large distance from the airbrush, in order to ensure the complete
evaporation of the liquid contained in the sphere solution, thus leaving only the spheres
before hitting the sample. Additionally, a high air pressure was used for the airbrush; as a
result, small droplets similar to a mist were formed, which also aids the evaporation process.

3.1.9 G-centers sample structure

All the samples employed in this work were made from a commercial SOI, Silicon On
Insulator, wafer made by Soitec. In particular, the samples contained: a silicon substrate, a
2 µm thick SiO2 layer and 125 nm thick silicon layer. They were divided in two groups and
implanted with carbon atoms following a well-established procedure[146] in two different
runs. Sample 1.3 and 1.4 were implanted with a nominal carbon doses of 5.5 · 1014 ions/cm2

and with a beam energy of 6 keV, resulting in an implant depth of (24 ± 11) nm (from SRIM
simulation). Sample 7.3 was implanted with a nominal doses of 6.5 · 1014 ions/cm2 and
with a beam energy of 30 keV, resulting in an implant depth of (99 ± 40) nm (from SRIM
simulation). After the implant, all the samples were flash annealed in N2 atmosphere for
20 s at 1000◦ C to cure the radiation damages.
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Table 3.1. SiNx deposition parameters for the three samples studied.

Sample HFP (W) LFP (W) HFt (%) Strain

1.3 0 100 0 Compressive
1.4 300 0 100 Tensile
7.3 20 80 70 Unstrained/Slightly Tensile

2 µm 2 µm2 µm

a) b) c)

Figure 3.8. Tilted SEM images of the suspended membranes. a) Image of membranes before the
deposition of the SiNx layer. The membranes are flat and parallel to the substrate. b) Image
of membranes with a tensile strained SiNx layer on top. The membranes are bent upwards. c)
Image of a membrane with a compressive strained SiNx layer on top. The membrane is bent
downwards.

The sample were then patterned using an optical lithography process described as
follows. Firstly, each sample was cleaned in a sonic bath with acetone and after with
ethanol. Then the sample was mounted in a spin-coater and a drop of positive photoresist
(MICROPOSIT S1813) was deposited on top of it. By rotating the sample at 3000 rpm the
phtoresist was homogeneously deposited on the sample surface, forming a layer of about
1.5 um. The sample was then inserted in the photolithography system (Dilase 250) and a
predetermined pattern was laser-written into the resist. The pattern consists in 12 square
fields divided in three rows, labeled with numbers, and four columns, labeled with letters
(see Fig. 3.7a). Each field is 200 um×200 um and contains 25 nominally identical squares
which size depends on which column the field is in. Moving from column A to column D
the nominal squares size is 10, 12, 15 and 20 um. After this, the sample was immersed in
the developer (MICROPOSIT MF-319) to remove the resist which was not laser-written.
The pattern was then transferred to the sample by etching it with CF4 plasma. After, the
remaining resist was stripped away using acetone. The etching process lead to exposing
the SiO2 layer which was partially chemically etched to realized the suspended membranes.
To do so the sample was immersed in an aqueous solution containing the 10% of Buffered
oxide etch (BOE 10:1). The immersion time was controlled to maximize the suspended part
of the membranes. An example of a patterned field containing the suspended membrane is
shown in Fig. 3.7b.

Then, a ∼ 100 nm thick SiNx layer is deposited on top of each samples with PECVD. The
three depositions are performed using different parameters which are summarized in Table
3.1. Where HFP and LFP represent the high and low frequency power, respectively, while
the HFt, represents the fraction of time in which the high frequency pulse is turned on respect
to the the total pulse time (20 s) expressed as a percentage (for more details see Chapter
3.1.6). The former parameters define the SiNx deposition rate, while the latter determine
the amount an kind of strain of the layer. In particular, changing HFt results in obtaining a
compressive (HFt < 60%), tensile (HFt > 65%) or almost unstrained (60% < HFt < 65%)
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Figure 3.9. Scheme of the micro-PL setup.

SiNx layer[159]. As a consequence, the strained SiNx affects the silicon suspended layer
thus resulting into a bent membrane, upwards (tensile strain) or downwards (compressive
strain), as we can see in Fig. 3.8.

As a final step, each sample was implanted with protons, to form the G-centers (see
Chapter 2.2.3 for more details), using a fluence of 1 · 1014 ions/cm2 and an implantation
energy of 90 keV (proton range ≈ 830 nm).

3.2 Characterization techniques and setups

3.2.1 Micro-photoluminescence setup

The micro-photoluminescence (micro-PL) spectra showed in this work are measured with a
home-made confocal microscope setup in backscattering configuration. A scheme of the
setup is shown in Fig. 3.9.

The samples are placed in a low-vibration Janis ST-500 continuous He-flow cryostat,
which, in turn, is mounted on a Physik Instrumente x− y translation stage to scan the sample
surface with a fine control on the position of about 250 nm. The liquid He flow thanks to a
pressure difference thus avoiding the need of a pump, drastically reducing the vibrations of
the system. The samples temperature can be fixed within a range of 10− 300 K and it is kept
stable thanks to an electrical heater connected to the sample holder, which has a sensitivity
of 0.01 K. Inside the cryostat a vacuum atmosphere (down to ∼ 10−7 mbar) is created by
means of a sequence of turbomolecular and rotative pump.

As schematize in Fig. 3.9 the excitation sources are a CW diode-pumped solid state
laser emitting at 532 nm (CNI MLL-III-532) and a mode-locked Ti:Sapphire tunable laser
(Spectra Physics Tsunami, 700-900 nm spectral range, 200 fs pulse duration, 12.2 ns pulse
period), pumped by a frequency doubled Nd-YAG laser. Along the excitation line of the
setup an automatic shutter (ThorLabs SH05) connected to a controller (Thorlabs KSC101)
is placed. The excitation power is measured with a power meter (ThorLabs PM120VA)
immediately before the objective thanks to a removable mirror on the excitation path.

The PL from the samples is collected by one of the two infinity corrected Mitutoyo
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100x objectives available (NIR, NA = 0.7, 378-864-5; VIS, NA = 0.7, 378-806-3). The
luminescence, separated from the excitation by a dichroic mirror, is spectrally dispersed
by two Acton SP2300i spectrographs in Czerny-Turner configuration, both mounting a
600 gr/mm grating and a 1200 gr/mm grating (blazed at 1000 nm and 750 nm, respectively).
The two spectrographs are used simultaneously, combined with a 50/50 beamsplitter, only to
create a Hanbury Brown and Twiss interferometer to perform second-order autocorrelation
(g(2)(τ)) measurements. For all the other measurements only one of the two is employed,
to maximize the collected PL intensity. The spectrograph is chosen accordingly to the
wavelength range of the PL emission since one of them is equipped with a Si CCD (Acton
Pixis 100F), used for the PL emission in the near UV-visible region, the other one is an
InGaAs array (Princeton Instruments OMA V-512), used for the PL emission in the near-
infrared-infrared region. Both the detectors are cooled to minimize the dark current and
other sources of noise. In particular, the CCD is kept at −70◦ C by a double stage Peltier
module, while the array is kept at −100◦ C by a cold finger immersed in liquid nitrogen.
The spatial resolution of the system is less than 1000 nm and the spectral resolution change
accordingly to the combination grating-detector: it is about 400 µeV with the 600 gr/mm
grating and the CCD, about 250 µeV with the 1200 gr/mm grating and the CCD and about
350 µeV with the 600 gr/mm and the InGaAs array. In Tables 3.2 and 3.3 are reported the
efficiencies of all the optical component in the setup at 930 nm and 1280 nm. These value
are obtained from the tabulated data reported by the manufacturers.

Time-resolved PL (TR-PL) measurements were performed using the time correlated
single photon counting (TCSPC) technique. The spectrally dispersed luminescence was
selected using the exit slit of the spectrograph and sent to one of the three different APD
available. Two of them are used for signals in the visible and near-infrared spectral range
(350 − 1050 nm) and the third one for near-infrared and infrared signals (950 − 1700 nm).
The former, employed to measure the TR-PL of the GaAs1−xNx QDs, are two identical
single photon counting Si APDs made by PerkinElmer (SPCM-AQR-16). While the latter,
employed to measure the TR-PL of G-centers, is a single photon counting InGaAs/InP
APD made by ID Quantique (ID230). The two Si APDs are also used as detectors in
the Hanbury Brown and Twiss interferometer for the measurements of the g(2)(τ). In this
configuration the signals from the two APDs were processed with proper fast electronics
(Tennelec TAC, Canberra MCA) interfaced with a computer. While when the InGaAs/InP
APD was employed the signal was processed with a time controlled (ID Quantique ID900)
interfaced with the PC. The time resolution of the system depends on the APD used, with
the Si APDs is about 400 ps while with the InGaAs/InP APD is about 200 ps.

Polarization measurements are performed by placing a rotatable half-wave plate and a
polarizer along the collection path. The latter is necessary to perform measurements without
being affected by the dependence of the monochromator efficiency on the polarization of the
signal.

The angle-resolved PL measurements are obtained using a pinhole, mounted on two
programmable stages, introduced along the collection path. The pinhole act as an angular
(or k-momentum) filter and thus, by scanning the collimated beam exiting from the objective
it is possible to perform the angle resolved measurements. This is done by performing a
2D raster map where, for each position of the pinhole a PL spectrum is collected and then
integrated to obtain the map. The conversion between the (x, y) coordinates of the pinhole
and the corresponding (kx, ky) (in units of 2π/λ) of the emitter under study is performed by
simply dividing the real space coordinates by the focal length of the objective (2 mm).
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An imaging system formed by a CMOS camera and a white lamp can be used to scan
and photograph the samples surface. The system is connected to the excitation-collection
path through a removable 30/70 beam-splitter.

Table 3.2. Tabulated efficiencies of all the components of the micro-PL setup at 930 nm.

Object Efficiency at 930 nm

Cryostat JANIS ST-500 uncoated quartz window 0.93
Objective Mitutoyo 378-806-31 0.35
Mirror Thorlabs PF10-03-P01P (×3) 0.97 × 0.97 × 0.97
Dichroic mirror Semrock FF560-FDi01-25x36 0.98
Focusing lens Thorlabs AC127-019-B-ML 0.99
Grating Princeton Instr. 600 gr/mm, BLZ 1 µm 0.80
Silver mirrors inside spectrograph SP2300i (×3) 0.97 × 0.97 × 0.97
CCD Princeton Instr. PIXIS 100F (1340 × 100) 0.19

TOTAL SETUP 0.04

Table 3.3. Tabulated efficiencies of all the components of the micro-PL setup at 1280 nm.

Object Efficiency at 1280 nm

Cryostat JANIS ST-500 uncoated quartz window 0.85
Objective Mitutoyo 378-864-5 0.56
Mirror Thorlabs PF10-03-P01P (×3) 0.97 × 0.97 × 0.97
Dichroic mirror Semrock FF875-FDi01-25x36 0.97
Focusing lens Thorlabs AC127-019-C-ML 0.99
Grating Princeton Instr. 600 gr/mm, BLZ 1 µm 0.67
Silver mirrors inside spectrograph SP2300i (×3) 0.97 × 0.97 × 0.97
InGaAs Array Princeton Instr. OMA V-512 (512 × 1) 0.86

TOTAL SETUP 0.22

3.2.2 Ellipsometry

Ellipsometry is a very sensitive technique for investigating the dielectric properties of thin
films, such as refractive index, extinction coefficient and thickness (up to several tens of
micrometers).

Ellipsometry works by measuring the change in the polarization of a light beam upon
reflection or transmission from the sample under study and comparing it to a theoretical
model[162]. In a reflection ellipsometry, for example, a white light beam is linearly po-
larized and shined on to the sample and the reflected light is collected (see Fig. 3.10). By
decomposing both the measured and the incident polarization in s and p component it is
possible to measure the complex reflectance coefficients rs and rp. Ellipsometry measure the
complex reflectance ratio ρ which is defined as follows:

1We have employed this objective, optimized for the visible spectral range, for the PL measurements of the
GaAs1−xNx QDs because the objective 378-864-5, optimized for the NIR spectral range, was purchased after
the QDs measurements.
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Figure 3.10. Schematic setup of an ellipsometry experiment.

ρ =
rp

rs
= tan(Ψ)ei∆ (3.2)

were Ψ is the amplitude ratio and ∆ is the phase difference. These two parameters contain
all the information of the sample studied however, to convert them into optical constants, a
theoretical model of the system is needed. This can be obtained knowing the structure of the
sample and/or the optical properties of the materials composing it. Despite this drawback,
ellipsometry has the advantages of being a non-destructive, accurate and reproducible
technique.

In this work, ellipsometry (ESM-300 by J.A. Wollam CO., Inc.) was used to measure
the thickness of the SiNx layers on top of the SOI membranes.

3.2.3 Micro-Raman setup

Raman spectroscopy is a multi-purpose spectroscopic technique which relies on the inelastic
scattering of photons from the material under study. In solid state physics it is used to
characterize materials, measure their temperatures and the eventual presence of strain
[163, 164, 165]. It is precisely for this reason that micro-Raman measurements were carried
out within this thesis work.

The setup employed is schematize in Fig. 3.11. It consists in a Horiba-Jobin Yvon
HR800-UV Raman spectrometer associated with a 1800 lines/mm grating. The system
is characterized by a spectral resolution of about 0.5 cm−1. The dispersed signal is then
collected with a Jobin Yvon Synapse CCD. The sample are placed on a platform equipped
with a x − y translation stage to scan the sample surface and characterized by a spatial
precision of about 250 nm. The samples are excited by a He:Ne laser (λ = 632.8 nm)
through a 50× Olympus objective (SLMPLN50X) with NA= 0.35 mounted on an Olympus
metallographic microscope. The Raman signal from the sample is collected via the same
objective in a back scattering configuration. Thanks to a removable beam splitter it is
possible to observe the sample surface with a CMOS camera. With the help of software it is
possible to collect raster micro-Raman maps of the sample by synchronizing the movement
of the sample with the spectra acquisition. To calibrate the system, before each measurement,
a monocrystalline silicon sample is measured.

In this work micro-Raman spectroscopy is used to measure the presence of strain within
the flat areas of the samples containing G-centers.
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Figure 3.11. Scheme of the micro-Raman setup.

3.3 Simulation techniques and software

3.3.1 Finite-Difference Time Domain simulations

The Finite-Difference Time Domain (FDTD) method is a numerical analysis technique
used to evaluate the electromagnetic field in a given region[166]. In the FDTD method the
simulated volume is divided in small cubic cells (with a size of the order of several nm3)
and the time-dependent Maxwell’s equations are solved within those cells. In detail, the
simulation process proceeds as follows: at a given instant in time the electric field vector
components are solved within a cell, then the magnetic field components are solved within
the same cell but at the next time instant and so on until the end of the simulation time or
the reaching of a steady state. However, to properly simulate the fields, their time and space
partial derivatives must be evaluated in each time instant and in every cell and this is done
using the central-difference approximation.

The FDTD method is a powerful tool which can cover a wide frequency range, being a
time-domain method, with a single simulation. Moreover, thanks to its iterative approach
it is possible to follow the evolution of the electric and magnetic field instant by instant.
However, the discretization of the simulated volume must be fine enough to resolve the
smallest geometrical feature of the system thus resulting in long computational times.
Moreover, the boundary conditions at the border of the simulated region must be chosen
carefully to avoid unwanted artifacts. Despite these problems, FDTD is a robust and accurate
method that is widely diffuse and universally accepted as a reliable simulation tool.

In this work the FDTD method was employed using the FDTD 3D Electromagnetic
Simulator (version 2020R2.4) from Lumerical Inc. In particular, we exploited it to simulate
the formation and the properties of a photonic jet, obtained on the shadow side of a dielectric
microsphere illuminated by a plane wave, and to simulate the collection efficiency of the
sample containing GaAs1−xNx QDs as a function of the NA and the emitting wavelength.
The latter is calculated simulating an emitting dipole buried in the sample (for further
information see Chapter4.2.4). The spectrum of the dipole is selected to be broad enough
to cover all the wavelengths of interest. For NA= 1, the collection efficiency was simply
obtained as the ratio between the power emitted in air and the total power emitted by the
dipole. While, for NA< 1, only a fraction of the total power emitted in air by the dipole
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must be consider, i.e. the power emitted in a cone with semiaperture θ = sin−1(NA). This
value can be easily calculated exploiting a Lumerical function and then, dividing it by the
total power emitted by the dipole, we obtain the collection efficiency for a selected NA.

3.3.2 SMUTHI

SMUTHI stands for Scattering by MUltiple particles in THIn films systems and it is a Python
package for the efficient and accurate simulation of electromagnetic scattering by one or
multiple wavelength-scale objects in a planarly layered medium [167]. In detail, SMUTHI
exploits the T-matrix method to solve Maxwell’s equations in the frequency domain (i.e.
one wavelength per simulation). Indeed, once known the T-matrix of each scattering particle
in the system all the other quantities can directly computed. This is explained in details
in Ref.[167], however the general idea of the process can be easily explained. In a system
containing a single scattering particle, the total electric field can be written as the sum
between the incident field on the particle, Einc, and the scattered field, Escat. Both fields
can be expanded into spherical vector wave functions (SVWF) in particular, the incident
field can be expanded in terms of regular SVWF, ψ(1)

n (r), while the scattered field in terms of
outgoing SVWF, ψ(3)

n (r). These functions are the two linearly independent set of solutions of
the vector Helmholtz equation in spherical coordinates. The two fields can be then written
as:

Einc(r) =
∑

n

anψ
(1)
n (r)

Escat(r) =
∑

n

bnψ
(3)
n (r)

(3.3)

where n subsumes the spherical polarization, the multipole degree and order. The T-matrix
relates the coefficients of the scattered field to those of the incident field:

a = Tb (3.4)

Therefore, by knowing the incident field and the T-matrix the total electric field is easily
computed. SMUTHI computes the total electric and magnetic fields by generalizing this
approach to the case of multiple particles in a planarly layered medium.

Thanks to its working principle, SMUTHI has the clear advantage of requiring a fraction
of the computational power compared to the mesh-based approach. Indeed, there is no need
to define a simulated volume to be subdivided in cells. However, there are some drawbacks
such as the limited shapes of scattering particles available and the constriction of having
only planarly layered media.

In this work SMUTHI was employed to simulate the properties of the PJs formed
illuminating with a plane wave a dielectric microsphere on top of a layered system, to mimic
the GaAsN QDs fabrication process. In particular, the PJs properties were studied as a
function of the illumination wavelength and the microsphere radius (see Chapter 4.3.1).

3.3.3 Finite Element Method simulations

Finite Element Method (FEM) is an analysis technique for numerically solving partial
differential equations (PDE) or integral equations in two or three dimensions. This approach,
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Figure 3.12. Discretization of an arbitrary object in the FDTD and FEM approaches. It is clear that
the FEM approach results in smaller errors, without the needing of an excessive fine mesh.

similarly to FDTD, relies on the division of the simulated volume in smaller volumes, called
elements. However, there are some differences respect to FDTD. First of all, the elements
shapes are triangular (in 2D) or tetrahedral (in 3D), which leads to a smaller error in shaping
irregular or circular objects to be simulated, as can be seen in Fig. 3.12. Within the elements
the equations that locally approximate the PDE are solved and then, recombining all sets
of local equations into a global system of equation, the final calculation is performed. The
approximation is based on minimizing the errors obtained by locally fitting trial functions
into the PDE. This process leads to the elimination of all the spatial derivatives from the
PDE, locally approximating them to a set of algebraic equations for steady state problems or
a set of ordinary differential equation for transient problems. These sets of equation are then
numerically solved to obtain the local solutions. Therefore, FEM can be employed only one
for one specific frequency or in steady state conditions.

FEM is a versatile instrument that is used in many different fields from electromagnetism,
to heat transfer, to fluid dynamics and to strain studies. Indeed, the approach is always
the same, only the equations employed change. In this work FEM was employed to study
the strain behaviour within the suspended membranes. In particular, using the commercial
software COMSOL Multiphysics® (v. 6.0, www.comsol.com, COMSOL AB, Stockholm)
we modeled a membrane with a strained silicon nitride layer on top to evaluate the resulting
strain within the silicon layer containing the G-centers.

3.3.4 SRIM

SRIM stands for Stopping and Range of Ions in Matter and consists in a group of programs
which calculate the interaction of ions with matter [168]. The core of SRIM is TRIM,
which stands for TRansport of Ions in Matter. TRIM is a Monte Carlo simulation software
that calculates the interaction of energetic ions with amorphous targets. It relies on some
approximations to reduce the computational load while maintaining accuracy. SRIM is used
to compute a huge number of parameters relevant to ion beam implantation and ion beam
processing of materials.

In this work SRIM was exploited to calculate C+ and H+ penetration depths in SOI
samples. The former was needed to estimate the G-centers position within the top layer of
Si in SOI. Indeed, as previously described in Chapter 2.2, the G-centers are formed by two
C atoms and an interstitial Si, therefore knowing the C position translates into knowing the
G-centers positions. On the other hand, to realize the G-centers we implanted the samples

www.comsol.com
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with proton (H+). In this case the only requirement for the implant is that they stop within the
SiO2 layer, to not activate intrinsically formed G-center within the Si substrate. Therefore,
SRIM was exploited to simply have an estimation of the energy range for that to happen.



53

Chapter 4

GaAs1−xNx Quantum Dots

In this chapter an innovative technique for the fabrication of GaAs1−xNx QDs will be
presented. The technique consists in laser-writing the QDs exploiting the photonic jets
realized illuminating dielectric microspheres. The fabricated emitters are then optically
characterized and the results of such characterization are thoroughly discussed. In addition,
a new set of simulation to further optimize the aforementioned technique will be described.

4.1 The role of photonic jets in the QDs fabrication process

A photonic jet (PJ) consists of a highly intense electromagnetic beam with sub-wavelength
lateral extent, which is obtained illuminating a micrometer-sized object with a plane or
Gaussian wave. PJs have been observed with a multitude of microparticle shapes, including
microcylinders [169, 170], microspheres [171, 172, 48], micro-ellipsoids [173, 174], micro-
cubes [175], core-shell microspheres [176, 177] and others [178, 179, 180, 181, 182]. The
lateral size of a PJ is typically smaller than the wavelength employed for its formation, down
to λ/3[171]. Moreover, it can propagate for several wavelengths in the surrounding medium
in an elongated shape with little divergence.

In this thesis work PJs are used in combination with GaAs1−xNx:H properties to realize
QDs. Indeed, as explained in Chapter 2.1, the N-H bonds within GaAs1−xNx:H can be

     

    

a) b)

Figure 4.1. a) Sketch of the sample employed to fabricate the GaAs1−xNx QDs. b) SEM image of
the sample after the microspheres deposition. In the inset: magnification of a single microsphere
on top of a suspended membrane.
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broken, and the H removed, by shining the material with a laser light of proper wavelength.
However, to fabricate a QD is needed that the H removal process takes place only in a
limited volume of material, to achieve the quantum confinement of the carriers, hence PJs
were employed. The idea behind this novel fabrication technique is pretty straightforward:
once the microspheres are deposited on the GaAs1−xNx:H/GaAs QW, it is enough to shine
them with a laser light to form a PJ beneath them, to break the N-H bonds and remove the
H, thus forming the GaAs1−xNx QDs.

The sample employed for the fabrication of GaAs1−xNx QDs is described in detail in
Chapter 3.1.8. It consists in a fully hydrogenated GaAs1−xNx/GaAs (x = 0.11) QW formed
by a GaAs upper cladding (30 nm[152]), a 6 nm layer of GaAs1−xNx and a GaAs lower
cladding (130 nm). The QW is realized on top of a Al0.7Ga0.3As sacrificial layer (1300 nm),
a GaAs buffer layer (130 nm) and a GaAs substrate. The sacrificial layer was selectively
removed to obtain an array of well-separated circular suspended membranes with diameter
of 4 µm. As said previously, these suspended membranes have two functions: one, creating
a low refractive back reflector due to the mismatch of refractive index between GaAs and
air, thus helping the luminescence collection, and two, prepare the sample to the future
realization of photonic crystal cavities to be coupled with the fabricated QDs. The membrane
thickness (166 nm) was chosen to exclude the presence of any slab waveguide modes of
order higher than the fundamental ones (TE0 and TM0) in the wavelength range of interest
(about 900 nm). Lastly, a series of SiO2 microspheres (diameter of 2.06 µm) were randomly
deposited on top of the sample (see Fig. 4.1). A scheme of the sample is reported in Fig. 4.1,
along with a SEM image of the sample surface where we can see the dielectric microsphere
randomly placed on top of it. These microspheres are essential for the fabrication technique
since they are used to produce the PJ which are then exploited to realize the GaAs1−xNx

QDs in the suspended membranes.
To predict if a PJ with the proper characteristics would form in our sample, we performed

2D simulations with the FDTD method, using Lumerical (see Chapter 3.3.1 for more details).
In particular, we simulated the propagation of a plane wave with λ = 532 nm over our sample,
wherein a microsphere was placed on top of a membrane. The selected value of λ should
results in a proper photonic jet for the diameter of our microspheres, characterized by a
subwavelength profile width. The results of the simulation are shown in Fig. 4.2, which
displays the magnitude of the Poynting vector in false colors. As we can see, a nanometric
beam of light is indeed created below the microsphere, with an extension of about 266 nm at
its FWHM, ≈ λ/2 (see the ×3 magnification and its profile in the insets). The width of the
PJ is comparable with the laser spot size of the SNOM system employed to successfully
fabricate GaAs1−xNx QDs in a similar fashion (see Chapter 2.1), hence we proceed to realize
the QDs.

The fabrication process proceeds as follows. The sample was mounted on the sample
holder of the cryostat to prevent it from unwanted movements. The sample was kept at
room temperature and in air (i.e. no vacuum was realized in the cyostat). Then, by scanning
the sample surface, we identified the isolated microspheres placed on top of suspended
membranes (see e.g. the inset of Fig. 3.6 b). Finally, we centered the microsphere below
the objective of our setup (see Chapter 3 for more details) and we shined them using a CW
diode-pumped solid state laser at 532 nm for 1 s.

To guarantee the complete illumination of the microsphere, and to best mimic the
simulations, the laser light was focused on the sample with a 10× objective with NA = 0.2.
The uncertainty in aligning the system was given by the x− y stages and it was about 250 nm.
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Figure 4.2. Poynting vector magnitude (normalized to the maximum) obtained by an FDTD
simulation of our sample with one microsphere on top of a suspended GaAs1−xNx:H/GaAs QW,
under illumination with a plane wave (λ = 532 nm). The white lines represent the contour of our
sample and the microsphere. The insets show a ×3 magnification of the photonic jet area and its
profile.

The illumination time was controlled with an automatic shutter. For more details on the
setup employed see Chapter 3.

In order to realize QDs of different sizes we changed the excitation power, ranging from
70 mW to 58 mW in 4 mW steps. Indeed, e.g., employing an higher power would result
in breaking the N-H bonds in a wider volume[106] and thus in bigger QDs. The upper
power limit was chosen to prevent sample deformations, i.e. membrane collapse, which
started to show above 72 mW. That said, it is worth mentioning that the absolute value of
the fabrication power depends on the optical system, wavelength, microsphere material
and diameter, sample characteristics, etc. Therefore, this power must be calibrated on a
sample-to-sample basis, by carrying out a few tests for each QDs fabrication run.

4.2 The characterization of the emitters

Once fabricated, the QDs were characterized by their PL (see Chapter 3 for further details)
at low temperature (T = 10 K). Indeed, the carrier confinement in these QDs is not very high
and their PL can be observed only up to about 100 K [111, 104] (see Appendix A for more
detail). This value varies on the material quality and composition: the QDs fabricated in our
material, containing a typical value of 1.1% of nitrogen, show a barrier of about 200 meV in
the conduction band and of about 7 meV in the valence band [116, 104].

The measured PL spectra of a series of QDs, fabricated with different fabrication power,
are reported in Fig. 4.3a. Clear sharp emissions are observed. The PL spectrum of the
QW before hydrogenation is also reported for comparison, as the QW emission energy
(about 1.30 eV in our case) represents the lower limit for the QD emission energy. Indeed, if
hydrogen is removed from an area large enough to make the quantum confinement effect
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Figure 4.3. a) Micro-PL spectra, measured at 10 K and with an CW excitation power (λL = 532 nm)
of Pexc = 300 nW, of four different QDs fabricated at different fabrication powers, distinguished
by colors. The fabrication powers, in units of mW, are provided as labels. The shaded spectrum
correspond to the PL spectrum of the GaAs1−xNx/GaAs QW before hydrogenation. b) Size of
the QDs (calculated with the model from Appendix B) whose PL is showed in panel a), coloured
accordingly. The dashed grey line is only a guide for the eye.

negligible in the horizontal direction, the fabricated QDs approach the QW’s behaviour.
The upper limit is reached instead when the fabrication power creates a dot so small that
its first excitonic energy level is comparable, within few kBT , to the barrier excitonic level.
However, it is impossible to directly observe this limit by optical measurements, since the
smaller the dot, the lower the PL emitted by it.

The size of the QDs can be estimated, after reasonable assumptions, by using the
measured QD emission energy[116]. According to a simple model (see Appendix B for the
details of the model), the QD diameters span the range between 10 nm and 6.8 nm, obtained
with fabrication powers between 70 mW and 58 mW, respectively (see Fig. 4.3b). While this
determination of the QD sizes should only be taken as a rough estimate, the observation of
pronounced lateral quantum confinement effects confirms that the diameter of the fabricated
QDs must be at least of the order of the size of free exciton, which in GaAs1−xNx is less than
10 nm [52]. This proves our ability to remove hydrogen from an area much smaller than
the diffraction limit by employing PJs. It seems surprising that the QD diameter (≈ 10 nm)
is much smaller than the FWHM of the photonic jet (≈ 250 nm) and that only one QD is
formed within the jet. However, the power profile of the photonic jet is Gaussian, and H
is only removed from the central portion of the beam, where the power density is above
a certain threshold. Outside of this region, which can be considerably narrower than the
beam’s FWHM, there is a much lower probability of forming QDs.

For each fabrication power, we measured several nominally identical QDs obtaining a
spread of the central QD-emissions with a FWHM value of about 40 meV. This inhomo-
geneous broadening is related to many factors: fluctuations in the optical properties of the
individual microspheres and of the sample surface give rise to variations in the photonic
jet shape; since the H removal process has also a thermal component[106], local variations
in the heat dissipation efficiency of the material (due, for example, to the positioning of
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the microsphere with respect to the circular apertures opened in the suspended membranes,
see Fig. 3.6b) influence the H removal; finally, fluctuations of thickness, and N and H
concentrations in the starting QW put a lower limit for the inhomogeneous broadening of
the QDs. Considering that the QW emission shows a 30 meV broadening (see Fig. 4.3), this
factor is likely to predominate over the others, leading to the conclusion that an improvement
of the quality of the QW would be crucial to significantly lower the QD inhomogeneous
broadening.

It is interesting to calculate the minimum inhomogeneous broadening of an ensemble of
nominally identical QDs. Assuming a perfectly flat QW and a perfect fabrication process,
the minimum inhomogeneous broadening is due to N concentration fluctuations. Given a
generic volume V , since the fluctuations of the nitrogen atom number are expected to be
Poissonian, the expected standard deviation of x is σx =

√
xM/(ρVNA) where ρ is the mass

density of the material, M is the molar mass, and NA is the Avogadro constant. Considering
a typical QD volume of about 600 nm3, we obtain 0.0093 < x < 0.0111, which gives
a variation of the GaAs1−xNx band gap[183] of about ±7 meV. Therefore, at least at the
leading order, the minimum QD inhomogeneous broadening corresponds to a FWHM of
about 16 meV.

The intensity of the main line of our QDs shows a large range of variation. An upper
limit for the overall efficiency of our system can be given using the tabulated data for all
the elements of our setup (see Chapter 3). According to the reported data, the efficiency
can be estimated to be about 4% at 930 nm. Using this value, we can estimate the lower
limit for the rate of emitted photons impinging on the first lens, i.e. the brightness of our
emitters. The reported value is obtained integrating over the emission line of the QD. At the
saturation power, under CW excitation, and in presence of the microsphere, the brightness
ranges between 0.2× 106 s−1 and 5× 106 s−1. This large variation is likely mainly due to the
different concentration of non-radiative defects in proximity of the QD. It is interesting to
note also a trend of the luminosity with emission energy: the higher the emission energy,
the smaller the dot, the lower the luminosity. This phenomenon is compatible with our
hypothesis: due to the higher surface to volume ratio for smaller QDs, the influence of
non-radiative defects surrounding the QD is larger.

4.2.1 Identification of the QD emission lines

In order to identify the origin of the different transitions observed in the PL spectra of each
QD, we studied the evolution of their integrated intensity as a function of the CW excitation
power. Indeed, according to a Poissonian model for the level occupation probability[184],
the integrated intensity, IPL, of the exciton (X) and biexciton (XX) PL line is described by:

IPL = C
(
aPb)ne−aPb

(4.1)

where, to take into account the different filling dynamics, n = 1 for X and n = 2 for
XX, P is the excitation power, and a, b and C are three constants. The average number
of excitons present in the QD at a given power, ⟨n⟩, is given by aPb. It has been proved
experimentally [184] that Eq. (4.1) can also describe the behaviour of a charged exciton (X∗),
provided that n = 1.5.

Fig. 4.4 summarizes the power dependence of the PL spectra of two QDs, whose main
emissions are at 1.336 eV (QD1) and at 1.386 eV (QD4), respectively. Three selected spectra
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are reported for each QD in Figs. 4.4a and 4.4c, whereas Figs. 4.4b and 4.4d include the
integrated intensity of the main peak as a function of the excitation power (black dots)
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Figure 4.4. a) and c) display selected PL spectra acquired at 10 K on two different QDs, labeled
QD1 and QD4, at different CW excitation powers. b) and d) show the integrated intensity of the
main transition of the two QDs, highlighted with a semitransparent red line in panels a) and c),
as a function of the excitation power. Eq. (4.1) is used to fit the experimental data (black dots),
yielding the red lines shown in the figure (the filled areas represent the 95% confidence bands).
These fits allow us to identify the main transitions of QD1 and QD2 as an exciton (X, n = 1) and
as a trion (X∗, n = 1.5), respectively.
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and the fits (red lines) obtained with Eq. (4.1). The parameter n is fixed before the fitting
procedure, it can assume only the value 1, 1.5, 2 and it is chosen in order to obtain b as close
as possible to 1.

The results of the fit show that the main QD1 peak can be associated with an exciton (X),
and the QD2 peak with a charged exciton (X∗). The fitting parameters for the two QDs are:
n = 1, a = (5.1±1.9)×10−4 nW−b, b = (0.96±0.05), and n = 1.5, a = (2.0±0.6)×10−3 nW−b,
b = (1.11 ± 0.05), respectively. As speculated in similar III-V QDs [185], a possible
explanation to the narrower linewidth of the X* (≈ 900 µeV compared with the ≈ 2 meV of
the X) cold be the reduction in the quantum confined Stark effect resulting from the presence
of the spectator charge, which screens the QD from the fluctuations of the external field that
surrounds it.

From the fitting results it is also possible to evaluate the saturation power, Ps, for both
QDs. Indeed, Eq.4.1 has a maximum for ⟨n⟩ = aPb

s = n and thus: Ps = 2689 nW for QD1
and Ps = 389 nW for QD4.

The saturation power under CW excitation multiplied by the ratio between the exciton
lifetime and the laser repetition rate gives an estimate of the saturation power under pulsed
excitation regime.

Knowing the nature of the emission and its saturation power, the capture volume (Vc)
of the QDs, a good proxy for their quality, can be estimated. ⟨n⟩ = VcGτ, where G is the
e-h pair generation term and τ is the e-h pairs lifetime, which in our case is about 2 ns. At
saturation the capture volume results Vc = n/(Gsτ).

Considering the GaAs absorption coefficient at 532 nm, α = 7 × 104 cm−1, a spot
area A = 1 µm2 (with NA = 0.7 the photonic jet is very broad[85]), and the photon
energy at Eph = 2.33 eV (corresponding to a wavelength of 532 nm), we can estimate
Gs = αPs/(AEph). Substituting the saturation powers for QD1 and QD4, we finally obtain
Vc = 15 × 103 nm3 and Vc = 102 × 103 nm3 for QD1 and QD4, respectively.

Assuming a cylindrical geometry for the QDs, with a height L = 6 nm and a diameter
2R = 10 nm and 2R = 7 nm for QD1 and QD4, respectively, we can estimate the capture
length, Lc, considered constant all around the nanostructure. We find Lc = 10 nm and
Lc = 25 nm for QD1 and QD4, respectively, values similar to (or larger than) the QD size,
indicating the good quality of the material. In particular, the larger value obtained for QD4
indicates its better quality with respect to QD1, probably due to a different environment with
smaller defects concentration, which explains also the different linewidths of the emissions.

4.2.2 Time-resolved PL measurements

We have then performed time-resolved PL (TRPL) measurements on the emissions of our
QDs. As an example, Fig. 4.5 shows the TRPL measurement of QD1 emission. The fits
(blue and red curves) were performed with a single (blue curve) and a double (red curve)
exponential, respectively, convoluted with a Gaussian. The Gaussian curve models the
impulse response function of our system (FWHM = 400 ps).

The double exponential perfectly fits the data, consistently with other cases reported in
the literature for GaAsN QDs (see, e.g. Ref. [109], although for the sake of completeness
we must mention that a second QD, correctly described by a single exponential, is also
reported in that work). The time constants of the double exponential obtained from the fit
are: τ1 = (3.08 ± 0.06) ns and τ2 = (0.67 ± 0.03) ns. While, the single exponential provides
an average time constant, which results in a value of τ = (2.00 ± 0.05) ns.
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Figure 4.5. Time-resolved micro-PL measurements of the QD excitonic emission (black dots). The
blue (red) curve represents the fit of the experimental with a function formed by a single (double)
exponential convoluted with a Gaussian (system impulse response). The single exponential fit
gives a value of the exponential time constant of τ = (2.00 ± 0.05) ns, while the one with a
double exponential gives τ1 = (3.08 ± 0.06) ns and τ2 = (0.67 ± 0.03) ns.

The same measurement were performed on several other QDs. Each one was fitted either
with a single o double exponential accordingly to which function would better approximate
the data. The values of the decay constants obtained range between 0.5 and 3 ns. These
values can be used to have a rough estimate of the maximum brightness achievable by our
QDs. Indeed, the decay constant is directly related to the radiative recombination time and
thus to the rate of the photons emitted by the QD. Therefore, the brightness achievable by
our QDs can easily reach hundreds of MHz. It is worth noting that embedding the QDs
within a photonic crystal cavity could greatly decrease the radiative lifetime, thanks to the
Purcell effect, and thus increase the maximum achievable brightness.

4.2.3 The second order autocorrelation function

In order to test the ability of these QDs to emit single photons, we measured their second-
order autocorrelation function, g(2)(τ). In Fig. 4.6a we report the CW PL spectrum of QD1,
while in Fig. 4.6b we display the g(2)(τ) relative to the exciton (X) emission line of the same
QD, under pulsed excitation regime. It is to be noted that, in order to improve the signal to
noise ratio, a relatively high power (400 nW, about 90% of the saturation power in pulsed
excitation regime) was employed for these measurements (PL spectra could be acquired for
excitation powers as low as 20 nW, as shown before). Even though this certainly worsens
the single-photon purity, the raw value of g(2)(τ) at zero delay (τ = 0) is about 0.25, much
lower than 0.5, showing the single-photon emitter nature of the QD.

The g(2)(τ) was fitted with a curve (reported as a solid red line in Fig. 4.6b) based on the
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Figure 4.6. a) PL spectrum of QD1 acquired at 10 K and with a CW excitation power of 100 nW.
The interval indicated by two red arrows represent the spectral range (∼ 2 meV) used for the
measurement of the second order autocorrelation function, g(2)(τ). At the saturation power, with
the microsphere on top, and under CW excitation, the photons per second impinging on the first
lens are about 0.3 × 106 s−1. b) g(2)(τ) acquired at T = 10 K and with a pulsed excitation power
of 400 nW, just below the saturation power, (dark histogram), and its fit (red line) with the model
described in Appendix C. It is clear that the g(2)(0) < 0.5, confirming the single photon emitter
nature of this QD.

solution of a system of rate equations developed by taking into account the main processes
leading to the capture, relaxation and recombination of carriers in and out of the QD (for a
more detailed description of the model see Appendix C[111]). Moreover, a term describing
an uncorrelated background can be added to the model. The fit yields a carrier capture
time τcap ≈ 0.3 ns, for both electron and hole, and a recombination time τrec ≈ 1.84 ns, in
agreement with τrec ≈ 2 ns obtained through time-resolved PL measurements considering a
single exponential decay. Indeed, the model describes the decay of the QD with a single
exponential and adding another free parameter would clearly give an overfitting of the curve,
considering the noise present in the autocorrelation data. Indeed, the resulting value of the
uncorrelated background results to be about ∼ 20 % of the measured coincidences, consistent
with the broad emission overlapping with the QD line under consideration. Finally, the
value of g(2)(0), obtained by the fit and due only to the QD line without the uncorrelated
background, is less than 0.1.

Once the measure of g(2)(0) for a QD is available, it is also possible to correct the
number of emitted photons per second by the factor

√
1 − g(2)(0) in order to eliminate the

counts originated from multiple photon emissions[186]. For example, the QD1 generates,
in pulsed excitation regime at saturation power, 0.6 × 106 photons/s impinging on the first
lens. Correcting for the factor above, we obtain 0.5 × 106 single-photons/s. By dividing
this number for the laser repetition rate (82 MHz), we obtain that QD1, when coupled with
a microsphere, sends towards the collection optics 1 single photon every 164 laser pulses
(0.6% of the total). This value is far from the ideal scenario where a relation 1 on 1 exists
between laser pulses and single photons emitted. Several factors contribute to keep this
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value low: the detection efficiency of 4% is an upper limit estimate; the probability of having
multi-photon emission from the QD (see above) has been considered; theoretical predictions
are very sensible to small variations of the model; and especially many other non-radiative,
as well as radiative (e.g. the free-exciton recombination from bulk GaAs, other excitonic
species in the QD), recombination channels are present in our system and therefore not every
laser pulse results in the emission of a single photon from the QD.

4.2.4 Evaluation of the collection enhancement

After demonstrating the possibility to “laser write” GaAs1−xNx QDs, we verified another
“optical advantage” that the presence of the microspheres brings to the table, i.e. the
collection enhancement.

The best way to compare different approaches used to out-couple the radiation from an
emitter is to give the percentage of the radiation extracted into the air and the shape of the
emission pattern (see e.g. Table1.3). Simply giving the percentage of collected luminescence
is useful to set a world record but not to properly give the information about the potentiality
of a technology, without considering the fact that sometimes is reported the percentage of
collected luminescence with respect to that extracted into the air, not with respect to the total
emitted. The collection enhancement, instead, is a useful number to compare technologies
consisting in objects that can be inserted between the collection optics and the emitting
objects (SILs, microspheres). It is defined as the ratio between the collected power with the
microsphere over the collected power without the microsphere.

Using FDTD simulations, both the collection efficiency and the collection enhancement
of our sample were estimated for several values of NA (see Chapter 3.3.1 for further details).
We considered a dipole buried 33 nm below the surface of our sample (corresponding to
the center of the GaAs1−xNx:H/GaAs QW) and with the polarization axis parallel to the
sample surface. Our QDs can be approximated as cylinders with diameter larger than
their height, which implies a larger probability of having the dipole axis parallel to the
sample surface[187]. This condition gives higher collection efficiencies, as well as a
higher collection enhancement (simulations not shown). As the one shown in Fig. 4.2, the
simulations were performed considering the geometry and the optical properties of our
sample. The results of our simulations as it concerns the estimated collection efficiency
and enhancement are shown in Fig. 4.7a and 4.7b. As shown in Fig. 4.7a, the percentage of
light emitted in air (towards the collecting optics) by the dipole is higher with respect to the
simple case of semi-infinite substrate (2%[40]), even without the microsphere. This is easily
explained by the small thickness of the membrane with respect to the emitter wavelength and
by the back reflection due to the GaAs/air interface. By simply doing the ratio between the
collection efficiency with and without the microsphere on top, the collection enhancement is
obtained, and it is reported in Fig. 4.7b. This enhancement is the result of the combination
of three different physical phenomena[85]: a small Purcell effect (≈ 1, negligible in our
case); the reduction of light lost by total internal refraction (TIR) due to near-field coupling
between the GaAs and the microsphere (red curve); an increase in the directionality of
the emission. The Purcell factor and the near field coupling are NA-independent and their
combined effect can be observed looking at the NA = 1 curve. While the increase in the
directionality of the emission can be observed for NA < 1 and its contribution becomes
more important reducing the NA, for NA = 0.1, in particular, resonances are observed with
a corresponding collection enhancement surpassing 90 times.
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Figure 4.7. a,b) FDTD simulations of the luminescence collection efficiency and luminescence
collection enhancement associated with the presence of a dielectric microsphere for different
NAs. The inset in b) has a different scale on the vertical axis in order to show the NA = 0.1 curve.
c) Integrated intensity at 10 K of the main transition (X) of a QD (labeled QD2) with a sphere on
top (circles) and after sphere removal (squares), as a function of the excitation power. At the
saturation power, with the microsphere on top, and under CW excitation, the photons per second
impinging on the first lens are about 4 × 106 s−1. The solid lines are the best fits with Eq. (4.1)
(the filled areas represent the 95% confidence bands). The CW spectra at P = 500 nW are
reported in panel d) for comparison. It is worth noting that, as shown in panel b), the predicted
collection enhancement for NA = 0.7 at 1.357 eV is 4.3 while the experimental value obtained
from the ratio of the intensities of the two fitting curves at their saturation power is 7.3. The
difference is attributed to sensitivity of the simulation results to the initial conditions (see text).
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Figure 4.8. Microsphere removal process. a) Optical microscope image of the tapered fiber near
the sphere to be removed. b) Optical microscope image of the microsphere removed. The
microsphere is attached to the fiber likely due to Van Der Waals interactions.

In order to experimentally measure the collection enhancement, first we measured a QD
(labeled QD2) with a sphere on top, and then after removing the sphere. The sphere was
mechanically wiped away by a tapered optical fiber with a tip of about 200 nm (SNOM tip)
mounted on translation stages. In Fig. 4.8 there are the images of the sample surface before
and after the sphere removal. As it can be seen, the membrane is completely unaffected by
the fiber, moreover the microsphere remains attached to the tapered fiber likely do to Van
Der Walls interactions. Since the presence of the sphere can influence not only the collection
but also the excitation power per unit area, PL spectra at 10 K, before and after the sphere
removal, were acquired as a function of the excitation power. Indeed, the saturation power
corresponds to an identical excitation condition, allowing to compare the intensities. The
integrated intensity as a function of the excitation power for QD2, with the main excitonic
peak at 1.357 eV, before and after sphere removal are reported in Fig. 4.7c. Fitting Eq. (4.1)
to the data results in the solid lines of Fig. 4.7c. The ratio of the intensities of these two
curves at the saturation power gives the collection enhancement, equals to 7.3 ± 0.7 (1
standard deviation).

The value predicted by FDTD simulations for NA = 0.7 at 1.357 eV (see Fig. 4.7b) is 4.3.
The difference between these two values can be attributed to the unstable behaviour of the
simulations: large differences in the simulation results are obtained even with small changes
of the simulation conditions. In this respect, it is important to note that the simulations
assume ideal fabrication parameters, which might deviate significantly from the real ones;
just to make an example, the assumption of perfect, mirror-like GaAs/air interfaces is clearly
unrealistic, especially given that the lower surface was obtained by chemical etching. This
could easily result in an overestimate of the collection efficiency of the suspended GaAs
membrane in the absence of the microsphere and, thus, in an underestimate of the collection
enhancement due to the latter.

For the sake of completeness, in Fig. 4.7d we have reported the PL spectra of the QD
before and after the sphere removal with an excitation power as close as possible to the
saturation power. The enhancement of the collected signal is clearly observed. Moreover,
it is worth mentioning that the change in the full width at half maximum (FWHM) of the
main peak results within the spectral resolution of the system: FWHMwith = 1.41 meV
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and FWHMwithout = 1.29 meV. Therefore, neither the presence of the microspheres nor its
removal worsen the spectral properties of the emitters.

Finally, in order to investigate the physical origin of the collection enhancement, which,
as explained above, should be mainly due to an improved directionality of the emission, we
measured the angular distribution of the emission of a QD (labeled QD3), with a microsphere
on top, whose spectrum is reported in Fig. 4.9a. The normalized angular emission pattern in
k-space is reported in Fig. 4.9c. Analogously, we reported in Fig. 4.9b and 4.9d the spectrum
and the normalized angular emission pattern in k-space of the GaAs1−xNx/GaAs QW before
hydrogenation: this measurement was performed to mimic a point-like emission (like a
QD) without a microsphere on top (without the sphere, the detected QD emission was
too weak to perform k-resolved measurements; in and by itself, this is a testament to the
effectiveness of the microspheres in improving the collection efficiency). It is clear that
the angular distribution of the emission without the microsphere is much broader than that
with the microsphere. The effect of the microsphere, as explained above, is to increase the
directionality of the emission of the emitters placed below it. This result is more clearly
observed looking at the profiles of the angular emission patterns of Fig. 4.9c and 4.9d.
Cutting these two experimental maps along a direction passing through the center of the
emission, and averaging against all possible directions, the profiles reported in Fig. 4.9e
are obtained (blue circles and red squares). In order to compare these profiles against the
theoretical expectations, we simulated the same system described above and we considered
the far field pattern as a function of the emission angle – with and without the presence of
the microsphere – obtaining the curves displayed in Fig. 4.9e as solid lines. Comparing the
curves, a clear agreement is found.

Furthermore, from the k space maps we can obtain an evaluation of the precision of
our fabrication technique in terms of lateral misplacement of the QD respect from the axis
of the microsphere. To do so, it is relevant to note that an in-plane misalignment of the
QD with the point contact of the sphere on the sample surface would result in an angular
shift of the emission. To evaluate the shift we have performed a series of FDTD simulation
consisting in a plane wave hitting a microsphere at different angles, as it can be seen in
Fig. 4.10. From the simulations it results clear that the PJ produced can be rigidly shifted by
tilting the incident plane wave. Measuring the PJ position as a function of the incident angle,
we find a constant shift of 17 nm/◦. Analogously, the reverse condition, the tilt of the beam
originating from a QD at different distances from the sphere contact point, must give the
same value of 17 nm/◦, by Helmholtz reciprocity principle. To verify that we have consider
a simple geometrical model, sketched in Fig. 4.11, in which we consider a QD placed in
an off-axis position under the microsphere[85]. The position of the QD is labeled by the
coordinates (x, y), where the (0, 0) position is in axis position (i.e. the contact point of the
microsphere). The coordinates of the QD are directly connected to the k−space coordinates
by the formula:

x = −r (kxo)
(
1 − (kxo)2 −

(
kyo
)2)−1/2

y = −r
(
kyo
) (

1 − (kxo)2 −
(
kyo
)2)−1/2 (4.2)

where r is the microsphere radius and o is the vacuum wavelength of the QD divided
by 2π. The displacement d between the microsphere and the QD can be calculated as
d =
√

(x2 + y2). However, in the condition of small angles it can be drastically simplified,
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Figure 4.9. a,b) PL spectra of a QD (labeled QD3) under CW excitation, with a microsphere on top,
and of the GaAsN/GaAs QW before hydrogenation, without a microsphere on top, respectively.
These spectra correspond to the center of the maps reported in c) and d), respectively. c)
PL angular emission map of the emission of the QD3 with a microsphere on top (T = 10 K,
Pexc = 300 nW, energy interval 1.362–1.376 eV). The yellow dashed circle represents the NA
(NA = 0.7) of the objective used. d) PL angular emission map of the QW signal without a
microsphere on top (T = 10 K, Pexc = 400 µW, energy interval 1.290–1.317 eV). The yellow
dashed circle represents the NA (NA = 0.7) of the objective used. This measurement was
performed to mimic a point-like emission without a microsphere. e) Experimental angular
profiles (blue circles and red squares) extracted from the maps in panel c) and d), respectively,
by a proper radial average. These data are compared with FDTD simulated angular profiles
(blue and red solid lines) of emitters (emitting at 1.37 eV and 1.305 eV) with and without a
microsphere, respectively, buried in GaAs 33 nm below the surface.
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Figure 4.10. a), b), c) and d) display FDTD simulations of a series of PJs. They are obtained
illuminating a dielectric microsphere with a plane wave (λ = 532 nm) at different incident angles,
indicated by an arrow. The angle is measured clockwise with respect to the normal to the plane
and its value is indicated on top of each panel. The white solid lines represent the contour of
the sample while the dashed line represents the microsphere. e), f), g) and h) show the profiles
of the photonic jets obtained within the QW for the incident angle displayed in a), b), c), d),
respectively. Analyzing the peak position as a function of the wave incident angle, we obtain a
shift of 17 nm/◦.
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Figure 4.11. Sketch of the system where are reported the quantities and the geometrical configuration
used to perform the ray-optics transformation from k−space to position space (and vice versa).
The sketch is not on scale.
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Figure 4.12. SEM image of some spheres positioned on top of the suspended membranes.

indeed d = rθ, where θ is the emerging beam angle in radians. Therefore, with θ in degrees
(◦) and r = 1000 nm, we obtain d = (17.45 nm/◦) θ, in good agreement with the simulations
showed in Fig. 4.10. This value can be also read as: the QD emission is tilted of 0.059 ◦ per
nm of misalignment. From Eq. 4.2 and the estimated precision in determining the central
point in k space (σk/(2π/λ) = 0.02) and the estimated precision in determining the center of
the emission (σk/(2π/λ) = 0.02), we can therefore estimate that the QD-sphere alignment is,
at 1 standard deviation, ±30 nm, highlighting the power of our approach. As a final remark,
it is worth noting that it would be possible to fabricate sphere-misaligned QDs via tilted
illumination, obtaining a deterministic beam steering of the quantum emitters.

4.3 Summary and future developments of the technique

To summarize, we have demonstrated the possibility to create GaAs1−xNx QDs exploiting
PJ to locally tune the hydrogen content in dilute nitrides. This fabrication method inherently
ensures a near-perfect (±30 nm) spatial alignment between the QD and the microsphere
used to generate the PJ, thus leading to the maximization of the broadband enhancement of
the collection efficiency (×7.3) for the light emitted by the QD. This technique has other
several advantages: the fabrication is performed at room temperature, in air and without any
lithography or etching procedure; it is low-cost with respect to most QD fabrication tech-
niques; the emission can be tuned over a range larger than 200 meV controlling the hydrogen
removal[116]; it is, in principle, possible to cover both telecommunication wavelength
windows by tuning the nitrogen concentration and/or by introducing indium in GaAs1−xNx;
the QDs are rewritable, since the fabricated nanostructures can be erased and rewritten
multiple times, simply by re-hydrogenating the sample and by repeating the fabrication
process.

Despite the several advantages, there are some issues, such as the large homogeneous
broadening of the emission (≈ 1 meV), the limited brightness, the lack of control over the
microspheres deposition and the inhomogeneous broadening of the emission energy of
nominally identical QDs (40 meV). In our opinion, most of these problems can be potentially
solved in a straightforward manner: as far as the large QD linewidth is concerned, the
broadening is likely linked to surface defects [188], and can thus be reduced by growing
a thicker capping layer on top of the GaAs1−xNx:H/GaAs QW (from the simulations we
observe that the photonic jet keeps a narrow waist for nearly 1 µm when propagating in
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bulk GaAs). Moreover, this would contribute also to an enhancement in the QD brightness,
especially if combined with a QW of higher quality and an efficient back-reflector (e.g.,
a Distributed Bragg Reflector, DBR). Regarding the possibility to obtain site-controlled
QDs, there are some possible alternatives: from mounting a microsphere at the end of
an optical fiber (which, in turn, could be mounted on a nanopositioner as in the removal
process), to forcing the microsphere positioning by engineering the material’s surface prior
to deposition[189] or by arbitrary moving them employing a nano-manipulator. To this
end, there are some undergoing studies which have given some preliminary but promising
results. In Fig. 4.12 we show an example of the efforts so far, where four microspheres are
placed on top of four different membranes. However, it is clear that not all the spheres are
well centered, therefore further efforts are needed. As a final remark, it is worth noting that
this technique could be employed for the realization of complex structures such as QDs
arrays, by packing up the microspheres in a honeycomb structure[190], or QDs molecules
by illuminating a microsphere with two tilted light beams.

4.3.1 Future developments

In order to further optimize the fabrication process, we present the results of extensive
numerical calculations studying the properties of the PJs, which are the cornerstone of our
fabrication technique. In particular, the intensity and the FHWM of the PJs were studied as
a function of the laser wavelength and the microsphere radius to identify optimal parameter
combinations.

The simulations are done with SMUTHI (see Chapter 3.3.2) and they consist of a plane
wave incident on a SiO2 microsphere placed on top of a multilayer structure comprising,
from bottom to top: a GaAs substrate, a 2 nm layer of Ga2O3, 1500 nm of air, another
2 nm layer of Ga2O3, a 162 nm layer of GaAs and an additional 2 nm layer of Ga2O3(see
Fig. 4.13). The values of the refractive index of GaAs, Ga2O3, and SiO2 are taken from
Papatryfonos et al. [191], Malitson [192], and Rebien et al. [193], respectively. It is worth
mentioning that SMUTHI accepts only layers that extend indefinitely in the plane, hence
it was not possible to simulate the suspended membrane but only a floating GaAs layer
(sandwiched within two thin layer of oxide) on which was placed the microsphere, as shown
in Fig. 4.13. The use of a single layer of GaAs instead of a GaAs1−xNx:H/GaAs QW is due
to the fact that a fully hydrogenated GaAsN layer has the same optical properties of a GaAs
layer (within 1% [52]), while the Ga2O3 layers were included to account for the native GaAs
oxidation process [194].

The parameters we are interested in are the FWHM and intensity of the PJs, which were
studied as a function of the incident wavelength and of the microsphere radius. In particular,
we scanned wavelengths between 400 nm and 1550 nm in 5 nm steps and radii between
250 nm and 1025 nm in 25 nm steps. The results of the simulations are shown in Fig. 4.14.
The FWHM and intensity values were obtained from the electric field intensity profile
evaluated both in the direction parallel to the polarization of the incoming plane wave and in
the orthogonal one, 33 nm below the surface. This particular depth is chosen accordingly to
where the GaAs1−xNx:H/GaAs QW was placed in the sample used for the QDs fabrication.
The results for the FWHM are shown in Figs. 4.14a and 4.14b and are calculated with respect
to the baseline intensity relative to the unperturbed plane wave illumination calculated at the
same depth. On the other hand, Fig. 4.14c reports the values of the electric field intensity
measured at the center of the layer, on-axis with the microsphere. The grey points in the
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SiO2

GaAs 162 nm

Ga2O3 2 nm

GaAs Semi-infinite

Ga2O3 2 nm

Air 1500 nm

Ga2O3 2 nm

Figure 4.13. Scheme of the simulated sample, consisting of a suspended GaAs layer, an air-gap,
a GaAs substrate and a SiO2 microsphere. A thin Ga2O3 layer is also applied to all GaAs-air
interfaces. The green arrows represent the plane wave hitting the microsphere and leading to the
formation of the PJ. The drawing is not to scale.

maps represent those radius-wavelength combinations which are not associated with the
formation of a PJ (i.e., the observed intensity maximum is off-axis), which would lead to the
formation of the QD in a different position, or no QD formation altogether. Conversely, for
all other radius-wavelength combinations, a PJ is properly formed within the GaAs layer, as
we can see from Fig. 4.14e.

Observing the FWHM and intensity maps, the presence of an oscillating pattern imme-
diately stands out. These oscillations can be better analyzed by plotting the quantities as a
function of one of the two parameters, e.g. the wavelength, fixing the radius. As we can
see from Fig. 4.14d, these oscillations are well pronounced between 400 nm and 800 nm,
while at longer wavelengths they are less evident. Furthermore, it is clear, e.g. looking at
the dashed lines, that the oscillations of the FWHM and the intensity are exactly out of
phase (maxima of the former correspond to minima of the latter, and vice versa). The origin
of this behavior is likely due to the interference between the incoming wave and the ones
reflected within the microsphere and by the substrate. Due to the complexity of our system,
this phenomenon is not easily attributable to a single origin. However, these oscillations
can be exploited when selecting the proper microsphere radius and laser wavelength to
tune the size of laser-written QDs, taking into account the actual sample geometry, within a
broad range of values. Indeed, thanks to the presence of sharp oscillations in this composite
system, it is possible to strongly change the PJs behaviour by slightly changing the laser
wavelength, leading to an optimal control over the QDs dimension. Moreover, this effect can
be combined with the control over the laser power to further increase the range of tunability.
The wavelengths range in which the strongest oscillations appear (400-800 nm) overlaps
nicely with the operating window of commercial Ti:Sa lasers (possibly equipped with a
frequency-doubling crystal, in order to reach the lower end of the range). Furthermore, this
is the ideal wavelength range for our laser-writing applications, since it includes perfectly
the wavelengths window for breaking the N-H bonds (see Chapter 2.1).
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e

Figure 4.14. a) and b) 2D maps of the FWHM of the PJ along the y and x directions, respectively,
as a function of the microsphere radius and of the wavelength. The incident wave is polarized
along y. c) 2D map of the electric field intensity of the PJ as a function of the microsphere radius
and of the wavelength. The grey points represent those radius-wavelength combinations that
are associated with an intensity minimum rather than a maximum below the microsphere. d)
plot of the FWHM (red curve) and the electric field intensity (blue curve) as a function of the
wavelength for a microsphere of radius 1000 nm. The dashed lines are a guide to the eye to
highlight the anti-phase behaviour. e) Map of the electric field intensity in the xz and yz planes,
for a microsphere of radius 1 µm illuminated by a plane wave with λ = 545 nm. The white lines
represent the contour of the microsphere and of the QW.
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Figure 4.15. a) and d) 2D maps of the FWHM and the electric field intensity of the PJ, respectively,
as a function of the microsphere radius and of the wavelength. b) and e) Plots of the electric
field intensity as a function of the wavelength, in the range between 400 nm and 900 nm, for
a microsphere of radius 1005 nm and 1055 nm, respectively. c) and d) Plots of the FWHM in
the same configuration of b) and e). The reported wavelength range in these last four plots is
selected to more clearly highlight the radius effect on the position of the peaks.

In order to apply the simulated results in practice, we must take into account that the
microspheres are not perfectly identical; indeed, the standard deviation of their radii is
about 25 nm. This inevitably leads to an uncertainty in determining the correct behaviour
of the oscillations, which in turn is detrimental to the optimal control of the QDs’ size.
To this end, the results of a more detailed study of the effect of particle polydispersity are
reported in Fig. 4.15, where the FWHM and intensity of the PJs are studied as a function
of the wavelength, between 400 nm and 1550 nm with 5 nm step, and of the microsphere
radius, focusing on a narrower interval (between 1005 nm and 1055 nm) sampled with
higher precision (5 nm steps). From Figs.4.15a) and d), it is clear that a change in the
radius causes a spectral shift of the observed oscillations. This effect is negligible if the
change in the radius is below 10 nm but starts to be relevant above this value. Indeed, if
we have a look at the the electric field intensity and FWHM plots for radii of 1005 nm and
1055 nm, we can see that a peak for one radius corresponds to a minimum for the other,
and vice-versa (see Figs. 4.15b, 4.15c, 4.15e, 4.15f). Therefore, it is of utmost importance
to determine the size of the microspheres used with an accuracy smaller than 10 nm to
have a fine control over the PJ properties and thus on the QDs. To do so, the microspheres
size could be measure with a SEM (Scanning Electron Microscope) or an AFM (Atomic
Force Microscope). The measured value could be then used in the simulation, leading to
the straightforward identification of the laser wavelength required to obtain the desired PJs’
width and intensity. Furthermore, these detailed simulations clarify that the predominant
cause at the origin of the big inhomogeneous broadening of the QDs emission is likely the
differences in the microspheres radii employed for their fabrication.

Finally, one of the possible application of our fabrication technique is the ability to
fabricate multiple QDs at once with a single laser pulse. To investigate this, we have studied
the PJ properties generated by the simultaneous illumination of two adjacent microspheres.
Considering two microspheres aligned along the x direction and a plane wave polarized
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along the same direction the FWHM and peak intensity of the PJs are increased by 11%
and decreased by 18%, respectively. While, considering a plane wave polarized along the y
direction, the FWHM and peak intensity of the PJs are increased by 9% and decreased by
13%, In both cases, however, the position of the PJ remains within 10 nm from the intended
fabrication position. Therefore, when using more than one microsphere, it will be important
to evaluate case by case the effects over the PJs properties, in order to achieve optimal
control on the fabricated QDs.

In conclusion, this systematic study of the properties of PJs as a function of particle radius
and wavelength demonstrate the flexibility of PJs in the laser-writing process. Moreover, it
leads to a deeper knowledge of the fabrication process and it paves the way to drastically
increase the level of control over the QDs properties. Lastly, it is worth noting that this
approach can be applied also to other kinds of emitters, and not only to QDs.
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Chapter 5

Engineer G-centers emission with
strain

In this chapter it will be presented an approach to locally tune the G-center emission
employing strained suspended silicon membranes. The samples realized are optically
characterized and the main results of such characterization are presented.

5.1 The samples structure

In this work we have fabricated three different samples named “1.3”, “1.4”, and “7.3”. The
structure of these samples is described in detail in Chapter 3.1.9, along with the description
of the fabrication processes employed for their realization. To briefly summarize, they
consist in SOI samples implanted with carbon atoms and made by: a 125 nm silicon layer,
a 2 µm thick SiO2 layer and a silicon substrate (see Fig. 5.1). Sample 1.3 and 1.4 contain
carbon atoms at a nominal depth of about 24 nm while sample 7.3 at a nominal depth of
99 nm. The samples are patterned by optical lithography to realize 12 different fields, divided
in 4 columns (labeled with letters) and 3 rows (labeled with numbers), each one containing
25 patterned squares.

25 µm

a) b)

Figure 5.1. a) Sketch of the sample employed to realized the silicon suspended membranes. The 12
squares on top of the sample represent the 12 fields. b) SEM image of one of the fields after the
realization of the suspended membranes. The whiter coloured parts are the silicon dioxide areas
that support the suspended membranes, which are the transparent squares around the supports.
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By chemically etching the SiO2 layer, square silicon suspended membranes are realized.
The size of these membranes increases going from row A to D, nominally they have a lateral
size of 10, 12, 15, and 20 µm. Then, a SiNx layer is deposited on top of the samples to
introduce a static stress within the membranes. The different growth parameters leads to the
introduction of strain of different nature within the three samples (see Table 3.1 and Chapter
3.1.9 for more details): sample 1.3 is stressed in a compressive way, sample 1.4 is stressed
in a tensile way, sample 7.3 is slightly stressed in a tensile way or almost unstressed. In
Fig. 4.1 the sample structure is shown, along with a SEM image of one of the field within
the sample where we can clearly see the suspended membranes.

5.2 Samples characterization

Once the samples were fabricated, we optically characterized them by means of low temper-
ature (10 K) micro PL. The first measurements were performed on the unpatterned areas
of samples 1.3 and 1.4, i.e. far from the 12 fields. These samples are characterized by a
shallower G-centers implant depth, hence the effects connected to the presence of the SiNx

layer would be easily detected. For the sake of simplicity, later on we will refer to the
measurements performed in these areas as “Flat”.

In Fig. 5.2a are reported the PL spectra measured in the two samples and, for comparison,
one from a sample without SiNx. As we can see, the spectra profiles are almost identical
and they are characterized by a sharp ZPL and a well defined phonon sideband. From the fit
of the ZPL with a Lorentzian function we have found a FWHM of (868 ± 28) µeV for the
sample without SiNx, (848 ± 21) µeV for sample 1.3, and (773 ± 35) µeV for sample 1.4.
Therefore, the presence of the SiNx causes a slight narrowing of the ZPL peak. This is likely
due to the defects passivation effect of silicon nitride, which is a well known and studied
effect that makes this material widely used in solar cells fabrication[195]. Superimposing the
PL spectra, a small shift in the ZPL energy position is observed (see inset Fig. 5.2b). Where
the ZPL from sample 1.3 is red-shifted of about 200 µeV while the one from sample 1.4 is
blue-shifted by the same amount. It is worth mentioning that these energy differences are
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Figure 5.2. a) Low temperature micro-PL spectra of the G-centers collected in a SOI sample without
SiNx on top (black curve), in sample 1.3 (red curve) and in sample 1.4 (blue curve). The spectra
are obtained with a CW excitation (λ = 532 mW, Pexc = 2 mW) b) Superposition of the three
spectra colored as before. Inset: zoom around the ZPL peak energy.
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perfectly within our spectral resolution, however their presence could indicate the presence
of a small amount of strain in the topmost silicon layer due to SiNx.

To test our hypothesis, we have performed room temperature micro-Raman measure-
ments on two upatterned samples that have the same structure as sample 1.3 and 1.4. The
measured spectra are reported in Fig. 5.3 along with the Raman spectrum of a bulk crystalline
silicon sample, as a reference. The peak showed in Fig. 5.3 refers to the silicon Raman peak,
which is centered at (520.700 ± 0.005) cm−1 in the reference sample, perfectly coherent
with the literature[196]. On the other hand, the signal coming from the samples containing
SiNx is slightly shifted. Fitting them with a Lorentzian function (see Fig. 5.3b) we found
out that the peak from the sample similar to 1.3 is centered at (520.873 ± 0.013) cm−1 while
the other one is centered at (520.541 ± 0.004) cm−1. These shifts are well within the system
resolution, therefore we can safely assume that no stress is present within the flat areas of
sample 1.3 and 1.4.

This is further confirmed by two other evidences. The first one is the fact that in the
presence of a compressive strain the silicon band gap increase and thus, the G-centers
ZPL should shift at higher energies. However, accordingly to the Raman measurements,
the sample with the same structure as 1.3 shows a small compressive strain and yet the
corresponding G-centers PL emission is red-shifted respect to the unstrained sample. It
goes without saying that the same consideration with reversed parameters, i.e. tensile strain
and blue-shift of the PL, is valid when considering the other sample. The second evidence
relies on evaluating the stress within the two samples from the two Raman shifts measured.
Assuming a uniaxial stress, σ, it can be written as: σ (MPa) = −434 · ∆ω (cm−1)[197, 198],
where ∆ω is the shift of the Raman peak expressed in cm−1. Therefore, evaluating the
stress within the two samples, we find a stress of about -75 MPa for the former sample and
about 69 MPa for the latter. According to the literature[199, 200], such values of stress
would result in a splitting of the ZPL of the G-centers of about 1.79 meV and 1.95 meV,
respectively, which was not observed.

From both micro-PL and Raman measurements we can conclude that the deposition of
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Figure 5.3. a) Micro-Raman spectra of the samples with the same structure as sample 1.3 and 1.4 (red
and blue curve, respectively), superimposed to the spectrum of a bulk crystalline silicon sample
as a reference (black curve). b) The same spectra showed in a) (dots) with the corresponding
Lorentzian fit (continuous curves).
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a strained SiNx layer does not introduce strain within the unpatterned areas of the sample
under study. This is likely due to fact that the silicon layer can relax towards the substrate.
Moreover, the presence of the aforementioned layer does not worsen the optical properties
of the G-centers.

5.2.1 Microphotoluminescence maps

In order to characterize the suspended membranes, we have performed low temperature
micro-PL maps in all the three samples. Each map consists in a 2D raster scan of the sample
with steps of 500 nm where, in each position, a PL spectrum is collected. The spectra are
then integrated and an intensity map is obtained, see for example Fig. 5.4a. We can see that
the presence of the suspended membranes immediately stands out. This is easily explained
since otuside the membranes the silicon layer containing the G-center was etched away,
hence no PL signal is expected from those regions.

It is worth noting that, just 15 µm outside the area patterned with the membranes, the
PL spectrum is the same as in the flat area, i.e. formed by a single sharp ZPL line with the
associated phonon sideband (see Fig. 5.4b), thus meaning that the fabrication process affects
the emission only locally, i.e. within the membranes. Indeed, at the center of the suspended
membrane, the ZPL peak splits in two sharp peaks as we can see from Fig. 5.4c. A similar
peak splitting was observed by two independent groups when measuring the G-center PL in
samples subjected to mechanical stress[199, 200]. In particular, they observed a splitting
in two peaks when the stress was applied along the [001] crystalline direction. Moreover,
the energy difference between the peaks is directly proportional to the amount of stress
applied. They also found out that applying stress along the [111] and [110] directions results
in a three and four peak splitting, respectively. This would mean that at the center of the
membranes the dominant strain component is the one directed along the [001] direction,
which, in our system, is the vertical direction (or z direction).
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Figure 5.4. a) Low temperature micro-PL map of a portion of a field containing membranes with
12 µm lateral size (λexc = 532 nm, Pexc = 2 mW). The colorscale is given by the intensity of
the PL signal in each position. It is obtained integrating the spectra between 0.92 and 0.99 eV,
i.e. the whole energy range measured. The black squares are a guide to the eye to locate the
membranes positions. The purple and green circles show the positions where the spectra in panel
b) and c) are measured. b) and c) PL spectra measured far from the patterned area and at the
center of a suspended membrane, respectively. A clear splitting of the G-center ZPL is observed
in the membrane.
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5.2.2 FEM simulations

To confirm the presence of strain within the silicon layer, we have performed FEM simula-
tions of a suspended membrane. The simulated membrane mimics the actual structure and
it consists in a square membrane formed by a silicon nitride layer on top of silicon. The
membrane is supported by a silicon dioxide pillar with a square base and the whole structure
is placed on a silicon substrate. A sketch of the membrane is reported in Fig.5.5.

The sizes of the simulated membrane and pillar are 5 µm and 3 µm, respectively. These
values are obtained scaling by a factor 0.25 the real values measured from a SEM image of
the membrane. Indeed, the equations regulating strain are self-similar and hence scaling
the dimensions would give the same results. This is true as long as we are interested in the
ratios between different strain components or if the components are referred to an initial
strain value, ϵ0, as in this case (i.e. the strain within the SiNx layer). In any case, the strain
components along x, y, and z were calculated in the whole 3D structure. However, we now
report only the results within the silicon layer since they are the interesting ones. It is worth
mentioning that the results that we will discuss are obtained simulating a silicon nitride layer
under compressive strain.

In Figs. 5.6a to f, are reported the maps of the strain components in the x − y plane
calculated at the nominal implant depth of the G-centers in the three samples, i.e. 24 nm and
99 nm. Focusing on the center of the membrane, we can clearly see that in both scenarios
the ϵxx and ϵyy components have the same values. Therefore, the G-centers perceive a
homogeneous and omnidirectional in-plane strain that does not lead to a symmetry breaking
into the plane and thus a splitting of the peaks is not expected. On the other hand, the
presence of a non zero out-of-plane strain component leads to a break the symmetry along
the z direction, thus leading to the two peaks splitting that we observed.

In addition, we have evaluated the behaviour of the out-of-plane strain component, in
the center of the membrane, as a function of the depth within the silicon layer. As we can
see from Fig. 5.6g, the ϵzz is practically constant within all the silicon layer, therefore we
expect a two peak splitting independently from the implant depth. It is worth mentioning
that different initial strain conditions within the SiNx, i.e. tensile or compressive, would lead
to the same two peaks splitting[201]. The only factor that matters is the absolute amount of
strain introduced in the layer, which regulates the splitting between the two peaks.

Furthermore, we can see that the two in-plane components differ going from the center
of the membrane to its border. Indeed, they maximally differs at the center of the four

x

y

z

Figure 5.5. Sketch of the simulated membrane.
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Figure 5.6. a) - f) 2D maps of the simulated strain components in the x − y plane. In particular,
a), b) and c) refer to the components evaluated 24 nm below the SiNx/Si interface. Whereas,
d), e) and f) refer to the components evaluated 99 nm below the interface. At both depth in the
center of the membranes the ϵxx and ϵyy components have the same values. g) Plot of the ϵzz

component, rescaled by the initial strain ϵ0, as a function of the depth within the silicon layer.
The relative change in the strain value is minimal, about 0.6%. h) 2D maps of the simulated
strain components in the x − z plane. The strain components in the supported areas are almost
constant while within the suspended part they gradually change moving away from the interface.
The resulting vertical displacement leads to a bending in the membranes downwards. The same
colorbar is employed in all the maps.
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suspended parts, while they are equal on the corners. Therefore, we expect to observe a
second break of the symmetry along the sides of the membranes and thus the presence of
more than two peaks. On the other hand, measuring the corners we expect to keep observing
only two peaks.

It is worth mentioning that the value of the out-of-plane strain component at the center
of the membrane strongly depends on ratio between the suspended membrane size and the
supporting pillar size (simulations not shown). In particular, increasing it, it would result in
an overall reduction of the strain value and vice versa. The membranes in our samples are
realized by dipping the samples in a acidic solution for a fixed amount of time to perform
chemical etching. Therefore, we can safely assume that the size of the suspended part is
always the same, independently to the membrane size, and thus the membrane to pillar ratio
is directly proportional to the membrane size. As a consequence, the resulting strain would
follow the opposite trend and thus, we expect a reduction in the G-centers peak splitting
when increasing the membranes size.

As a final remark we can see that the FEM simulations correctly predict the observed
bending of the membranes, connected to the presence of strain. In Fig. 5.6h is reported
the maps of the three strain components evaluated in the x − z plane obtained cutting the
membrane along the plane passing from its center. We can see that in proximity to the silicon
nitride layer there is an in-plane tensile strain, i.e. ϵ > 0, and an out-of-plane compressive
strain, ϵ < 0. Focusing on the ϵzz component, we can see that, moving away from the
SiNx/Si interface, it decreases until it changes sign, i.e. it becomes tensile. This causes a
vertical displacement which in turn leads to a bending of the suspended part downwards.
This results is perfectly coherent with what we expected and with what we observed by the
SEM measurements performed on the fabricated membranes (see Fig. 3.8c). It goes without
saying that the considerations proposed so far would be reversed considering a silicon nitride
layer with tensile strain.

5.2.3 Analysis of the microphotoluminescence spectra

To confirm the results of the simulations, we have extracted a spectrum in the center of the
membrane from each micro-PL map. These spectra are reported in Fig. 5.7. As correctly
predicted, in all three samples we observe two distinguished peaks, along with the typical
phonon sideband. Moreover, we can observe that that the energy splitting between the two
peaks increases when reducing the membranes size. This is the experimental confirmation
of the dependence of the strain on the ratio between the membrane size and the supporting
pillar size. Furthermore, the peaks measured in sample 7.3 show a reduced linewidth with
the respect to the others measured in sample 1.3 and 1.4. This is likely connected to the
deeper G-centers implant depth and thus, a reduced effect of surface defects in broadening
the emission.

Studying the energy position of the two peaks as a function of the membranes size, we
have found that it depends linearly on the inverse of the membrane area, as it is clear from
Fig. 5.8a. Moreover, we can see that the high energy peak (HE peak) is more sensitive to
changes of the membrane area with respect to the low energy peak (LE peak).

The three samples show three different linear dependencies which can be in part ex-
plained considering the absolute value of the strain introduced by the SiNx layer. Indeed,
nominally, the SiNx layer in sample 1.3 is the most strained one (in absolute terms) and thus
is the one presenting the higher splittings, i.e. the steepest slopes. Moreover, the absolute
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Figure 5.7. a), b) and c) Low temperature micro-PL spectra (λexc = 532 nm, Pexc = 2 mW) extracted
from the micro-PL maps performed on four membranes of different size in sample 1.3, 1.4
and 7.3, respectively. The blue and red dashed lines are guides for the eye to underline the
dependence between the peaks splitting and the membranes size.

value of the strain in this sample is, at least in theory, about two times the one in the SiNx

layer of sample 1.4 and this perfectly reflects in the measured data. Indeed, within all the
membranes the splitting of sample 1.3 is about two times the one in sample 1.4 (e.g. in
the smallest membrane ∆E1.4 = 9.4 meV and ∆E1.3 = 18.2 meV). However, sample 7.3
does not follow the same trend, indeed it should be the least strained and thus presenting
the smallest splittings. The behaviour of this sample is not yet fully understood and it is
currently under further studies. Despite this, we have shown that can tune the G-centers
emission acting on two different parameters: the membrane size and the SiNx deposition
properties. Combining both effects we were able to tune the G-centers emission over a
≈ 20 meV energy range. Therefore, by simply realizing suspended strained membranes, we
have developed a technique to tune a SPE emission in a 25 nm range without the need of
any external fields.

Controlling the G-centers emission comes with the cost of broadening the emission
peaks. Indeed, by fitting the HE and LE peaks with a Lorentzian function, we can see that
their FWHM is higher than the one of the ZPL peak in the flat areas of sample 1.3 and 1.4
(see e.g. Figs. 5.8d and 5.8e). However, in light of exploiting the G-centers as SPEs for QIT,
this is only a minor issue since it can be easily solved by spectrally filtering the emission or
by selecting an application where a reduced broadening (i.e. a high indistinguishability) is
not required such as QKD.

As said before in this work, one of the important properties of SPEs is their brightness.
To evaluate it in our samples, we have integrated the PL spectra showed in Fig. 5.7 over the
emission peak, i.e. the LE or HE peak, and we have multiplied the result by the efficiency of
our setup at the G-centers emission wavelength (22%). From doing so, we have obtained an
estimation of the photon counts on the first lens. The results are showed in Figs. 5.8b and c,
where we have also reported the values measured in the flat areas of sample 1.3 and 1.4 for
comparison. It must be taken into account that we are measuring ensembles of G-centers and
not single defects, hence these values cannot be directly compared with the ones from other
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Figure 5.8. a) Plot of the energy position of the two observed peaks within the three different samples
(scatter plots), along with the value of the G-centers ZPL energy position in a sample without
SiNx (dashed line), as a function of the inverse of the membrane area. The linear dependence
between the two immediately stands out. b) and c) plot of the intensity of the LE an HE peak,
respectively, in terms of photons impinging on the first lens as a function of the membrane size.
The value is obtained integrating the emission peak and multiplying it by the nominal efficiency
of the system (22%, see Chapter 3). d) and e) plot of the LE and HE peak FWHM, respectively,
obtained fitting the peak with a Lorentzian function as a function of the membrane size.

SPEs. However, we are not interest in the absolute brightness values but on evaluating the
intrinsic efficiency of our emitters and the effects connected to the membranes fabrication
and to the SiNx deposition.

Starting from the results measured in sample 7.3, we can see that the brightness is quite
limited and it remains more or less constant within all the membranes. On the contrary, in
the other two samples we observe a dependence on the membrane size. Indeed, in sample
1.3 we can see that the brightness of both peaks seems directly proportional to the membrane
size, with only one exception (i.e. the 15 µm membrane). However, only within the biggest
membrane a higher brightness, with respect to the flat area, is observed. On the other hand,
the brightness of both LE and HE peak measured in sample 1.4 is always higher than the one
measured in the flat area. Moreover, both peaks show an inversely proportional dependence
on the membrane size. These are interesting results since they suggest that employing the
strained suspended membranes to tune the G-centers emission will results in drastically
changing the brightness of the emitters. In particular, within the membrane of the same
nominal size, in sample 1.4 we observe an enhancement of the brightness of a factor 4
with respect to the flat area, while in sample 1.3 we observe a reduction of a factor 3.8.
Therefore, we need to carefully select the optimal conditions, in terms of membrane size and
SiNx deposition parameters, to achieve both the desired energy emission and the optimal
brightness to employ the G-centers in the desired application.

In addition to the spectra at the center of the membranes, from the micro-PL maps we
have extracted the spectra measured at the corners and in the sides. Indeed, we wanted to
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verify what we expected from the FEM simulations, i.e. the presence of only two peaks
in the corner and of more than two in the sides. In Fig. 5.9 is reported a micro-PL map
from which we have extracted the aforementioned spectra. As we can see, we observe the
expected results. Moreover, the presence of four different spectra is coherent with both FEM
simulations and literature.

From the simulated strain maps showed in Figs. 5.6a-f we can see that, along the sides of
the membranes, one of the two in-plane components, i.e. ϵxx and ϵyy, is always predominant.
Therefore, considering that the out-of-plane component is always present, in these regions
the strain is mainly directed along the [011] or [101] crystalline direction (in our sample the
out-of-plane direction corresponds to the [001] crystalline direction). Recalling the results
observed in the literature, they observed the presence of a four peaks splitting in the presence
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Figure 5.9. a) Micro-PL map of some a portion of a field containing 15 µm membranes (λexc =

532 nm, Pexc = 2 mW). From the map we can clearly distinguish the presence of the membranes
and their suspended part. As a guide for the eye, we have draw black continuous squares to
identify the membranes and a black dashed square for the pillar supporting the membrane. The
green dashed lines represent the directions along which the plot showed in panels d) and e)
are extracted. The purple and green circles indicate the position of the spectra showed in b)
and c), colored accordingly. b) and c) normalized PL spectra extracted from the map, showing
the presence of two peaks in the corner of the membrane and of four distinguished peaks in
the side. d) and e) normalized PL spectra extracted along the vertical and horizontal direction,
respectively. The red line represent the energy of the ZPL measured in the flat area of the sample.
The behaviour of the spectra along the two directions is in good agreement with the simulations.
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of an uniaxial strain along [110] direction, which, for symmetry reasons, is equivalent to
the [011] and [101] directions. Therefore, combining the results from the simulations and
the literature, on the sides of the membranes a four peaks splitting was expected and indeed
observed. To clearly show the transition between two and four peaks we have extracted the
PL spectra along the vertical and horizontal directions passing through the center of the
membrane. The spectra are represented in Figs. 5.9d and e. We can clearly see that moving
away from the membranes center the presence of more than two peaks emerges.

5.2.4 Time-resolved photoluminescence measurements

A parameter to evaluate the achievable maximum brightness of our emitters is the radiative
decay time. To measure it, time-resolved PL (TRPL) measurements were performed in all
the three samples both in the flat areas and within the membranes. It goes without saying
that within the membranes we have measured the time decay constant of both the HE and
LE peaks. In order to not weight down this work, we present only the results concerning
sample 1.4, since they show some interesting properties.

In Fig. 5.10a are reported the TRPL measurements in the flat area of sample 1.4 and
within the membranes, along with a TRPL measurement in a sample without SiNx as
reference. We can clearly see that the two curves are in a very good agreement. This further
confirms that the presence of SiNx does not affect the G-centers emission and, moreover,
does not introduce any additional non-radiative channel. To evaluate the time decay constant
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Figure 5.10. a) TRPL measurement in the flat area of sample 1.4 (red curve) compared with the same
measurement performed in a sample without SiNx (black curve). There is a clear agreement
between the two decay curves, whose fits give the time decay constants of (4.06 ± 0.17) ns for
the flat area, and (4.13 ± 0.25) nm for the sample without SiNx. These values are perfectly in
agreement with the literature. b) and c) TRPL measurements of the LE and HE peak, respectively,
performed within the membranes. d) Time decay constants for the LE and HE peak within
sample 1.4 as a function of the membrane size. In the plot is reported also the value in the flat
area with the corresponding error (dashed lines) for comparison.
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we have fitted the curves with an exponential convoluted with a Gaussian. The Gaussian
curve models the impulse response function of our system (FWHM = 200 ps). By fitting
the two TRPL measurements with this function we find: τFlat = (4.06 ± 0.17) ns and
τNoS iNx = (4.13 ± 0.25) ns. Therefore the two measurements are perfectly consistent within
the error. It goes without saying that even the measurements performed in the flat areas of
sample 1.3 and 7.3 are coherent with these values.

In Figs. 5.10b and c are shown the TRPL measurements of LE and HE peak, respectively,
within membranes of different sizes. At a first glance the decays seems independence to
the membrane size however, fitting the curves, we find out that the radiative decay constant
of both peaks rises, increasing the membrane size up to 15 µm, and then it goes back
down (see Fig. 5.10d). This behaviour could be connected to the symmetry breaking due
to the presence of strain that allows transitions with shorter lifetimes that were previously
forbidden. However, it is worth noting that all the time decay constants are almost consistent
within the error, therefore it could be simply due a slightly different concentration of non-
radiative defects around the emitters and thus not being connected to the presence of strain.
In Fig. 5.10d is also reported, as a dashed line, the measurement of the time decay within
the flat area. As we can see, all the measured decays are consistent with the one measured in
this area, meaning that the membranes fabrication process does not introduce further non
radiative defects in the sample. This is confirmed by the observed increase in the emitters
brightness showed above. An interesting aspect that emerges from these measurements is
the consistency between the HE and LE time decays, especially in the biggest membranes.
This implies that the physical origin of these two emissions is the same. Indeed, as said
before, the presence of the two PL peaks is related to the removal of the G-centers energy
degeneracy due to the introduction of strain within the system. Therefore, a similar time
decay constant was expected.

The measurements performed on sample 1.3 and 7.3 gives time decay constants in a
temporal range between 3.6 and 4.6 ns, perfectly consistent with the literature and sample 1.4.
The measured radiative time decays show that the G-centers within the suspended membranes
could easily reach a brightness of hundreds of MHz. Despite the TRPL measurements were
performed on ensemble of G-centers, it is worth noting that the such values represent
the achievable brightness also for single G-centers. Indeed, it was proved that single and
ensemble of G-centers are characterized by similar decay times[136]. In light of employing
G-centers as SPE in QIT, this value would be an optimal starting point, which could be
optimized combining the use of strain to tune the emission with a Purcell effect to reduce
the radiative decay time and thus, enhance the emitter brightness.

5.2.5 Polarization measurements

The previous studies on the G-centers in stressed samples reported that the peaks that emerge
from the splitting of the ZPL were polarized[199, 200]. In particular, when applying the
stress along the [001] crystalline direction, the HE peak appears to be strongly polarized
perpendicularly to the strain direction while the LE peak is only partially polarized (up to
30%) along the direction parallel to the strain component. Moreover, they observed that the
degree of polarization was independent from the amount of stress applied.

To confirm this, we have performed polarization measurements within the membranes
of sample 1.4, to test both the polarization of the peaks and its independence from the
amount of strain applied. To do so, we have decided to perform the measurements in the
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Figure 5.11. a) Low temperature micro-PL spectra measured with a polarizer oriented at 20◦

(blue curve) and 110◦ (green curve) at the center of the smallest membrane (λexc = 532 nm,
Pexc = 2 mW). The HE peak intensity reduction is evident. b) Polar plot of the LE and HE peak
areas as a function of the polarizer rotational angles, measured within a membrane with size
10 µm. The values are obtained integrating over the peak of interest. The HE peak is clearly
polarized while the LE peak not. c) Polar plot of the LE and HE peak areas as a function of the
polarizer rotational angles, measured within a membrane with size 20 µm. Here the HE peak
is only slightly polarized while the LE is not polarized. d) Low temperature micro-PL spectra
measured with a polarizer oriented at 20◦ (black curve) and 110◦ (red curve) at the center of the
biggest membrane (λexc = 532 nm, Pexc = 2 mW). The intensity of the HE peak changes only
slightly between the two configurations.

least and in the most strained membranes, i.e. the biggest and smallest ones. The results of
these measurements are reported in Fig. 5.11. As we can see, the results from the smallest
membrane clearly show that the HE peak is strongly polarized, while the LE peak is not.
This is perfectly in agreement with what observed in the literature. Indeed, recalling that the
presence of the two PL peaks is connected to the strain component directed vertically and
the fact that we measured in backscattering configuration, i.e. the line of sight of our system
is the vertical direction, when performing polarization measurements we are scanning the
in-plane directions, i.e. perpendicularly to the strain direction. This means that the intensity
of the LE peak, which polarization should be parallel to the strain direction, has to be
constant while changing the polarizer angle, while the intensity HE peak, which polarization
should be perpendicular to the strain direction, has to change and in fact, this is what we
observed. Within the biggest membrane the LE peak show a similar behaviour, however the
HE peak is only slightly polarized along the same direction as before. Therefore, contrary
to what was observed in the past, we find that the degree of polarization of the HE peak is
strain dependent.

We have confirmed that even when the strain is applied only locally, i.e. at the microscale,
it leads to the formation of two distinguished peaks with different polarization. Moreover,
from our measurements it appears that the polarization degree depends on strain and thus,
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it could be controlled. Applying our technique to SPEs would be highly appealing since,
not only we could easily tune the G-center emission, but we could even select the peak
of interest by simply employing a polarizer, thus not needing complex spectral filtering
techniques.

5.3 Summary and future developments

To summarize, we have demonstrated the ability to locally tune the G-centers emission wave-
length employing strain. Indeed, employing silicon suspended membranes in combination
with strained thin films of silicon nitride we have realized a technique to control the splitting
of the G-centers ZPL and thus their emission. By changing the membrane size and the
silicon nitride deposition parameters, we were able to tune the emission in a ≈20 meV range
(i.e. a 25 nm range). In addition to that, we have proved that this technique does not worsen
the optical quality of the G-centers emission but instead, in some configurations, it enhances
the brightness of the emitters. This fabrication technique has other advantages: the local
strain control allows to realize emitters at different wavelengths within the same sample,
the obtained peaks are polarized along different directions, the sample are fabricated on
SOI which is the ideal material for the realization of photonic circuits, and all the employed
fabrication techniques are easy to implement and they can be scaled up for mass production
with minimal efforts. It is worth mentioning that, to our knowledge, this is the first attempt
to tune the G-centers emission employing strain at the microscale.

Despite the several advantages there are still some issues to be solved: the limited
brightness of the G-centers, their large linewidth, and the fact that our technique leads to
a passive tuning of the G-centers emission. However, we believed that these issues can be
solved in straightforward ways.

Concerning the limited brightness our technique can be combined with one of the several
technique for the collection enhancement that we have previously described in Chapter
1.5. For example, since we have shown that the two G-centers peak are clearly present
within 4 µm from the membrane center (see Figs. 5.9d and e), we could combine the verified
collection enhancement effect of the microsphere with the G-centers thus obtaining the
desired brightness enhancement.

In relation to the broad linewidth of the G-centers, it can be solved employing SOI
based on 28Si. Indeed, the use of an isotopically purified material reduce the emission
broadening connected to the presence of different isotopes, which is one of the more relevant
contributor to the G-centers emission linewidth in natural silicon. Moreover, this material
can be realized with a reduced defects concentration thus leading also to an increase in the
emitters brightness.

Regarding the latter issue, we believe it can be solved by employing piezoelectric
materials that can be electrically driven. Indeed, the samples can be positioned on top of a
piezo actuator which can be exploit to actively change the strain within the system. This
approach is well known and it is commonly used with other SPEs such as QDs[202].

Therefore, in the short term the future developments of the technique would be the
realization of suspended membrane on SOI with 28Si and in parallel the combination of the
realized samples with piezo actuators to verify the feasibility of actively tuning the strain
and thus the G-centers emission. Whereas, in the long term, a possible future development
would be to reduce the size of the membrane even further in order to verify the limits of
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this technique. This would require the use of other fabrication approaches such as EBL,
that would complicate the whole technique but would lead to a higher spatial resolution.
In parallel to this, our technique could be employed in SOI samples implanted with low
carbon doses (better if the SOI is made by 28Si for the aforementioned reasons) in order to
obtain the tuning of single and isolated G-centers. It would be of utmost interest to tune the
emission of a SPE in such a broad energy range, in such easy way and without worsening its
optical properties.

As a final remark, it is worth noting that this technique relies only on strain effects and
thus it could be easily employed with all the known luminescence defects in silicon.
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Chapter 6

Conclusions and future perspectives

This thesis work was focused on two solid-state SPEs: isolated GaAs1−xNx QDs and
ensembles of G-centers. In order to give some context the concept of SPE was explained
in detail and their most important properties thoroughly described. A special attention was
dedicated to those techniques which enhance the SPEs emission collection. Within this
framework, we have presented the two solid state SPEs studied in this work. In particular,
we have described their most relevant properties along with the state of the art techniques
that relies on such emitters. In addition to that, we have then presented two novel techniques
that we have developed. The first one is focused on the fabrication of GaAs1−xNx QDs by
laser writing them, while the second one is focused on tuning the emission of ensembles of
G-centers with strain.

More in detail, the GaAs1−xNx QDs fabrication technique is based on locally removing
the hydrogen from a fully hydrogenated GaAs1−xNx/GaAs QW exploiting PJs, which
are intense light beam characterized by a sub-diffraction lateral size that were obtained
illuminating silica microspheres with a laser light. We have successfully demonstrated the
efficacy of our technique realising several QDs of different size, which were fabricated by
simply changing the laser power. The realized QDs were then characterized by means of
low temperature micro-PL spectroscopy. Analysing their PL spectra the size of the QDs
was evaluated and the expected dependence between this quantity and the laser power was
observed. The measured second order autocorrelation function confirms the SPE nature of
the QDs realized.

Furthermore, we verified an additional advantage of our technique: the PL collection
enhancement. Indeed, we were able to measure that the presence of the microsphere on
top of the QDs caused an enhancement in the measured PL of a factor (7.3 ± 0.7). By
performing angular measurements we were able to attribute the enhancement to an increase
in the directionality of the emission, which was further confirmed by FDTD simulations.

In this work we have shown the efficacy of this novel GaAs1−xNx QDs fabrication
technique and its main advantages: the fabrication process is performed in air and at room
temperature, no lithographic process are needed, the technique shows an intrinsic broadband
enhancement of the collected emission, the size of the fabricated QDs can be easily controlled
and, above all, this fabrication technique is reversible. Indeed, by hydrogenating the QW,
the QDs can be cancelled and the process can be performed once again, for example,
employing different fabrication parameters. Along with these advantages we have illustrated
the limitation of the technique and their possible solutions.
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The possible further developments for these technique are several. The first one would
be to increase the control over the QDs properties by finely tuning the PJs employed for
their fabrication. To this end, we have realized and presented a detailed series of simulations
to study the PJs properties as a function of the laser wavelength and microsphere radius.
Therefore, by carefully selecting the wavelength-radius combinations we should be able to
achieve a much higher control over the whole fabrication process. Another future application
of our technique could be the realization of site-controlled GaAs1−xNx QDs. This could
be achieved by engineering the sample surface to force the microsphere positioning or by
simply positioning them, one by one, with a nanopositioner. In this direction an attempt is
currently under study. This development is of interest for the realization of a GaAs1−xNx QD
embedded in a photonic crystal cavity to reduce its radiative lifetime and thus, increasing
its achievable brightness. Lastly, an interesting development would be the realization of
complex structures based on QDs such as a QD molecule or a QD array. The former can be
realized by illuminating the microsphere at different angles. Indeed, we have shown that a
tilt in the illumination results in a shift of the PJs and thus a shift in position of the fabricated
QD. The latter, instead, can be realize by packing the microsphere in an honeycomb structure
and illuminating them with a laser light in a single shot. This application would be of utmost
interest for the large scale fabrication of SPEs to be employed in QIT.

The second technique that we have developed and presented in this thesis work is a
novel approach to locally tune the G-centers emission with strain. This was achieved by
realizing suspended silicon membranes from a SOI sample and by depositing on top of them
a strained SiNx layer which, in turn, introduced strain within the silicon layer. By changing
the membranes size we were able to tune the G-centers emission within a 20 meV energy
range.

The low temperature micro-PL measurements performed on the G-centers implanted in
the membranes showed the splitting of the ZPL in two different peaks. Such energy splitting
is clearly dependent on the membrane size and on the amount of strain present in the SiNx

layer. Regarding the latter, we have observed that, at least in two samples, there is a linear
relation between the energy splitting and the nominal amount of strain within the sample.
We have investigated the physical origin of this phenomenon performing FEM simulations
and TRPL measurements. From the latter, it resulted that the two peaks show a similar
radiative decay and hence, they have the same physical origin. While from the former, it
resulted that in the membranes there is the presence of an out-of-plane strain component that
break the symmetry of the system. Therefore, we have concluded that the presence of the
two emissions arises from the removal of the degenerancy of the G-centers energy level, due
to strain. This is further confirmed by the fact that we have observed the two peaks splitting
independently from the SiNx strain nature, i.e. tensile or compressive.

To the best of our knowledge, the technique presented in this work represents the first
attempt to locally tune the G-centers emission with strain. The possibility to achieve such
control at the microscale leads to being able to realize several SPEs, all characterized by a
controlled emission energy, within the same sample. This is one of the various advantages
that our technique presents. First of all, both the membrane fabrication process and the
presence of the SiNx layer does not worsen the G-centers emission. This was verified both
measuring the PL intensity and the radiative decay time, which was consistent with the one
measured in untreated samples. Another clear advantage is that this technique can be easily
scaled up, indeed all the fabrication steps relies on commercial processes that are commonly
diffused in semiconductor technologies. To this end, it is worth noting that this technique is
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realized on SOI, which is the ideal material for the realization of photonic structures within
which embedding the G-centers. Lastly, it is interesting to note that this technique could be
easily employed with all the other luminescent point defects within silicon.

Even for this second technique there are some further developments which could be of
interest. First of all, the limits of the technique should be tested, for example by increasing
the range of membranes sizes employed. To this end, several samples are under fabrication
and they will be tested in the near future. In parallel to this, it would be interesting to realize
an active control of the strain within our samples. Indeed, the membranes acts as passive
stressors, therefore, once created the amount of strain introduced within them cannot be
easily modified. The active strain control is typically performed employing piezoelectric
materials which can be easily controlled modifying the voltage across them. To this end, a
first attempt could be to attach the sample on a piezo actuator to actively modify the strain
value. Lastly, as said before, it would be highly interesting to apply this technique to other
radiative emitting defects in silicon, such as the W-centers or the T-centers.

It is undoubtedly that solid state SPEs represent the most appealing single photon sources
for QIT applications. Therefore, it is of utmost importance to design techniques for their
realization and their control. With this in mind, we have designed and realized the two
techniques presented in this work, which represent a small step forward towards the large
scale implementation of Quantum Information Technologies.
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Appendix A

GaAs1−xNx/GaAs quantum well

CB

VB

1.519 eV
1.314 eV

1.361 eV

4 meV

52 meV

172 meV

GaAs GaAsGaAs0.99N0.01

Figure A.1. Scheme of the band alignment of a GaAs1−xNx/GaAs QW with the same nominal
characteristics as the one employed in this work.

In Fig. A.1 is reported a scheme of the band alignment in a QW with the same characteris-
tics as the one employed for the fabrication of GaAs1−xNx QDs. The reported energy values
are calculated from the measurements as follows. The energy gap of GaAs is well known and
accurately measured and at 10 K its value is 1.519 eV[203]. The GaAs1−xNx energy gap as a
function of temperature and nitrogen concentration was measured by Uesugi et al.[91]. From
their measurements we can extract the value of the energy gap at 10 K and for a nitrogen
concentration of about 1.1%: Eg = 1.314 eV. The difference between the valence band
maxima Vh is obtained from density functional theory (DFT) simulations and for a nitrogen
concentration of 1% Vh = 7 meV[204]. Therefore we can calculate the difference between
the conduction band minima of the two elements: Ve = EGaAs

g − EGaAsN
g − Vh = 198 meV.

From the two confinement potentials Vh and Ve we can calculate the confinement energies
for electrons and holes. Indeed, assuming that they are characterized by a constant effective
masses of m∗e = 0.14 m0 and m∗h = 0.63 m0, with m0 the electron mass in vacuum, and a
QW width of 6 nm we can easily calculate Ee = 52 meV and Eh = 4 meV. Once calculated
these values we can estimate the QW exciton energy transition, EX , which is given by:
EX = EGaAsN

g + Ee + Eh − Eb = 1.36 eV, where Eb is the exciton binding energy which is
∼ 10 meV[205]. However, this value differs of about 60 meV from what we observed (see
Fig. 4.3). This difference likely arise from an actually higher nitrogen concentration within
the GaAs1−xNx layer. Another plausible explanation is the extension of the density of state
within the band gap due to the presence of localized states originated by disorder in the
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material.
The reduced confinement potentials of the carriers, especially the holes, gives an upper

limit for the temperature at which we can observe the GaAs1−xNx PL which is about 100 K.
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Appendix B

Evaluation of the quantum dots
diameter

We report here the simple model employed for estimate the fabricated GaAs1−xNx QDs
sizes[116]. The model relies on assuming a cylindrical shape for our QDs, which is
reasonable since the PJs employed for their fabrication maintain a cylindrical shape along
all the sample QW. We consider that they are characterized by the same thickness as the
QW, i.e. 6 nm, and by a radius R, which is determined by the fabrication parameters. The
emission energies of an exciton in a QW of thickness L and in a cylindrical QD with the
same thickness and radius R are:

EQW = Eg + EL − EQW
b (B.1)

and
EQD = Eg + EL + ER − EQD

b (B.2)

where Eg is the energy gap, EL and ER are the confinement energies along the vertical and
radial direction, respectively, EQW

b and EQD
b are the exciton binding energies for the QD and

QW, respectively. Therefore, the difference between the two exciton emissions is given by:

∆E = ER − (EQD
b − EQW

b ) (B.3)

where ∆E can be experimentally determined by the spectra in Fig. 4.3a and the expression
for ER as a function of R is given by[206]:

ER = b
ℏ2u2

mp

2m∗R2 (B.4)

where u2
mp is the p−th zero of the m−th Bessel function (Jm) and m∗e = 0.14m0 is the electron

efective mass in GaAs1−xNx (m0 being the electron mass)[207, 95] and b is a factor to take
into account the finite barrier around the dot (about 200 meV for the electrons). Considering
the lowest energy level u01 ≈ 2.4018, whereas, assuming that b is the same of the vertical
direction we have b = 0.63. Such value is given by the ratio of the electron confinement
energies calculated for the GaAs1−xNx/GaAs QW with finite and infinite potential barriers.
We are neglecting the hole confinement contribution since they are subjected to a much
lower confinement potential (about 7 meV)[204].
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The lowest energy exciton in a QW with the same characteristics as ours has been
demonstrated to have EQW

b ∼ 10 meV[205]. However, no value has been reported in
literature for EQD

b . We can assume its value to be EQD
b ≈ 20 meV considering that in other

III − V systems the binding energy of the exciton is approximately two times the one
observed in the corresponding QW of comparable thickness[208].

Therefore, we can easily evaluate the QD diameter, 2R, by reversing Eq. B.3 and
combining it with Eq. B.2 thus obtaining:

2R =

√√
2bℏ2u2

01

m∗(∆E + EQD
b − EQW

b )
(B.5)

Considering the spectra showed in Fig. 4.3a we obtain the following ∆E values: 29 meV,
40 meV, 49 meV and 77 meV. These values are obtained with fabrication power of 70, 66, 62
and 58 mW and they correspond to a QD diameter of: 10, 8.9, 8.2 and 6.7 nm, respectively.
In Fig. 4.3b the plot of the QD diameter as a function of the fabrication power is shown.
Such small QD sizes confirm our ability to remove hydrogen from an area much smaller
than the diffraction limit with our technique.
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Appendix C

Second-order autocorrelation fitting
model

In Fig. C.1 are reported the available states for the QD which are considered in the model
that we will describe in the following. When exciting the sample with a pulsed excitation
the delta-like pulse generates a population of electron-holes (e − h) pairs in a reservoir, from
which carriers are transferred to the QD with capture rate γcap = 1/τcap, which is set equal
for both electron and holes. As a consequence the probability of finding an electron or a hole
in the reservoir evolves as pe/h = e−(t+∆t)/tcap over time (assuming that no other mechanism
causes the decay of the reservoir population). The parameter ∆t allows us to set a delay
between the excitation time and the origin of the time axis, which is crucial to properly fit
the experimental data.

The carriers then populates the ladder of possible QD occupation states, as sketched
in Fig. C.1. Capturing the carrier from the reservoir the system moves up in the ladder
(horizontal and/or vertical arrows) with rate γcap · pe/h. While, through recombination of
the e − h pairs the number of carriers in the QD decreases (diagonal arrows) with rate
γrec = 1/τrec (this takes into account both radiative and non radiative processes). Therefore
the QD dynamics can be obtained by solving a system of rate equations accounting for all
the phenomena just described and sketched in Fig. C.1 (i.e. carriers captures, recombination
and relaxation). The solutions of this system of equations are the the probabilities, pi(t), of
finding the QD in its i different occupation states.

Considering for simplicity the time positive axis (t > 0) the autocorrelation histogram
for a given QD state, g(2)

AA(τ), can be obtained from the corresponding state occupation
probabilities, pA, by analyzing the process resulting in the collection of an autocorrelation
count: (i) following the excitation of an empty QD-reservoir system by a laser pulse, a
first photon corresponding to the transition associated with the state A is detected. The
probability of observing such a photon after a time ∆τ is proportional to pA(∆τ), as obtained
by solving the QD rate equations with the system initially empty. (ii) At this point, the QD is
in the state resulting from the recombination of an e− h pair from state A. In addition to that,
the fact that a time ∆τ is passed from the last laser pulse has to be taken into account when
evaluating pe/h and thus, the carrier capture rates. To find the probability of observing a
second photon connected to the state A after a given time τ from the observation of the first
photon, the system of rate equations that has to be solved is bound to a series of conditions
such that its solution takes the form of a conditional probability, pA(τ|∆τ). Weighting this
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Figure C.1. Scheme of the ladder of available QD states taken into account in the second order
aturocorrelation fit model. In the sketch are shown also the associated recombination and capture
rate γrec and γcap, respectively.

conditional probability with pA(τ) and integrating over all the possible ∆τ values we obtain:

g(2),τp=0
AA (τ) =

∫ ∞
0

pA(τ|∆τ)pA(τ)d∆τ (C.1)

However, this equation accounts only for the central peak of the autocorrelation histogram,
center at τp = 0. For a time delay equal to nτrep (where n is an integer and τrep is the reverse
of the laser repetition rate) the arrival of a new excitation pulse automatically "reset" the QD
dynamics, so that for the other peaks of the g(2)

AA(τ) we can write:

g(2),τp=nτrep
AA (τ) =

∫ ∞
0

pA(τ − nτrep + τ
′)pA(−τ′)dτ′ (C.2)

where n= 1 . . .∞ and both pA values are obtained by solving the system of rate equations
for ∆τ = 0 and with the QD in its empty state.

By summing over n and considering that g(2)
AA(τ) = g(2)

AA(−τ), we finally get:g(2)
AA(τ) = g(2),τp=0

AA (τ) +
∑∞

n=1 g(2),τp=nτre
AA (τ)

g(2)
AA(τ) = g(2)

AA(−τ)
(C.3)

The curve showed in Fig. 4.6 is obtained by fitting Eq. C.3 to the experimental data with
τcap and τrec as the only fitting parameters.
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