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ABSTRACT

Steam turbines play an important role in global power gen-
eration since they are widely used, as thermal engines, in fossil-
fueled, nuclear, and concentrated solar power plants. Therefore,
recent trends in steam turbine design practices are closely re-
lated to the development of the energy market, which is especially
focused on expansion of fast renewable energy. As a direct conse-
quence, due to intrinsic variability of the green-energy resources,
the steam turbines address the need to increase their flexibility to
ensure the stable functioning of the power grid. Greater flexibil-
ity is linked to even increasing Low Volume Flow (LVF) operat-
ing conditions which could trigger dangerous non-synchronous
aerodynamic excitations of the last stage bucket (LSB). In order
to discover the source of such excitations, an extensive numeri-
cal study, presented in a two-part publication, has been carried
out to investigate two different mechanisms potentially account-
able for flow induced vibrations. In part one, the focus is on the
flutter stability, while the present part deals with the detection of
rotating instability phenomena that might arise in the last stage
during LVF conditions. Such aerodynamic instabilities are in-
vestigated using CFD simulations by performing 3D, Unsteady
Reynolds Averaged Navier Stokes (URANS) of the low pressure,
last turbine stage coupled with an axial exhaust hood, with struc-
tural struts. The full annulus mesh of both the last stage and
diffuser is considered with the transient stator-rotor interface to
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properly account for unsteady interaction effects.

The influence of the operating conditions on the fluid dy-
namic behavior is assessed by considering six different operating
conditions, starting from the design condition and gradually de-
creasing the mass flow rate. The presence of rotating instabilities
is demonstrated by monitoring the fluid dynamic variables dur-
ing the simulation and by using advanced post-processing tech-
niques, such as Proper Orthogonal Decomposition (POD,).

Keywords: Steam Turbine, Exhaust System, CFD, Un-
steady, Flow-Induced Vibration, Low Volume Flow, Rotating In-
stability, POD.

NOMENCLATURE

Acronyms

BPF Blade Passing Frequency

CSP Concentrated Solar Power

CFD Computational Fluid Dynamics

EO Ratio between frequency and rotational frequency
FFT Fast Fourier Transform

GCI Grid Convergence Index
LEOF  Low Engine Order Frequency
LSB Last Stage Bucket

LVF Low Volume Flow

OP Operating Point
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POD Proper Orthogonal Decomposition

REV Number of rotor mesh revolution

RIF Rotating Instability Frequency

URANS Unsteady Reynolds Average Navier-Stokes

INTRODUCTION

Steam turbines are widely used for electric power genera-
tion in several configurations, ranging from conventional power
plants, such as fossil-fueled, nuclear plants, to green energy
based Concentrated Solar Power (CSP) systems. The most recent
trends in steam turbine design practice are, therefore, strongly
related to the development of the energy market, which is even
more oriented towards a fast renewable energy expansion; in-
deed, according to IEA [1]], renewable sources will overtake coal
becoming the largest source of electricity generation in 2025. In
2020 the global share of renewables in electricity generation was
almost 25% and, despite the economic uncertainties due to pan-
demic, according to IRENA’s [2] estimations, it is likely to in-
crease up to 37% in 2030, and up to 86% in 2050.

Due to the intrinsic variability of green energy resources,
and absence of commercially available, and cost-effective stor-
age systems, steam turbines operating in conventional power
plants, must increase their operational flexibility to ensure sta-
bility of the power grid. Higher operational flexibility involves
continuous start-up and shut-down of the machine and therefore
frequent low load operations, also known as low volume flow
(LVF) conditions, characterized by the ventilation of the Last
Stage Bucket (LSB). During such conditions, the LSB may ex-
perience non-synchronous aerodynamic excitations triggered by
the surrounding fluid. The dynamic stresses induced by these
phenomena can be extremely dangerous since they are superim-
posed to the stresses caused by centrifugal forces. In light of the
above, and due to very high cost associated with experiments,
the integration of a numerical procedure in the design process to
characterize the unsteady fluid behavior during LVF conditions
is of primary importance.

During the LVF condition, the flow field in the last stage
presents the characteristic behavior shown in Figure|l] The low
reaction at the hub implies that such a section is the first one
affected by the reduction of the volume flow, indeed, the flow
can not pass through the root of the blades and it is centrifuged
towards the tip generating a separation region in the diffuser be-
hind the rotor blades. In this condition, the blade tip acts as a
compressor leading to the onset of the tip torus vortex in the fig-
ure shown in Figure [ As demonstrated in this work and by
many authors in the literature, the circumferential tip torus vor-
tex may lead to non-synchronous aerodynamic excitations of the
LSB; and is also known as Rotating Instability (RI).

One of the first pieces of evidence of flow induced vibration
during LVF condition is presented by Shnee Et al. [3,4] with ex-
perimental measurements obtained by monitoring the LSB with

Tip Torus Vortex e

Pressure ;5(
Max =
! -

=

E

E Hub Separation Vortex

-

£

. E

Min ' i 1

LSB Radial Vortex

FIGURE 1: Characteristic flow field in LSB during LFV, © 2022
Baker Hughes Company - All rights reserved.

strain gauges during low load operations. The measurements
highlighted a peak in blade stresses 2-3 times higher compared
to the design case. Schmidt et al. [S]] contributed on this topic by
using unsteady pressure probes in a four-stage air turbine show-
ing the peak of pressure fluctuations in a volume flow between
10 and 25% respect to the design one.

W. Gerschutz et al [6] carried out an experimental investiga-
tion on two different three-stage low-pressure steam turbines dur-
ing LVF conditions, with flow rates between 0 and 30% of the de-
sign. In order to capture the unsteady pressure fluctuations, fast
response probes were developed while the blade stresses were
measured using the strain gauges. As far as the structural behav-
ior is concerned, the study reported strong vibrations in the first
turbine, triggered by aerodynamic excitations at the resonant fre-
quency of the second mode, at measured mass flow rate of 13%
of the design flow. From a fluid dynamics point of view, high
amplitude disturbances were measured in a frequency range be-
tween 4 and 8 times the rotational frequency.

Segawa et al. [7] investigated a four-stage low pressure
model steam turbine under low-load conditions (load between
0-20% of design value). Pressure fluctuations were measured
with transducers at inner and outer casing walls and on station-
ary blades. The results show how the pressure fluctuations get
higher in both outer and inner casing by decreasing the volu-
metric flow in all the stages, except for L3 (first low-pressure
stage). A good agreement in the reversed flow region between
experiment and numerical simulations, was reported by Seeno et
al. [8]. Considering the 20% load case, both experiment and CFD
show pressure oscillations only after the last stage. Since any tip
torus vortex is shown in this operating condition is possible to
conclude that such oscillations are generated by the interaction
between reverse flow and through flow in the hub separation vor-
tex (schematically shown in Figure [T) behind the rotor blades.
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Blade vibrations linked to the hub separation vortex have been
also reported by Zhou et al. [9]]. The experimental and numerical
results presented in this work show how the hub separation vor-
tex leads to Low Engine Order Frequency (LEOF) disturbances
which are responsible for the LSB first axial mode excitation.

In the last decades, computational fluid dynamics (CFD)
has become crucial for the analysis of the flow field during LVF
conditions. However, the transient flow field which characterizes
these conditions is extremely computationally demanding and
correct assumptions are crucial in order to reduce the numer-
ical costs. The most commonly employed is the steady state
assumption, that was used in early numerical studies on this
topic by Herzog et al. [[10]. The comparison with the experiment
revealed that RANS simulations were able to catch the main
features of the flow field. Steady state assumption has been
also used by Sigg et al. [11]], the comparison with experiments
showed a qualitatively good agreement in the pressure ratio
across the stages and in the last stage power output prediction.
However, the RANS simulation fails to predict the detailed
spanwise distribution of the flow field most likely due to a coarse
mesh and transient effects not being captured by a steady state
simulation.

Considering the inherent unsteadiness of the flow at these
conditions, it seems clear that, for in-depth knowledge, steady
state simulations are of limited use and unsteady CFD simula-
tions are required. In this regard, Zang et al. [[12] carried out
unsteady simulations to observe the basic features of the RI in
the same low-pressure steam turbine already studied by Sigg et
al. [11]]. The study is based on unsteady 2D calculations of the
entire annulus multi-passage. Although the flow field in this op-
erating condition has a strong radial component, as highlighted
by the streamlines in Figure[I] a 2D blade-to-blade approach was
used to reduce the computational effort. The 2D assumption is
significant, since it does not consider 3D flow features, which
could be essential for the onset of the RI. However, the RI was
still detected, meaning that 3D phenomena, such as tip clearance
vortex, are not the key features to trigger the RI. Subsequent in-
vestigation by the same authors [[13]] performed a 3D unsteady
simulation with the low-pressure turbine and the exhaust diffuser.
The main objective of the work was to understand the role of the
exhaust system in the onset of the RI. The authors demonstrated
how the large-scale separation of the diffuser is not linked to the
onset of the RI since this separation is also present in an oper-
ating condition outside the instability range. The authors of the
study suggest that a more likely cause of the instability onset may
be the compressor mode operation of the blade tip, as observed
in other research [|6,/10,/11]].

In light of the already mentioned studies, the vibration of
the rotor blade seems to be connected with two possible mecha-
nisms. The first one is linked to pressure fluctuations in the tip
region of the axial gap between the last stator and rotor blades,

with the so-called RI, while the other with pressure fluctuations
linked to unsteady phenomena that may arise in the hub separa-
tion vortex behind the rotor blade.

In order to understand the link between pressure fluctuations
and blade vibrations, N. Shibukawa et al. [[14] performed a series
of experiments on a test rig consisting of a 10 MW steam turbine
last stage akin to a large size nuclear power plant. The experi-
mental results identified maximum stresses occurring when the
axial velocity decreases to between 25-30% of the design oper-
ating point. Such a condition is characterized by the maximum
pressure rise across the LSB tip, in line with previous investi-
gations [6]. However, according to the study results, this con-
dition is not only sufficient, but necessary. Indeed, another op-
erating point, characterized by a similar pressure rise across the
last stage blade tip, presents a low level of vibrations. The un-
steady pressure signals at the last stage nozzle exit tip end wall
have been post-processed with FFT and the results show how the
pressure fluctuation can excite the blades, and its frequency de-
pends on the steam condition. The operating point characterized
by maximum vibration stress coincides with the highest pressure
oscillations at the nozzle exit tip end wall. In a subsequent inves-
tigation presented by N. Shibukawa et al. [15] the measurements
were instead performed on a six-stage full scale steam turbine.
The study compared the relationship between pressure fluctua-
tions and blade vibrations, and showed how the nozzle exit pres-
sure fluctuations are a good indicator of the blade vibrations. On
the other hand, the rotor exit failed to predict the blade vibration
trend. Concerning the rotor hub region, a much different behav-
ior between pressure fluctuations and blade vibration is reported
meaning that the flow unsteadiness in the separation area behind
the blade has less potential to trigger blade vibrations probably
due to the high blade stiffness in such region.

The CFD investigations presented up to this point are char-
acterized by strong assumptions in the numerical setup. The most
limiting assumption are steady-state, 2D or 3D periodic fluid do-
main simplifications. The first attempt to simulate the full 3D an-
nulus of the last stage coupled with a simplified exhaust hood has
been presented by Megerle et al. [16]. The unsteady CFD sim-
ulations were carried with the commercial code CFX [17]] with
the k-¢ turbulence model and wall function to limit the number
of near-wall computational nodes. Although both the experiment
and numerical model were done with air, in place of steam, the
existence of the RI was still demonstrated, meaning that this phe-
nomenon is not linked to the fluid type. In addition, two different
exhaust geometries are tested in order to evaluate the effect of
different boundary conditions on the investigated phenomenon to
show how the outlet boundary affects the number of the RI stall
cells. This trend is expected since the number of cells is stochas-
tic, while their rotational speed is comparable and not sensitive
to outlet type. Also the effect of the tip clearance is evaluated,
and in contrast with the results presented by Gerschutz et al. [6],
the number of cells and their rotational speed seem to be insen-
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sitive to such flow phenomenon. Comparing with experiments,
the author reported differences in the fractional speed of the stall
cells.

The following numerical study presented by Megerle et
al. [18] considers steam, with ideal gas assumption, and a real
geometry exhaust hood. These results demonstrated again that a
real exhaust configuration is necessary to capture the amplitude
of the pressure fluctuations, while the triggering of the rotating
instability seems to be unaffected by the exhaust type. Despite
the differences in the geometry and in the fluid used in the
previous work, the tip RI is found for a similar value of the
flow coefficient, between 0.04 and 0.15. It can be concluded
that the flow coefficient is a key parameter to investigate this
phenomenon. A discrepancy in the fractional speed between
numerical prediction and experiment was also reported in
this work. In order to enhance the numerical accuracy, a
scale-resolving turbulence modeling, Scale Adaptive Simulation
(SAS) approach, has been used by Megerle et al. [19] to simulate
large-scale turbulent fluctuations. The comparison between
URANS, SAS and experiments shows small differences between
the numerical models in resolving the flow field and both fail to
predict the axial velocity near the casing, most likely attributed
to using a coarse mesh. Significant differences between the
numerical models are instead reported by considering the Short
Time Fourier Transform (STFT) of a static pressure time history
on a monitor point located between stator and rotor at 87%
span, where SAS shows a higher level of unsteadiness over the
entire range of frequencies. The SAS model is able to predict a
two-band behavior of the rotating instability at low frequency,
which means that two RI patterns are present simultaneously.

Further developments in the numerical modeling of the LVF
conditions are proposed by Ercan and Vogt [20] by carrying out
improved Delayed Detached Eddy Simulations (iDDES). In this
work, a comparison between URANS, iDDES and experiments
in different operating conditions is presented, characterized by
6,3%, 12% and 18% of the design mass flow. The fluid domain
consists of 3 stages with a full annulus extension and a radial
exhaust hood. The tip gap is included in the fluid domain and
the steam is modelled as an ideal gas. Both the CFD models
agree quite well with experiments for the lower mass flow cases
while failing to predict the lower frequency instabilities at 18%
mass flow. The improvements achieved with the iDDES are
linked to the tendency to show more RI configurations due to the
instabilities of the flow field generated by the turbulence effects.

The focus of the current work is aimed at expanding the
knowledge of flow induced vibration mechanism during LVF
conditions and answering one of the fundamental questions,
which arise in this engineering problem (stated by Megerle et
al. [16]]). The question is whether the link between the fluid
and the structure should be considered an aero-mechanical (e.g.
blade fluttering), or a purely fluid dynamic phenomenon. In order

to explain this question, an extensive numerical study, presented
in a two-part publication, has been carried out to investigate two
different mechanisms potentially accountable for flow induced
vibrations. The first part of this work [21]], focused on the blade-
fluttering, has allowed to exclude this aero-mechanical mecha-
nism as a potential source of vibration in low load conditions, in
agreement with what has recently been shown experimentally by
Bessone et al. [22] and numerically by Pinelli et al. [23]]. The
second part of the present work is instead focused on the purely
aerodynamic instabilities by carrying out unsteady simulations
on a full annulus last stage coupled with a real geometry axial
diffuser of a steam turbine manufactured by Baker Hughes for
Concentrated Solar Power (CSP) system applications.

To the author’s knowledge, few previous studies are avail-
able in the literature concerning axial exhaust systems during
LVF conditions, and this is the first time that they are being inves-
tigated with unsteady simulations. Recently Hoznedl et al. [24]
presented experimental and steady state numerical results of flow
in the LSB of a steam turbine with an axial diffuser. Temperature
and pressure measurements highlight how the steam at L1 inlet
is superheated during LVF conditions. This justifies the ideal gas
assumption adopted in many investigations [|18,|19,20]. They
also demonstrated how a flow coefficient of 0.17 is the transi-
tion point for the ventilation of the last stage. Furthermore, by
analyzing the trend of blade vibration as a function of the flow
coefficient, it is worth mentioning that the blade vibration expe-
riences a significant increase corresponding to a flow coefficient
of 0.27, where the hub separation appears in the diffuser. Such
a vibration may be triggered by the flow unsteadiness in the hub
separation vortex. The blade vibration increase continuously by
decreasing the flow coefficient in the region of ventilation (pres-
sure ratio at the tip higher than 1) up to reach a maximum in
correspondence of a flow coefficient of 0.05 with the maximum
pressure rise across the blade tip. This peak of vibration may be
due to the presence of the RI. Further decrease of the flow coef-
ficient beyond this value leads to a decrease of blade vibration.

COMPUTATIONAL METHODS

The CFD simulations presented in this work have been car-
ried out with the commercial Navier—Stokes solver ANSYS CFX
[17]. The turbulence effects have been modeled by using the SST
k- model [25]] combined with automatic wall treatment, which
automatically switches from a standard wall function approach
to a low Reynolds formulation as the y+ value changes. This
turbulence model was developed to offer improved predictions
of separated flow and is therefore suitable for modeling strongly
separated flow as demonstrated by Bardina et al. [26].

A bounded high-resolution scheme has been employed to
calculate the advection fluxes of continuity, momentum and total
energy equations, resulting in second-order accuracy. In order to
reduce the computational costs, steam is considered as an ideal
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gas in light of findings of previous investigations, which demon-
strated that during LVF conditions, the steam is superheated due
to the ventilation effect [[18.[24]).

The CFD setup with two different fluid domains including
periodic and full 3D, both with rotor tip clearance, is shown in
Figure 2] The periodic model uses the mixing plane approach,
which only requires to model a single blade passage by perform-
ing a circumferential averaging of the fluxes through the inter-
face, allowing significant savings in computational time due to
reduced mesh size and the steady-state assumption [27]]. A sin-
gle last stage passage, with the mixing plane interface, coupled
with a periodic slice of the diffuser offers a very good trade
off between accuracy and computational costs when applied in
the aerodynamic investigation of the exhaust systems [28]. In
addition, several investigations have shown the applicability of
RANS simulation to capture the characteristic flow features dur-
ing LVF conditions [[10,|11]]. This is the reason why this setup
was used to perform a mesh sensitivity study; and to examine the
evolution of the flow field as a consequence of reducing the mass
flow. This assessment has allowed to discover the most interest-
ing operating points to be simulated with the full 3D unsteady
approach.

The 3D domain considers a full annulus mesh of both the
last stage and the axial exhaust hood (Figure EI), with struts in-
cluded since the real geometry of the diffuser seems necessary
to accurately predict the amplitude of pressure fluctuations [[18§]].
In order to capture the flow unsteadiness the stator-rotor tran-
sient interface available in CFX, coupled with the rotor moving
mesh has been used. Additional full 3D RANS simulations with
the frozen rotor interfaces have been carried out to initialize un-
steady calculations.

The URANS simulations have been solved with a second-
order backward Euler scheme and a time step of 2.3e-5 [s], re-
sulting in the rotor mesh taking 15 steps per pitch angle, which
is sufficient to properly capture the blade passing effect, as re-
ported by Fu et al. [29]. Consequently, the selected time step
can be used to detect both the tip RI, which present a character-
istic frequency far below the blade passing frequency [|18}20],
and the hub separation vortex disturbances which appear at even
lower frequencies [9]. The total physical time simulated is av-
eragely equal to 10 complete rotor revolutions (REV), which in
some cases is essential to properly capture all the unsteady flow
features. The exact number of rotor revolutions depends on the
operating condition. Due to the large size of the fluid domain
mesh and long physical time being simulated, the average com-
putational cost of each unsteady simulation is almost 100K CPU
hours.

As a convergence criterion for the unsteady simulations the
summation of the resultant force on all blades has been consid-
ered, with a convergence target of relative oscillation below 3%.
Additional time steps were carried out based on the author’s ex-
perience in order to collect sufficient transient data for the post-
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FIGURE 2: Numerical setup and post processing surfaces. ©
2022 Baker Hughes Company - All rights reserved.

processing.

The selection of the monitor points and post-processing sur-
faces plays a key role in the identification of transient instabil-
ities. A schematic representation of the monitor points used in
this work is depicted in Figure[2] There is a total of 48 monitor
points, which are spaced on two different rotor surfaces, at 3 dif-
ferent span sections (20%, 50%, 85%) and in 8 angular positions.
Each monitor point records the transient history of static and to-
tal pressure in both relative and absolute frames of reference. In
addition, the average surface pressure, the resultant force and the
torque of 4 different rotor blades have been monitored.

Despite using significant number of monitor points, the anal-
ysis of a local signal may lead to information loss from the
data. For this reason the 2D pressure fields, in plane SL11 and
SL19 (see Figure 2) have also been stored to perform more in-
depth post-processing based on Proper Orthogonal Decomposi-
tion (POD). Such a technique, proposed by Lumley [30]], applied
to fluid dynamic allows the decomposition of a complex flow
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field into several modes, ordering them according to their en-
ergy content. The graphical representation of each mode enables
the identification of coherent structures within a turbulent flow,
which are often embedded, favoring the understanding of how
they interact and how they contribute to the development of a
specific phenomenon.

In the present work the so called Snapshot proper orthogonal
decomposition (POD) proposed by Sirovinch has been
implemented with a Matlab script. This technique is a develop-
ment of the theory presented by Lumley [30]. The mathematics
explanation of POD is out of the scope of this work and can be
found in the references [3132]]. For a detailed description of this
method applied to fluid dynamic problems, it is worth mention-
ing the work presented by Berkooz et al. [33]. Recently POD
has been successfully applied to turbomachinery applications by
D. Lengani et al. [34,[35,36,[37./38]|, where the technique is used
to identify coherent structures in low pressure turbine cascade in
order to investigate the loss generation mechanism.

The exhaust hood computational grid was generated with
ANSYS meshing , it is composed of tetrahedral elements
in the free stream, with a local mesh refinement near the struts,
where high gradients are expected. In order to sufficiently re-
solve the boundary layer, 20 prismatic elements are used near the
walls to obtain a y+ value of approximate 1.5. For the compu-
tational grid of the blade rows, ANSYS TURBOGRID was used
to generate a hexahedral mesh. The clearance region in the rotor
blade was resolved with two additional grid blocks, one for each
side of the airfoil in the tip section of the blade, connected with
general grid interface (GGI).The computational grids of both tur-
bine stage and diffuser are shown in 3]

FIGURE 3: Single passage and entire diffuser mesh. © 2022
Baker Hughes Company - All rights reserved.

The total number of elements of 600 K for the periodic
model, which increases to 42 M for the 3D model by replicat-
ing the single stage mesh over the 360° extension, has been ob-
tained using the mesh sensitivity study by applying the grid con-
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FIGURE 4: Rotor Mesh sensitivity.
© 2022 Baker Hughes Company - All rights reserved.

vergence index (GCI) method proposed by Roache [40]. Such
a method is based on the generalized theory of Richardson ex-
trapolation and involves the comparison of discrete solutions at
three different grids spacing with coarse, medium and fine mesh
refinements. A detailed description of the application of the GCI
method method can be found in reference [41]). The results of us-
ing this procedure to perform a rotor mesh sensitivity study are
presented in Figure ] where the normalized integral blade pres-
sure is plotted versus representative mesh spacing. The results
prove that the discrete solutions converge monotonically as the
grid is refined and the medium size mesh meets the convergence
requirements required by the procedure.

For the boundary conditions, a total pressure, total temper-
ature and flow direction profile have been imposed at the inlet.
The velocity profiles are calculated with the multi-stage steady
state calculation presented in the part 1 of this work [21]], while
the average static pressure is imposed at the outlet section. In
order to study the evolution of the flow field during LVF condi-
tion, six different operating point (OP) conditions, summarized
in Table[T] have been investigated.

The mass flow (717) and axial velocity (U, at the diffuser
inlet are normalized by the design value, while the swirl angle,
calculated as the arctangent of the ratio between tangential and
axial velocity at the diffuser inlet, is normalized by OP4 value
(maximum swirl condition).

The flow coefficient ¢ is defined as the ratio between ax-
ial velocity at the diffuser inlet and the tangential rotor speed at
the mean radius. The OPs have been selected with two different
strategies: TEST A starts from the off-design point and decreases
the condenser pressure up to reaching a safe condition within the
stability range, while TEST B starts from the design condition
(OP0) and gradually increases the condenser pressure up to un-
safe operations from the stability range. It is worth highlighting
how OP1 and OP4, and OP5 presents flow coefficients within
the range of instability identified by both Megerle et al. and
Hoznedl et al. [24].
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TABLE 1: Investigated operating conditions. © 2022 Baker
Hughes Company - All rights reserved.

OP TEST m[] Uxll ¢[-1 O[]

OP0O B 1 1 052 0

OP1 A 0224 0.195 0.10 0.96

oP2 A 0375 0375 025 0.73

OP3 B 0.653 0.653 0.16 0.87

OP4 B 0.322 0322 0.06 1

OP5 B 0.522 0522  0.13 092
RESULTS

The evaluation of six different operating conditions defines
the application limits of the investigated steam turbine, and
is graphically illustrated in Figure 5] Among these operating
points, OP1 and OP4 are defined as unsafe conditions, due to the
presence of strong unsteadiness in the flow field, that may trigger
blade vibrations. In order to gradually characterize the transient
behavior of the instabilities, the numerical results of the simu-
lations are presented starting with TEST A followed by TEST
B.
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FIGURE 5: Steam turbine application limits. © 2022 Baker
Hughes Company - All rights reserved.

As discussed previously, in the numerical setup section,
TEST A is obtained by directly simulating a low load condition
(OP1) and then decreasing the condenser pressure to reach a sta-
ble operating condition (OP2). The results are presented in Fig-
ure[6] in terms of FFT spectra of the pressure signals recorded in
the (relative-frame) monitor points presented in Figure 2]
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nal a) Effect of Spanwise location in the OP1 and surface SL11,
b) Effect of Spanwise location in the OP1 and surface SL19, c)
Comparison between OP1 and OP2 in surface SL11 at 85% span,
d) FFT spectrum of a single blade resultant force. © 2022 Baker
Hughes Company - All rights reserved.
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In this work, the amplitude of the pressure signal is normal-
ized by a reference value, while the frequency is normalized by
the rotational value (EO), and the physical time is normalized by
the time to complete one rotor revolution (REV).

In the naming convention used for the monitor points (see
Figure [2), the first code (e.g. "SL11”) indicates the streamwise
location of the post-processing surfaces, the second code shows
the spanwise location (e.g. ”SPA85” is 85% of the span) and fi-
nally, the last number indicates the circumferential location (e.g.
”0” is theta=0 coincident with y axis).

In Figure [6p, the FFT spectra of the pressure signal at 3
different span locations for a fixed stream-wise location is pre-
sented. From this plot the higher level of unsteadiness of the tip
section (at 85% span) is immediately apparent. In particular, a
very strong peak of amplitude of 8 EO can clearly be seen. As
will be demonstrated later, this peak is due to the presence of a
rotating instability (RI) at the tip of the region between stator and
rotor blades, and the reason why it is referred as RIF (Rotating
Instability Frequency). In line with the results presented in the
literature, the amplitude of the RIF is well above the stator blade
wake, referred to as BPF (Blade Passing Frequency). In addi-
tion, other low engine order frequency (LEOF) disturbances can
be seen in the spectra, which are attributed to diffuser asymmetry
generated by the structural struts and to the hub separation vortex
illustrated in Figure[I]

The LEOFs are also clearly discernible in Figure [6p, where
the FFT spectra of the pressure on the surface SL19, between
rotor blades and diffuser, are shown; while the RIF is no longer
so evident. It is worth highlighting that the amplitude of LEOF
is well distinguishable in all the spectra, meaning that in contrary
to RI this phenomenon affects a wide section of the span.

Specifically, the effect of the diffuser asymmetry at 1 EO
is the same on the 3 signals since this is due to the presence of
full-span structural struts only in the lower part of the diffuser,
as shown in Figure [3] Figure [6c shows the effect of a different
operating condition on the pressure signal in a monitor point lo-
cated in the tip section of the SL11 surface. By looking at this
graph it is clear how both the RIF and LEOF, except for the 1
EO linked to the diffuser asymmetry, disappear by decreasing
the condenser pressure, while the stator wake effect amplitude is
slightly stronger due to the higher mass flow of the OP2. For the
sake of brevity, the effect of different circumferential locations
of the monitor point is not presented, but it is worth mentioning
how the signal of the RI is almost the same over the entire full
annulus extension.

Finally, the FFT spectrum of the blade resultant force is re-
ported in Figure [6ld. From looking at this graph it is clearly ev-
ident that both the RI and the LEO instabilities observed in the
pressure signals have a direct impact on the blade force, since the
same characteristic frequencies are clearly distinguishable.

As observed by previous investigations [[19,[20]], the RI is in-
herently unstable and changeable in time and for this reason, a
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FIGURE 7: a) Pressure transient history with FFT moving win-
dows (in red), b) STFT spectra of pressure signal. © 2022 Baker
Hughes Company - All rights reserved.

STFT (Short Time Fourier Transform) is useful to study the evo-
lution of the transient signal in the physical time. In figure [7b
the STFT of the OP1 pressure signal at 85% of the SL.11 surface
is reported. The STFT is realized by considering a moving FFT
window of 1 REV with an overlapping interval of 0.2 REV, as
illustrated in Figure[7p. As can be seen by the STFT the signal of
the RI is not constant in time, contrary to the stator wake visible
at the top of the contour at 54 EO with a constant signal. Specif-
ically, in the first part of the time window considered, between 8
and 9 REV, the RI signal is clearly visible with a characteristic
frequency of 6 EO while in the final part of the time window,
between 9 and 12 REV, the dominant frequency is shifted to 8
EO. In addition, another weaker signal of instability is visible at
11 EO, which owing to POD, is associated with another RI con-
figuration. Also the unsteadiness at LOEFs are present in this
spectrogram with an unstable signal, between 2 and 4 EO, which
reaches a maximum of amplitudes around 11 REV.

To gain a deeper understanding of the unsteady flow field in
the SL11 surface, a POD analysis of the pressure field has been
realized by processing a series of 1740 snapshots allowing the
identification of the dynamics related to the different source of
unsteadiness observed in the FFT spectra. The time difference
between each snapshot is equal to 2 time steps which determines
a total time of 4 REV. A snapshot of the pressure field and the
POD results are presented in Figure and Figure ,c,d respec-
tively.
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In the snapshot of the pressure field, the stall cells near the
casing can be seen. Such flow structures, by rotating in the cir-
cumferential direction with a fraction of the rotor speed, lead to
the pressure oscillation observed in Figure [6| However, due to
the instability of the signal shown in STFT this pattern shown
by the snapshot is not stable in time, in this regard POD can
be used for the identification of spatio-temporal evolution of this
flow feature. As clarified in the numerical setup section, the POD
is an energy based decomposition that is aimed at determining
the best approximation of a data set with a series of modes, each
of which is characterized by spatial and temporal distribution and
by its energy content. Figure[8b shows the singular and cumu-
lative energy content of each POD mode. Since the energy is
a measure of the importance of each mode, it can be concluded
that the first and second POD modes largely contribute to the re-
sultant pressure field. The statistical spatial distribution of POD
modes is presented in Figure 8k, in which mode 1 is the princi-
pal mode that is exactly the graphical representation of the RI.
Furthermore, 16 stall cells pattern with a dominant frequency of
8 EO (RIF) are clearly visible in Figure 8, from both the spec-
trum of the POD temporal coefficients, and from the FFT spectra
of pressure signal of the monitor point in Figure [fh. Mode 2 is
not reported since it has the same dominant frequency, similar
energy content and a shifted spatial distribution, which is typi-
cal behavior of convective flow [38]] and is also valid for modes
3-4 and modes 5-6. In the spatial distribution of mode 3, the al-

ready presented 16 stall cells pattern is still observable, however
in this case there is a non-uniformity between the upper and the
lower part of the surface. In particular, the stall cells in the up-
per part are more intense compared to the cells on the lower part.
This effect leads to a shift of the characteristic frequency of the
mode from 8 EO to 6 EO, already observed in STFT in Figure
[7} and it may be related to the geometric asymmetry induced by
the diffuser. Finally, in mode 5 another RI pattern with a dif-
ferent number of pressure cells can be observed, which confirms
the hypothesis of the temporal instability phenomenon. A sim-
ilar dual RI configuration has been already reported in previous
studies [6,/19,20].

The results of TEST B are reported in Figure[9|with the FFT
spectra of all the operating points and in Figure [T0| with a spe-
cific focus on the OP4 which shows the RI and high LEO un-
steadiness. Figure 9a reports the FFT spectra in the 85% span
of the SL11 surface, with presence of the RI discussed previ-
ously for OP1. At the operating point OP4 it’s evident and worth
highlighting that the characteristic frequency of such instability
is different than OP1. This is in line with the findings of previous
studies [[15}|{18L|19L[20] which have already demonstrated that the
RIF is related to the operating conditions. In addition, Figure O
illustrates the FFT spectrum of the design point OPO, in line with
expectations it is characterized by only a peak in amplitude cor-
responding to BPF, while OP3 and OP5 show only a very weak
unsteadiness located in the low frequency region, meaning that
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the RI is not present at these conditions.

By looking at Figure [Op very strong unsteadiness at LOEFs
can be seen, as expected from TEST A results discussion, such
instabilities are generated in the hub separation area behind the
rotor blades and they are maximum in the OP4. For an in-depth
explanation of this phenomenon, a POD analysis has been carried
out on the SL.19 surface by using 1740 snapshots of the pressure
field.
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The results of the POD analysis are reported in Figure
[IOb.c.d together with a singular snapshot in Figure [[0p. By
looking at the pressure field in Figure [I0h, a 6 pressure cells
pattern can be easily seen. The rotation of these cells in
circumferential direction leads to the low-frequency instabilities
observed previously and reported in Figure [0} These pressure
cells are the cores of the helical vortices, generated due to the
high swirl of the flow. These cores are located between the
through flow and the reverse flow, as highlighted by the isoline
at zero axial velocity in Figure [I0p, where there is a very high
tangential velocity gradient. This gradient is generated by the
interaction between the highly swirled flow that crosses the LSB
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tip and the hub separation vortex schematically shown in Figure

m

The central role of the swirl in this phenomenon is also con-
firmed by examining the reported data for OP1, OP4 and OPS5,
which are operating points characterized by the higher swirl an-
gle and all experience discernible pressure oscillations in the
low-frequency region. This instability mechanism may be at-
tributed to the Precessing Vortex Core (PVC) observed in sev-
eral fluid dynamic applications. Aleeksenko et al. described
the formation of helical vortices in strongly swirled flow and in
presence of separation, which may develop a rotation in the cir-
cumferential direction. The theory of helical vortices specifies
how their number may depend on several factors, as confirmed
by looking at the FFT spectra of OP4 and OPS5 in Figure [0 where
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a slightly different dominant frequency in the low-frequency re-
gion can be seen, meaning that there is a different number of
vortices. In addition, these vortices are not stationary and their
number may vary in time [42]. This is confirmed by the POD
analysis in Figure [I0f where, by comparing mode 1 with mode
3 it is clear how the number of pressure cells, and consequently
their dominant frequency, can vary during the transient evolution
of the flow field. Concerning the modes’ energy content, modes
1 and 2 largely contribute to the resultant pressure field since they
are accountable for 40% of the global energy content. The spa-
tial distribution of mode 1 clarifies how this phenomenon affects
a significant part of the span, contrary to the RI which is located
only near the blade tip. However, the span extension and the
amplitude of the pressure oscillations are strongly linked to the
operating conditions, and in particular to the swirl number. In-
deed, by decreasing the swirl this phenomenon becomes weaker
for the OP5 and OP1, and totally disappears in the other operat-
ing points.

The present work enabled the identification of a mechanism
of instabilities linked to the hub separation vortex, alternative to
the tip RI widely observed in literature. The findings of this study
are also in line with numerical and experimental evidence pro-
posed in the literature [7}(9,24]], which reported an increase of
blade vibration related to the onset of the hub separation vortex
in the diffuser.

CONCLUSION

Renewable energy expansion poses significant challenges in
the steam turbine design practice due to the increase of LVF
conditions. Such conditions are extremely dangerous for the
low pressure turbine blades, which may consequently experience
flow-induced vibrations. In this context, an extensive numerical
study has been realized to understand the cause of these potential
vibrations. The first part of this work [21]], focused on the blade
flutter at low load conditions, has excluded this phenomenon as
a possible cause. The second part, reported in this work, has fi-
nally allowed understanding of the potential fluid dynamic mech-
anisms capable of triggering the blade vibrations.

A simplified periodic model, based on the steady state as-
sumption, and mixing plane as frame change type has been uti-
lized to perform a mesh sensitivity study. Subsequently, a limited
number of simulations, at conditions of interest, was assessed
with full 3D unsteady numerical setup. The latter consisted of
a full annulus mesh of the last stage of a low pressure turbine
coupled with a real geometry axial diffuser, with structural struts
included.

Six operating conditions have been simulated with the 3D
setup to identify turbine application limits aimed at avoiding un-
safe operating conditions, characterized by strong pressure oscil-
lations in the LSB which may trigger vibrations.

The rotating instability accountable for a significant part of

11

this pressure oscillation has been detected in the tip region be-
tween stator and rotor. The strong link between pressure oscilla-
tions and alternating blade loads has been clarified by monitoring
the blade force. The FFT spectrum of a single blade force has re-
vealed the same peaks observed in the pressure signals.

A graphical representation of this instability has been pre-
sented thanks to the POD which allows decomposing a complex
flow field into different modes, ranked by their energy content.
In this case, the RI is manifested with a 16 pressure cells pattern,
which counter rotates (opposite rotor motion) at a fraction of the
speed. The tip RI mechanism is line with other studies found in
literature [[16L[18L|19}20]. In addition, the application of 2D POD
has allowed avoiding the potential loss of information linked to
a post processing based on local monitor points.

The RI is not the only source of unsteadiness detected in
this work, which agrees with other investigations [7,|9,24], as
the low-frequency instabilities behind the rotor blades are re-
vealed. These instabilities are generated by the interaction be-
tween the hub separation vortex in the diffuser and the strongly
swirled flow at the outlet of the rotor, confined at the tip. The
high-velocity gradient between through and reverse flow leads to
the onset of helical vortices, with the vortex core located in the
zero velocity separation line, which rotates with a mechanism
similar to the ones observed for the tip RI.

Consistent with the helical vortex theory reported in the lit-
erature [42], the number of vortices may vary in the time since
they are inherently unstable. In addition, this work demonstrates
how the intensity of this phenomenon is correlated with the swirl
angle at the rotor outlet, and consequently to the operating con-
dition, since it affects the velocity gradient.

In future studies, 3D POD can be used to gain deeper un-
derstanding of the presented phenomena and also allow investi-
gation of the axial extension of the manifested instabilities. The
implementation of such a technique is primarily limited by the
large amount of data that needs to be processed in this applica-
tion. Furthermore, in order to improve the numerical accuracy,
hybrid RANS-LES can be used to allow better understanding of
the role of turbulence in the described phenomena.
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