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Abstract

The exponential growth of civil air traffic during the last decades

has forced the aeronautical community to face noise pollution of

air routes striking urban areas. At the same time, the mas-

sive improvements in high parallel computing of the recent years

have oriented the aeronautical industry towards the use of high-

fidelity computational fluid dynamics (CFD) methods for the

aero-acoustic design of the modern turbofan engines. The need

for scale-resolved simulations comes from the highly unsteady

flow structures from which noise emissions are generated and

then propagated from inside the engine to the open field. These

aspects cannot be investigated with traditional turbulence model

based on Unsteady Reynolds Average Navier Stokes (URANS)

approaches which are not able to capture most of the aerody-

namic sources responsible for aircraft noise.

In this framework, the aim of this Ph.D. thesis is to demonstrate

the capabilities of the high-fidelity techniques for the investiga-

tion of the acoustic performance of two common aeronautical

v



Abstract vi

devices for noise abatement: the acoustic liners and the chevron

exhaust nozzles. The numerical analyses of this work have been

performed using the open-source OpenFOAM suite.

Concerning acoustic liners, a single-degree-of-freedom (SDOF)

open geometry experimentally studied at the NASA Langley

Center has been selected for the validation of the proposed Large

Eddy Simulation (LES) method for acoustic impedance eduction.

Several simulations have been carried out to investigate the ab-

sorption characteristics of perforated panels under the effects

of grazing flow and acoustic excitation. Then, a semi-analytical

model for innovative multi-degree-of-freedom (MDOF) liners has

been developed and validated through the same LES environ-

ment.

Moving to the jet noise investigation, the hybrid Delayed De-

tached Eddy Simulation (DDES) approach coupled with a Com-

putational Aero-Acoustic (CAA) method based on the Ffowcs-

William-Hawkings (FWH) analogy has been used to study round

and chevron exhaust nozzle geometries fully described in the lit-

erature. The core of this activity has been the feasibility of per-

forming such studies by means of an open-source CFD code, also

highlighting the physical mechanisms responsible for the abate-

ment of broadband jet noise. To this end, general guidelines

on the set-up of scale-resolved simulations have been provided,

with a particular focus on the meshing technique for accurate

noise predictions. Moreover, aerodynamic aspects of the jet fea-

tures from the round and the chevron nozzles are debated, and

comparisons between the broadband noise spectra are presented.

This aero-acoustic investigation has been oriented to a proper

design of the tooth-saw shape of the engine exhaust aiming at

efficiently tackling jet noise emissions.
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1
Introduction

This introduction is intended to provide a brief overview on the

topic faced in this work of thesis. Firstly, the issues of noise

pollution from civil aviation are discussed, underlining the need

for a low-noise design of new aircrafts. Then, some aspects of

the high-fidelity Computational Fluid Dynamics (CFD) are pre-

sented, clarifying why this numerical method should be preferred

for aeronautical applications.

1.1 Aircraft noise

Nowadays, the recover of civil air traffic to pre-pandemic stan-

dards has brought with it a sharp growth of noise pollution from

aviation. According to the EUROCONTROL agency [1], before

the onset of the COVID-19 crisis 11.1 millions flight were oper-

ated in Europe in 2019. Then, after a plummet down to just

around 5 millions flights due to the 2020 lock-downs, by the end

of 2022 the 83 % of the total number of flight has been already

recovered. For the next 7-years (2022-2028), long-term forecasts

1



Introduction 2

predict a further increase in the total number of flight up to

13 millions, with a growth of around the 18 % with respect to

the 2019 standards. The recovery trends for Europe are shown in

Figure 1.1 where it can be seen that forecasts are affected by sev-

eral factors like prices inflation, fuel cost, passenger confidence

and impact of the travelling restrictions due to the COVID-19

pandemic on airports and airlines.

Figure 1.1: Low, medium and high scenarios of air traffic re-
covery in Europe.

Noise pollution is extremely annoying when aircrafts are close

to the ground (e.g., takeoff, cutback and approach conditions)

and noise radiated from the engines and the airframe directly

strikes people living near large airports. Thus, a noise certifica-

tion procedure is mandatory for any aircraft before entering into

service. For this reason, all the modern propulsion systems based

on ultra-high bypass ratio turbofan engines must be designed

following low-noise design criteria and using more and more ac-

curate acoustic prediction methods [2, 3]. This means that noise

radiated from a turbofan engine, must be properly abated to

comply with international restrictions on the maximum allow-
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able noise emission levels promulgated by the International Civil

Aviation Organization (ICAO) [4]. More specifically, as indi-

cated in the Flightpath 2050 document [5], aircraft noise must

be abated by the 65 % with respect to the noise emission levels of

the early 2000s. Under this perspective, the concept of turbofan

architecture adopted by almost all the modern airplanes has al-

ready drastically reduced the engine nuisance, acting mainly on

jet noise. Very iconic is the story of the Concorde supersonic air-

plane which was dismissed in 2003 also for noise pollution reasons

because of its turbojet engines. Nonetheless, to target the 2050

objectives, further efforts in the low-noise design of aircrafts are

required to meet the targets of the 2050 agenda promoting a qui-

eter civil aviation. To this end, many strategies can be pursued

acting directly on the design of engine and airframe components.

It should be bear in mind that the ICAO directives are addressed

to all the Landing Take-Off (LTO) cycle manoeuvres which in-

volve the taxing out to the runway, the takeoff, the approach,

the landing and the taxing in to the apron. Depending on the

phase of the LTO cycle, the relative impact of each noise source

to the overall noise signature of the aircraft varies, as visible in

Figure 1.2.

Figure 1.2: Engine and airframe noise at takeoff and approach.
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As it can be seen from Figure 1.2, airframe and engine noise

are almost of the same order of magnitude at approach while

engine noise is the loudest at takeoff. The high impact of air-

frame noise at approach comes from the extraction of the wing

slats and the landing gear when the aircraft is going to land.

Airframe noise is broadband and at low frequency since it is the

result of large whirling phenomenon set in the slat cove or vortex

detachment from the landing gear struts. Many studies can be

found in the literature addressing the airframe noise topic. Slat

noise can be abated through a slat cove filler attached to the

slat that removes flow separation creating a more aerodynamic

shape of the wing trim. Effects of the cove filler on slat noise

reduction can be found in [6, 7, 8, 9]. With regard to landing

gear noise, this is due to the bluff shape of the structure and it

can be demonstrated that scales with the 6th power of the flow

velocity [10]. Hence, to shield the landing gear and reduce the

local airflow speed, fairings can be applied to any component of

the landing gear [11, 12, 13].

Focusing just on the engines, the two major noise sources

are the fan and the exhaust jet which contributes the most to

the engine noise footprint when the aircraft is ready to depart.

Moreover, an almost constant contribution of the fan is observed

at both the takeoff and approach phases. This is directly linked

to the turbofan architecture in which the fan plays the major

role in generating the engine thrust. In addition, looking at

Figure 1.3 it can be noted that fan noise is radiated frontward

while jet noise rearward. Furthermore, fan noise is mainly tonal

and it is generated by unsteady interactions between the fan

blade rotating wakes and the Outlet Guide Vane (OGV) lead-

ing edges. On the other hand, jet noise is broadband coming

from turbulence decay of detached shear layers originated when



5 Introduction

Figure 1.3: Noise sources of turbofan engines.

the jet flows into the atmosphere. As a consequence of the dif-

ferent nature (i.e., tonal or broadband) of fan and jet noise,

two different devices are commonly employed to properly take

them: acoustic liners and chevron nozzles. The design and the

acoustic absorption assessment of such devices through high-

fidelity Computational Fluid Dynamics (CFD) and Computa-

tional Aero-Acoustics (CAA) methods will be the core of the

present work of thesis, as discussed in the dedicated chapters. In

the following section, a focus on high-fidelity CFD and its role

in the aero-acoustic design of aeronautical engine components is

provided.

1.2 High-fidelity CFD

High fidelity methods for CFD are a class of numerical techniques

aimed at overcoming the limitations of traditional Reynolds-

Averaged (RANS) approaches when dealing with turbulent flows.
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The core of these methods is to numerically solve the turbulent

content of any kind of flow instead of using turbulence mod-

elling. Doing so, a higher accuracy of the CFD simulation is

reached enabling the in-depth investigations of engineering prob-

lems that could not be tackled otherwise. On the other hand,

the augmented resolution of the high-fidelity approach brings

with it a huge computational cost of the calculations, requiring

a higher level of parallelism of such CFD simulations. For this

reason, in the last years the scientific community has oriented

its efforts on massive developments of high parallel computing

(HPC) platforms to drastically reduce the time needed to run

high-fidelity CFD. As a result, modern supercomputers equipped

with graphical processing units (GPU) of latest generation have

accomplished the task, showing an impressive speed-up with re-

spect to the older ones based on central processing unit (CPU)

architectures. According to [14], the newest GPU-based systems

outperform the CPUs-based ones by around one order of mag-

nitude in terms of billion of floating point operations per second

(GFLOPS). This means that results from large CFD simulations

that originally might have last for weeks, can be now obtained in

a few days. The evolution of CPU and GPU architectures during

the years is reported in Figure 1.4 for single precision operations.

In the field of the CFD, GPU implementations can be found in

many scientific areas, ranging from medicine to engineering to

meteorology. For this reason, GPU-based solvers have been de-

veloped for a large variety of flows, from incompressible [15, 16]

to multi-phase [17] and reactive [18].

From the point of view of the aeronautical industry, high-

fidelity CFD has become very promising to increase the ac-

curacy of unsteady analyses and to improve the numerical-to-

experimental correlation of data. Generally speaking, high-fidelity
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Figure 1.4: Temporal evolution of CPU and GPU performance.

CFD is a powerful tool to design aero-engines that must comply

with both performance and environmental requirements. For

instance, with regard to the aero-acoustic field, scale-resolved

simulations help having a deeper insight on the physical mech-

anisms behind phenomena like noise generation from aerody-

namic sources and its propagation through the engine. These

techniques are also useful to support the designer of noise re-

duction devices as acoustic liners and chevron nozzles. Looking

instead at the engine aerodynamics, an accurate analysis of the

boundary layer transition in low pressure turbine stages leads

to a better characterization of the turbine losses and hence to

improvements in the aerodynamic efficiency of the entire engine,

with beneficial effects also on fuel consumption. Other appli-

cations of the high-fidelity CFD within the aviation framework

are related to the design of modern combustion chambers. Here,

high-fidelity multi-phase simulations of fuel atomization can pro-

vide a better understanding of how the liquid phase breaks up

and the fuel droplets are spread inside the combustor volume
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helping in the design of the injection and the sparkling devices.

Moreover, a detailed simulation of the swirling flow entering the

combustion chamber can provide more accurate heat transfer

coefficient maps on the liner walls thus optimizing the design of

the cooling systems. Finally, high-fidelity CFD can be useful also

for in-depth aero-elastic analyses that may be required for slen-

der blades of turbine modules. More specifically, high-fidelity

methods can highlight the spectral content of the aerodynamic

forces due to rotor-to-stator interactions, enabling more accurate

flutter and forced responses investigations. Besides the aviation

and turbomachinery fields, high-fidelity CFD methods are widely

used in many other engineering contexts. An increasing demand

of high-fidelity calculations comes from wind industry especially

for the characterization of stalled-flow working conditions of wind

turbine blades. Stalled airflow around wind turbine blades can

frequently occur due to both power regulation strategies and

sudden changes of wind direction and intensity. After the stall

onset, the prediction of the airfoil performance through analyti-

cal and traditional CFD methods is usually inaccurate due to the

unreliability of mathematical correlations and turbulence models

in case of massively separated flows. Another engineering field

for which high-fidelity CFD is becoming appealing is the auto-

motive sector. Here, major applications are concerned with the

aerodynamic design of motor-sport vehicles and noise emissions

coming from side-view mirrors of cars.

With the aim of clarifying the objectives of the present work

of thesis, the two main activities on acoustic liners and chevron

nozzles conducted during the three years of Ph.D. are briefly

described below:

1. Investigation on acoustic liners: the research has been

focused on the acoustic absorption achieved through the in-
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stallation of acoustic liners on the inner surface of a turbo-

fan intake. More specifically, the high-fidelity Large Eddy

Simulation (LES) approach has been exploited to under-

stand the fluid mechanisms that lead to noise suppression

and to design the acoustic liner resonators. Multiple liner

configurations have been analysed from single to multi cav-

ity systems.

2. Investigation on exhaust nozzles: The high-fidelity

Delayed Detached Eddy Simulation (DDES) approach has

been coupled with a CAA method based on the Ffwocs-

Williams-Hawkings analogy (FWH) to derive and analyse

the noise spectra coming from the exhaust jet of round and

chevron nozzles for aeronautical propulsion systems. This

activity has been oriented to understand how to design the

chevron pattern to target a certain broadband noise atten-

uation.

From this point on, this thesis is structured as follows:

Chapter 2 : this chapter addresses the theory of turbulent

flows and some aspects of CFD and CAA methods. A theoretical

background on turbulence is thought to introduce the topic, then

a detailed explanation on all the possible CFD approaches is

given. Finally, some basis on the FWH analogy are presented to

make the reader familiar with the CAA used in this work.

Chapter 3 : here, the numerical tools used in this work are

presented. The first and the second sections of the chapter deal

with the description of the CFD code chosen to run the high-

fidelity simulations. Then, in a third section the numerical im-

plementation of the FWH analogy into the CFD code is shown.

Chapter 4 : this chapter is headed by a dedicated introduc-

tion to explain how acoustic liners work and which is the state of
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the art of acoustic liners investigation. In the rest of the chapter,

results of the high-fidelity simulations on different liner configu-

rations are presented and deeply discussed.

Chapter 5 : the structure of this chapter is the same of

the previous one but focused on chevron nozzle analyses. The

outcomes of the present activity are mainly intended to provide

general guidelines on how to correctly set up high-fidelity simu-

lations for jet noise investigations.

Conclusions: in this last part of the thesis final considera-

tions are made to support the usage of the high-fidelity CFD for

the aero-acoustic design of turbofan engines.



2
Fundamentals of Turbulent Flows

This chapter is organized to firstly provide a theoretical back-

ground on turbulent flows, then CFD and CAA methods are

introduced in dedicated sections.

2.1 Theory of turbulence

By definition, turbulence is a stochastic three-dimensional and

unsteady phenomenon that represents the equilibrium state of

any flow [19]. From a microscopic perspective, turbulence can

be defined as the chaotic motion of fluid particles whose velocity

varies both in space and time. This leads to a subsequent en-

hancement of the mass, momentum and energy transport mech-

anisms with respect to laminar flows. The turbulent state of

a flow is expected at high Reynolds numbers when instabilities

grow and perturb the parallel motion of fluid particles. Turbu-

lence is a spectral quantity that is inserted into the flow under

the form of turbulent eddies, each one characterized by a length

scale and carrying a certain amount of turbulent kinetic energy.

11
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The majority of the turbulent kinetic energy is inserted into the

mean flow at the largest scales, which are usually referred as the

integral scales, through a production mechanism. Hence, these

scales break down into smaller scales and the process continues

until the viscous length scale is reached. During this process

known as energy cascade, turbulent kinetic energy is transferred

the from larger to smaller eddies. In a first phase, turbulent

kinetic energy is just redistributed over smaller scales by an in-

viscid process that preserves the turbulent content of the flow.

Then, when approaching the so-called Kolmogorov scales, vis-

cous effects become prominent, turbulent kinetic energy is dissi-

pated into heat by the flow shear stresses and the energy cascade

stops. The sum of the kinetic energy contributions coming from

all the eddies of the cascade determines the turbulent spectrum

at a specific location somewhere in a three-dimensional fluid do-

main. According to Richardson [20], an eddy is a region of the

flow where a turbulent motion occurs and eddies of different size

may coexist in the same region. Each eddy of length scale l has a

characteristic velocity u(l) and a characteristic time Ä(l), hence

an eddy Reynolds number can be defined as Re = ul/¿. The

largest eddies are of the same dimension of the flow scale and

their velocity is approximately the root mean square turbulence

intensity. Being k the turbulent kinetic energy and using the 0

subscript to label integral scales, from Richardson’s assumption

it holds:

u0 = u′ =

√

2k

3
; Re0 =

u0l0
¿

(2.1)

Another important finding was that the rate of dissipation

ϵ of turbulent kinetic energy at the small scales is equal to the

transfer of energy due to the largest eddies. As ϵ is the derivative

of turbulent kinetic energy with respect to time, in terms of eddy
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scales it follows:

ϵ ≈ u3
0

l0
(2.2)

The length scale at which the dissipation mechanism start

is defined by the Kolmogorov theory [21] according to three hy-

potheses:

1. Local isotropy: Turbulent motions at small scales are

statistically isotropic.

This means that small scales show an universal behaviour

regardless of the flow and the geometry of the largest ed-

dies from which they have been generated. The threshold

length scale below which the local isotropy assumption is

retained has been set by Kolmogorov to lEI ≈ l0/6.

2. First similarity hypothesis: In every flow at high Reynolds

number the small scales have a universal form that is uniquely

determined by ¿ and ϵ.

This hypothesis comes from the idea that for l j lEI tur-

bulent kinetic energy transfer and dissipation are balanced

(i.e., ϵ ≈ ÄEI). In other words, small scales dissipate al-

most the same amount of energy they have received from

the larger ones, thus keeping a dynamic equilibrium state.

Hence, once ϵ and ¿ have been specified, the Kolmogorov

scales are defined as:

l¸ =

(

¿3

ϵ

)0.25

; u¸ = (¿ϵ)0.25; Ä¸ =

(

¿

ϵ

)0.5

(2.3)

At this point, by substituting Equation 2.1 into 2.2, and

considering that the flow Reynolds number is approximately

the one of the largest eddies (i.e., Re ≈ Re0), the ratios

between integral and Kolmogorov scales can be expressed
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as:

l¸
l0

≈ Re−0.75;
u¸

u0

≈ Re−0.25;
Ä¸
Ä0

≈ Re−0.5 (2.4)

From Equation 2.4 it can be noted that if the Reynolds

number increases, the ratio between the integral and the

Kolmogorov scales diminishes. As the size of the integral

scale is set by the flow, this implies that a smaller Kol-

mogorov scale is expected. As a result, the range of scales

from the integral l0 down to the Kolmogorov l¸ will be

broaden as well. Therefore, the third hypothesis of the

Kolmogorov theory is introduced.

3. Second similarity hypothesis: in every flow at high

Reynolds number the statistics of the motion of scale l in

the range l¸ j l j l0 have a universal form that is uniquely

determined by ϵ independent of ¿.

From this hypothesis a second threshold length scale lDI ≈
60l¸ is introduced to express the size of the eddies below

which turbulent kinetic energy is dissipated by viscous ef-

fects.

Considering all the three hypotheses, the turbulence spec-

trum can be split into three sub-ranges each one related to a

different phase of the energy cascade. A sketch of the energy

cascade splitting is shown in Figure 2.1 while the partitioning of

the turbulence spectrum in Figure 2.2.

• Energy containing range (l0/6 < l < 6l0): this range com-

prises those length scales responsible for the production of

turbulent kinetic energy inside a flow

• Inertial sub-range (lDI < l < lEI): this is the part of the

spectrum at which the inviscid transfer of turbulent kinetic
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Figure 2.1: Energy cascade ranges

Figure 2.2: Turbulence spectrum

energy between scales takes place. In this range viscosity

effects are negligible and the turbulent kinetic energy is

conserved between scales.

• Dissipation range (l¸ < l < lDI): this is the last portion of

the spectrum where the dimension of eddies approaches the

molecular scale. Here, the viscous scales are responsible for

the dissipation of the turbulent kinetic energy.
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2.2 CFD methods

At this point, a brief recap on CFD is made focusing on the dif-

ferences between all the possible numerical approaches that can

be used to face engineering problems. From a theoretical point

of view, CFD methods have been developed during the years as

a computational tool to solve fluid flows for which the system of

Navier-Stokes equations does not admit any analytical solution.

To do so, a large number of CFD codes implements the finite

volume method (FVM) [22, 23] so that the Navier-Stokes equa-

tions are rewritten in their discrete form and then integrated over

finite control volumes starting from specific initial and bound-

ary conditions. As shown in Figure 2.3, the continuous physical

space occupied by the flow under investigation must be fit with

a computational mesh made of polyhedral cells (i.e., the con-

trol volumes) over which the discrete Navier-Stokes equations

are integrated. As a consequence, the original system of Navier-

Figure 2.3: Finite volume method (FVM) illustration.

Stokes equations made of partial differential equation (PDE) is

rearranged into an algebraic system that can be solved using lin-

ear algebra iterative strategies. Then, the solution of this system

is stored into each cell of the mesh (in the nodes or in the cell
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centroid) and the process is repeated until convergence. How-

ever, a direct numerical solution of the NS equations for whatever

fluid flow is hardly ever attempted due to the presence of tur-

bulence in the most relevant engineering applications. Remem-

bering that turbulence is an intrinsically three-dimensional and

unsteady feature of flows, very fine meshes and time-steps should

be adopted to correctly catch all the turbulent eddies that con-

stitute the turbulent spectrum, thus leading to too long lasting

simulations. To further stress this point it can be assumed that

the mesh sizing to resolve the smallest scale for a 3D simulation

must be at least ∆x = ∆y = ∆z = l¸, and the time-step ∆t = Ä¸.

With this assumptions, the ratios between integral and viscous

scales can be interpreted as the total number of mesh cells and

the total number of time-steps needed to run a direct numeri-

cal simulation (DNS). From the Kolmogorov theory explained in

the previous section it has been demonstrated that the ratio be-

tween the integral and the viscous length scales is proportional

to Re0.75 while in terms of time scales to Re0.5. In conclusion,

it can be stated that the computational effort of a DNS scales

approximately with the product Re0.75Re0.5 ≈ Re3. This means

that DNS approach is even more computationally expensive as

the Reynolds number of the flow is high, making unfeasible to

use this method for most of the practical applications. Moreover,

these kind of simulations require local information about turbu-

lence at the domain boundaries that is often unavailable from

experimental campaigns. For these reasons, turbulence mod-

els have been developed with the aim of mimicking the effects of

turbulence on the mean flow variables without solving the turbu-

lent length scales. This has brought to the birth of the so-called

Reynolds-Averaged Navier Stokes (RANS) approaches that have

drastically reduced the computational effort of simulations mak-
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ing feasible to extend CFD methods also to the industrial field.

On the other hand as stated in the Introduction, some engineer-

ing applications cannot rely on turbulence modelling as they need

an accurate resolution of turbulent flows to be meaningful. For

instance, broadband noise is generated by turbulence, thus at

least the largest eddies of the turbulent spectrum must be solved

to determine the noise level somewhere in the space. Hence, to

combine the accuracy of a DNS with the low computational ef-

fort of a RANS, a wide range of hybrid CFD methods have been

proposed through the years, ranging from the Scale Adaptive

Simulation (SAS), to the Detached Eddy Simulation (DES) to

the Large Eddy Simulation (LES). Thereby, a breakdown of all

the possible CFD approaches can be based on the percentage of

the turbulent spectrum that the CFD method solves. A sum-

mary of all the existing CFD methods is reported in Figure 2.4.

In the rest of the section, dedicated paragraphs are intended to

separately deepen some aspects of each CFD technique family

mentioned so far.

Figure 2.4: CFD methods hierarchy in ascending order of ac-
curacy.
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2.2.1 Reynolds Averaged Simulation - RANS

The RANS approach [24] is the state of the art of numerical sim-

ulation for many industrial applications due to its ease of setup,

running and post-processing. This comes from the usage of tur-

bulence models which strongly reduce the impact of initial and

boundary conditions. The basis of the method is to consider each

flow variable as the sum of a mean and a fluctuating component,

describing the flow field with a time-averaged formalism. Equa-

tion 2.5 shows that the Reynolds averaging consists in taking a

time-average of f(x, t) over an infinite size window width.

f(x) = f − f ′ = lim
Ä→∞

1

Ä

∫ Ä

0

f(x, t) dt (2.5)

To account for compressibility effects of the flow, a density-

weighted or Favre-averaging [25] formulation is introduced. The

Favre average is linked to the Reynolds average through Equa-

tion 2.6.

˜f(x) = f − f ′′ = lim
Ä→∞

1

ÄÄ

∫ Ä

0

Äf(x, t) dt =
Äf(x)

Ä
(2.6)

At this point, by taking the Reynolds averaging of the Navier-

Stokes system, the continuity, momentum and scalar transport

equations (i.e., energy or chemical specie) are rewritten in their

RANS form according to Equations 2.7, 2.8, 2.9.

∂Ä

∂t
+∇ · (ÄŨ) = 0 (2.7)

∂(ÄŨ)

∂t
+∇ · (ÄŨŨ) = −∇p̃+ µ∇2

Ũ+ SM + Äij (2.8)

∂(Äϕ̃)

∂t
+∇ · (Äϕ̃Ũ) = Γϕ∇2ϕ̃+ Sϕ + ¼i (2.9)
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From the averaging process, the symmetric Reynolds stress

tensor Äij = −Äu′

iu
′

j and the vector ¼i = −Äu′

iϕ
′ appear in

the momentum and the scalar transport equations respectively.

These terms account for the effect of turbulence on the mean

variables but now a closure to the RANS system must be pro-

vided as Äij and ¼i are unknown. To do so, specific relations

between the unknowns and the averaged quantities are needed.

Depending on the way these unknowns are treated, two families

of RANS turbulence models are obtained.

2.2.1.1 Eddy Viscosity Models

Through the Boussinesq hypothesis [26] a turbulent eddy viscos-

ity coefficient µt is introduced to provide an algebraic closure for

the unknown Reynolds stress tensor which is supposed to be pro-

portional to the mean velocity gradient according to Equation

2.10.

Äij = −Äu′

iu
′

j = µt

(

∂Ui

∂xj

∂Uj

∂xi

)

− 2

3
Äk¶ij (2.10)

In Equation 2.10, the term in brackets is twice the mean strain

rate tensor Sij , k is the turbulent kinetic energy and ¶ij is the

Kronecker delta. A similar closure yields also for the ¼i vector

as given by Equation 2.11.

¼i = −Äu′

iϕ
′ = Γt

∂ϕ

∂xi
(2.11)

Here, the Γt constant can be expressed as a function of µt once

the turbulent Prandtl or Schmidt number are known. In other

words,the idea behind eddy viscosity models is to build a paral-

lelism between motion of fluid molecules and turbulent eddies.

The presence of turbulence enhances the transport mechanisms

and the momentum exchange between fluid particles so that un-



21 Fundamentals of Turbulent Flows

der the RANS perspective, a turbulent flow can be viewed as a

laminar one with a modified viscosity µeff = µ+ µt. Therefore,

the closure problem is reduced to the evaluation of the turbulent

viscosity everywhere in the fluid domain. It is worth noting that

eddy viscosity models assume isotropic turbulence, although this

approximation does not hold for the largest energy-carrying ed-

dies. At this point, from the gas kinetic theory it can be assumed

(µt/Ä) ∝ u∗l∗, where u∗ and l∗ are the eddy mixing velocity and

length. Equation 2.10 can be recast in Equation 2.12 for a 2D

flow, highlighting the contribution of u∗ and l∗ to turbulent eddy

viscosity.

Äxy =
1

2
Äl∗u∗

∂U

∂y
(2.12)

Algebraic or differential formulations can be used to express the

velocity and the mixing length, determining a vast set of RANS

turbulence models that can be grouped into three major cate-

gories.

1. Algebraic models

These models can be referred also as zero-equation models

as the velocity and the mixing length are not calculated

through transport equations. Depending on the way these

mixing lengths are derived, different algebraic models are

built. Among these models, the very first one was devel-

oped by Prandtl [27] who considered the mixing velocity

u∗ as a function of the mixing length l∗ which in turn was

supposed to be proportional to the wall distance.

u∗ ≈ l∗
∣

∣

∣

∣

∂U

∂y

∣

∣

∣

∣

; l∗ ≈ yw (2.13)

However, Equation 2.13 suggests that according to the

Prandtl model, the turbulent time scale (i.e., l∗/u∗) is of
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Figure 2.5: Law of the wall for turbulent boundary layers

the same order of magnitude of the integral time scale

(i.e., dy/dU) violating the hypothesis of isotropic turbu-

lence. For this reason, some modifications were needed

to properly model the turbulent boundary layer. Start-

ing from the law of the wall over a flat plate shown in

Figure 2.5, Prandtl and Von Karman introduced a proper

mixing length to model turbulence in each layer of a turbu-

lent boundary layer (i.e., viscous sub-layer, log layer, defect

layer) so that:



















l∗ = y2w sub-layer

l∗ = kyw log layer

l∗ = ¶(x) defect layer

(2.14)

In Equation 2.14, k = 0.41 is the Von Karman constant

while ¶(x) is the boundary layer displacement thickness.

Subsequently, van Driest [28] proposed the damping func-

tion in Equation 2.15 to reproduce the near-wall behaviour
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of turbulent eddy viscosity, taking the coefficient A+ = 26.

l∗ = kyw(1− e−y+/A+

) (2.15)

Furthermore, Clauser [29] corrected the eddy viscosity in

the defect layer while Kays and Moffat [30] adapted the

original model to pressure gradient flows, making the A+

parameter a function of the local pressure gradient. Later

on, Cebeci and Smith [31] developed a two-layer model

which exploits an inner and outer eddy viscosity coefficients

to reconstruct the law of the wall.






µt = µti for y f ym

µt = µto for y > ym
(2.16)

The general formulation of such models is expressed in

Equation 2.16 where ym is the wall distance at which µti =

µto. At this point, the closure is provided specifying an al-

gebraic law for the inner and outer contribution of the eddy

viscosity. Due to the difficulty in computing the displace-

ment thickness for separated flows, Baldwin and Lomax

[32] revised the formulation of the outer eddy viscosity

of the Cebeci-Smith model, developing a more versatile

two-layer model. Nevertheless, both these models were

designed to include pressure gradient terms, streamline

curvature, surface roughness and the laminar-to-turbulent

boundary layer transition. Although algebraic models do

not provide any information of the transport of turbulence

inside the flow, they have been widely used for industrial

applications due to their robustness and easiness of imple-

mentation into a CFD code.
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2. One-equation models

One differential equation is added to the original Navier-

Stokes system to determine how turbulence is transported

into the fluid domain. Hence, the eddy viscosity is sup-

posed to be a function of a scalar selected to express the

turbulence content of the flow. Doing so, non local effects

and the temporal evolution of turbulent eddies are included

in the modeling, overcoming the main deficiency of alge-

braic models. The first one-equation differential model was

developed by Prandtl [33] who chose the turbulent kinetic

energy (k = 1

2
u′

iu
′

i) to describe the transport of turbulence

inside a flow. Therefore, he linked the eddy viscosity to

turbulent kinetic energy through Equation 2.17, although

a mixing length must be provided to close the model.

µt ∝ Äl∗
√
k (2.17)

The transport equation for the turbulent kinetic energy was

derived by Prandtl from a manipulation of the momentum

equations leading to:

Ä
∂k

∂t
+ ÄUj

∂k

∂xj

= Äij
∂Ui

∂xj

− Äϵ+
∂

∂xj

[

µ
∂k

∂xj

−

1

2
Äu′

iu
′

iu
′

j − p′u′

j

]

(2.18)

Equation 2.18 implies that the transport of the kinetic en-

ergy (LHS) must be balanced by production, dissipation

and diffusion terms (RHS) everywhere inside the flow. The

dissipation and the diffusion terms of Equation 2.18 can be

expressed through Equations 2.19 and 2.20

1

2
Äu′

iu
′

iu
′

j − p′u′

j = − µt∂k

Ãk∂xj
(2.19)
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ϵ = ¿
∂u′

i∂u
′

i

∂xk∂xk
= C

k3/2

l
(2.20)

The C parameter in Equation 2.20 is a closure coefficient

derived by experimental evidence.

From the Prandtl model, another one-equation differential

model was derived by Spalart and Allmaras in 1992 [34]. In

this model the turbulent variable is a modified kinematic

viscosity ¿̃ which is directly correlated to the eddy viscosity

through Equation 2.21. Here, fv1 is a function of the ratio

Ç = ¿̃
¿ , being ¿ the kinematic viscosity of the fluid.

µt = Ä¿̃fv1 (2.21)

The transport of the ¿̃ variable is given by Equation 2.22.

∂¿̃

∂t
+ Uj

∂¿̃

∂xj
= cb1S̃¿̃+

1

Γ

[

∂

∂xk

(

(¿ + ¿̃)
∂¿̃

∂xk

)

+

+ cb2
∂¿̃∂¿̃

∂xk∂xk

]

− cw1fw

(

¿̃

d

)2

(2.22)

The reader may refer to [34] for further details on model

constants and damping functions.

3. Two-equation models

Exploiting a second differential equation allows for a more

precise characterization of the turbulence transport since

no length scale must be issued a priori. In addition to the

kinetic energy equation (Eq. 2.18), a dissipation equation

describes how turbulence is dissipated into thermal energy.

To this end, the turbulent dissipation per mass unit ϵ or

the turbulent dissipation per turbulent kinetic energy unit
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É = ϵ
k are commonly selected as the transported scalar of

the second equation. In the first case, the model is called

k − ϵ while in the second one k − É. Due to the presence

of many unknown terms, the standard versions of the k− ϵ

model is attributed to Launder and Spalding [35] who used

the following dissipation equation:

Ä
∂ϵ

∂t
+ÄUj

∂ϵ

∂xj

= Ce1

ϵ

k
Äij

∂Ui

∂xj

−Ce2Ä
ϵ2

k
+

∂

∂xj

[(

µ+
µt

Ãe

)

∂ϵ

∂xj

]

(2.23)

On the other hand, the most widely used formulation of

the k − É model is the one proposed by Wilcox [36] whose

dissipation equation is:

Ä
∂É

∂t
+ ÄUj

∂É

∂xj

= ³
É

k
Äij

∂Ui

∂xj

− ´ÄÉ
2 +

∂

∂xj

[

(µ+ µtÃ)
∂É

∂xj

]

(2.24)

At this point, depending of which model is used, the eddy

viscosity can be written as:

µt ∝ Ä
k2

ϵ
; µt ∝ Ä

k

É
(2.25)

Basically, the rearrangement of the k − ϵ model into the

k − É comes from some limitations of the k − ϵ for wall-

bounded flows. More precisely, the k − ϵ model cannot

be integrated down to the wall and it requires wall func-

tions to model the boundary layer. Furthermore, it is not

very accurate in case of adverse pressure gradients, leading

to wrong predictions of the separation onset for separated

flows. On the contrary, the k−É model is well suited to pre-

dict the flow close to solid walls and it can be also adapted
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for low Reynolds applications. This can be done by modify-

ing some of the model constants introducing a dependency

upon the the turbulent Reynolds number ReT = k
É¿ to

correctly capture the boundary layer transition. Another

option is to blend into a single model both the k−ϵ and the

k−É so to exploit the flexibility of the first one in the free-

stream region and the robustness of the second one close

to the wall. This was the idea of Menter [37] who wrote

the k − É Shear Stress Transport (SST) model defining a

switching function to force the model to run in the k − É

mode inside the boundary layer and in the k − ϵ mode

elsewhere. The basis provided by the k − É SST model

was then used by Langtry and Menter [38] to develop the

four-equation k−É−µ−Re¹ transitional model. Here the

authors introduced two additional transported scalar (i.e.,

the intermittency µ and the momentum thickness Reynolds

number Re¹) to properly detect the transition onset and

length for a wide range of flows.

2.2.1.2 Reynolds Stress Transport Models

Differently from what has been said so far, these models do not

require the Boussinesq hypothesis to close the RANS equations.

For all the six unknown components of the Reynolds stress ten-

sor, a transport equation is added to the system of the Navier-

Stokes equations. Doing so, each component of the Reynolds

stress tensor is numerically solved and there is no need for mod-

elling the production term of the turbulent transport. In addi-

tion, these models enable to catch the local anisotropy of the flow

due to buoyancy, swirling and curvature effects that are absent

in the eddy viscosity models. However, although the higher flow

characterization these models provide, they are not so widely
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used as the eddy viscosity models. This is mainly due to the nu-

merical instability and the higher computational effort they add

to the simulation. Among the others, the most famous Reynolds

Stress Transport models are the one of Launder, Reece and Rodi

[39] and the one of Speziale, Sarkar and Gatski [40].

2.2.2 Large Eddy Simulation - LES

The LES method was firstly developed by Smagorinsky [41] for

weather forecast, then Deardorff [42] used it for channel flow

applications to overcome the limitations of the RANS methods.

In the LES approach, turbulence is taken as a spectral quantity

made of eddies with different length and time scales, as described

in Section 1.1. The LES aims at numerically solving the turbu-

lent content of the flow, thus velocity fluctuations of the energy

carrying eddies must be captured. This means that the fluid

mesh should be fine enough to properly discretize all the eddies

from the energy containing range down to the upper threshold

of the inertial sub-range. Further refinements of the mesh would

shift the LES towards a Direct Numerical Simulation (DNS)

where also eddies in the dissipation range are resolved. Due

to the massive increase computational effort that a DNS would

determine, eddies in the dissipation range are modelled through

eddy viscosity models that are called sub-grid scale (SGS) mod-

els. In other words, the LES is a blending of the RANS and the

DNS methods: it works as a DNS for the larger energy-carrying

scales while it behaves as a RANS in the dissipation range, where

viscous motions cannot be neglected. Therefore, a spatial filter-

ing of the Navier-Stokes system is required taking care that the

filter width size is of the same dimension of the eddies in the

inertial sub-range. The need for resolving turbulence up to the

dissipation range threshold lies in the isotropy of the smallest
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scale that can be safely modelled by an eddy viscosity model.

From a computational perspective, the filtering operation con-

sists in creating a fluid mesh whose smallest cells have a sizing at

least equal to the length scale of eddies in the inertial sub-range.

Thus, all the length scales smaller than the mesh sizing are mod-

elled as sub-grid scales, while the larger ones are resolved. The

separation between resolved and modelled scales is performed ap-

plying to the Navier-Stokes equation a filter function G(x,x′,∆)

so that the filtered velocity comes from a convolution operation:

ũi(x) =

∫

G(x,x′,∆)ui(x
′)dx′ (2.26)

In equation 2.26, x is the position vector while x′ stands for

the region of space surrounding the x location. The ∆ parameter

represents the filter width that dictates the threshold between

the modelled and the resolved scales and it is usually taken as

the cube root of the cell volume. Hence, the i-th component of

velocity at location x can be expressed as the sum of the filtered

(tilde) and the fluctuating sub-grid (prime) contributions.

ui(x) = ũi(x) + u′

i(x) (2.27)

By applying the filtering operation to the incompressible Navier-

Stokes equation and exploiting the commutativity properties of

the convolution operation, the following system is obtained:

∂ũi

∂xi
= 0 (2.28)

∂ũi

∂t
+

∂ïuiujð
∂xj

= −1

Ä

∂p̃

∂xj
+ ¿

∂2ũi

∂x2
i

(2.29)

Where the angular parentheses in Equation 2.29 mean the

convolution operation applied to the product uiuj . By substi-
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tuting Equation 2.27 into Equation 2.29, the convective term of

the filtered momentum equation can be rewritten as:

ïuiujð = ïũiũjð+ (ïũiu
′

jð+ ïu′

iũjð+ ïu′

iu
′

jð) (2.30)

The first addendum in the RHS of Equation 2.30 is equal to

the product of the filtered velocity components while the quan-

tity in round brackets is the sub-grid stress tensor Äsgs. More

specifically, it can be noted that the overall sub-grid effect on

the resolved variable comes from the interaction between sub-

grid scales Rij and the cross interaction between resolved and

sub-grid scales Cij .

Rij = ïu′

iu
′

jð; Cij = ïũiu
′

jð+ ïu′

iũjð (2.31)

Thus, by inserting Equation 2.31 into Equation 2.29 it yields:

∂ũi

∂t
+

∂ũiũj

∂xj
= −1

Ä

∂p̃

∂xj
− ∂Äsgs

∂xj
+ ¿

∂2ũi

∂x2
i

(2.32)

According to the way the unknown Äsgs tensor is modelled,

different LES turbulence model are derived. The most intuitive

way is to provide an algebraic closure for Äsgs making it a func-

tion of a sub-grid eddy viscosity ¿sgs. Among the variety of

sub-grid models available from literature, the most wide-spread

ones are:

1. Smagorinsky model [41]

2. Dynamic Smagorinsky-Germano-Lilly model [43, 44]

3. Wall Adaptive Local Eddy Viscosity (WALE) model [45]

All these models have been developed starting from the orig-

inal Smagorinsky model [41] which suggests that the sub-grid

viscosity ¿sgs is a function of the resolved strain rate tensor:
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¿sgs = (Cs∆)2| ˜Sij | =
1

2
(Cs∆)2

∣

∣

∣

∣

(

∂ũi

∂xj
+

∂ũj

∂xi

)
∣

∣

∣

∣

(2.33)

where ∆ is the filter width and Cs is the Smagorinsky constant

equal to 0.1. However, it has been found that the Cs constant

should be tuned according to the type of flow under examina-

tion. For this reason, dynamic versions of the model have been

introduced by Germano [43] and Lilly [44] to adapt the model

constant to different kind of flows, making it a function of time

and space. More in detail, dynamic models exploit a second fil-

ter, whose width is larger than the one of the LES, to average

the already filtered LES equation. Doing so, a link between the

two residual sub-grid tensor can be found and the Smagorinsky

coefficient Cs can be derived from this relation. Nevertheless, an-

other limitation of the original Smagorinsky model is the wrong

prediction of eddy viscosity close to solid boundaries. Here the

model predicts a maximum for the eddy viscosity while accord-

ing to the law of the wall, the eddy viscosity should vanish in the

laminar sub-layer. To face this issue, a van-Driest wall function

is embedded into the model leading to the relation of Equation

2.34 for the sub-grid eddy viscosity.

¿sgs =
1

2
(Cs∆)2(1− e−y+/25)2

∣

∣

∣

∣

(

∂ũi

∂xj
+

∂ũj

∂xi

)
∣

∣

∣

∣

(2.34)

A more detailed characterization of the sub-grid eddy viscosity

is provided by the WALE model of Nicoud and Ducros [45].

¿sgs = (Cw∆)2
(S̃d

ijS̃
d
ij)

3/2

(S̃ijS̃ij)5/2 + (S̃d
ijS̃

d
ij)

5/4
(2.35)
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In Equation 2.35, S̃d
ij is the deviatoric component of the resolved

strain rate tensor and Cw is a model constant. This model can be

intended as an upgraded version of the Smagorinsky model that

is well suited also for wall-bounded flows. The WALE model

does not need a damping function as the sub-grid closure has

been rewritten to consider the real behaviour of eddy viscosity

at wall. Moreover the model also includes the back-scattering of

turbulent kinetic energy from smaller to larger scales that was

not originally considered in the Smagorinsky model. Finally, as

in the WALE model the sub-grid eddy viscosity is a function

of both the strain and the rotation rates, the model correctly

detects the stream regions where the turbulent kinetic energy

is concentrated. In light of these considerations, it can be con-

cluded that the Smagorinsky model is reliable for LES of free

flows (e.g., jets in cross-flow, shear layers, vortex detachment)

while the WALE model is preferable for the simulation of wall-

bounded flows (e.g., flow over flat plates, airfoils, channel flow).

2.2.3 Detached Eddy Simulation - DES

This approach was developed by Spalart [46] in 1997 and con-

sists in a blending of both the RANS and the LES formulations

into a single simulation. The need for such a hybrid method

comes from the too high computational cost of running a wall-

resolved LES (WRLES) for wall bounded flows, especially at the

high Reynolds number. It should be reminded that approaching

the wall, the size of the eddies scales with the wall distance. At

the same time, the size of the largest eddies is approximately

the boundary layer thickness which is expected to thin for high

Reynolds flows. Therefore, from a computational point of view

it would be unfeasible to run WRLES as too fine meshes should

be designed to detect the near wall eddies. On the other hand,
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in case of massively separated flows, RANS techniques usually

fail in accurately solve the flow features, leading to poor qual-

ity results. For this reason, the idea behind a DES simulation

is to run into RANS mode inside the attached boundary layer

while the LES mode is restored in the detached flow regions

(e.g., wakes, shear layers, separation bubbles, etc). The DES is

a non-zonal approach, meaning that the switching between the

RANS and the LES modes is based on a crossover distance that

is run-time calculated and not set a priori. More specifically,

a RANS and a LES-based length scales are defined and a local

comparison between them is taken at each mesh point. As long

as the RANS length scale is smaller than the LES one (LRANS

< LLES) a near-wall region is detected and the RANS mode is

enabled. If instead (LRANS > LLES), the simulation runs into

LES mode as very little viscous effects are expected far from the

walls. The definition of the RANS length scale depends on the

selection of the turbulence model that is enabled in the near-wall

region: common choices are the one-equation Spalart-Allmaras

[34] or the two-equation k − É of Wilcox [36]. The LES length

scale is always taken proportional to the local grid sizing, so that

LLES = CDES∆. The CDES constant is set to 0.65 and it is cal-

ibrated on the decay of homogeneous turbulence according to

Shur [47].

With regard to the Spalart-Allmaras version of a DES (SA-

DES), the distance d in the destruction term of Equation 2.22 is

replaced by the modified distance:

d̃ = min(d, CDES∆) (2.36)

From Equation 2.36 it can be observed that the original Spalart-

Allmaras model is recovered for d j ∆ while a one-equation
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sub-grid model is obtained for d k ∆. Similar considerations

hold also in case of a k − É DES, just taking the RANS length

scale as LRANS =
√
k/´∗É. To ensure that the RANS mode is

activated in the attached boundary layer, the ∆ is taken as:

∆ = max(∆x,∆y,∆z) (2.37)

As fluid meshes are always stretched in the stream-wise direction

along solid surfaces, it is very likely that ∆x will be the maximum

of Equation 2.37. This is important to prevent the activation of

the LES mode too close to the wall that could happen if the ∆

was equal to the cube root of the cell volume. This is an issue as

the stream-wise resolution of a DES mesh is set to target RANS

quality criteria and an early activation of the LES mode would

result in an incorrect prediction of the wall shear stress.

However, basing the switching between the RANS and the

LES models just on the mesh might lead to early activation

of the LES in those region where the mesh is refined in mul-

tiple directions. For instance, in high-curvature regions (e.g.,

airfoil leading edge) the mesh is usually refined both in the wall-

normal and in the stream-wise directions: here it can happen

that LLES < LRANS although at wall the mesh is not intended

for scale-resolved simulations. The major drawback of running

into LES mode on a low-fidelity mesh is the anticipation of the

separation onset due to the underestimation of the local wall

shear stress. This numerical issue, referred as Grid Induced Sep-

aration (GIS), has made the original DES method not so appeal-

ing for complex flow applications in which local refinements of

the mesh are unavoidable. To tackle the problem a first modifi-

cation of the original formulation was proposed by Spalart [48]

leading to the Delayed Detached Eddy Simulation (DDES). To
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prevent the GIS, the idea of Spalart was to alter the switching

mechanism embedding a shielding function in addition to the

mesh design parameters. Thus a DDES reads:

LDDES = LRANS − fdmax(0, LRANS − LLES) (2.38)

where fd is the shielding function defined by Equation 2.39.

fd = 1− tanh (8rd)
3; rd =

µ+ µt

Ä(kd)2max[ ∂ui

∂xj

∂ui

∂xj
, 10−10]

(2.39)

From Equation 2.38 it can be noted that the RANS length

scale is returned if the shielding function fd tends to 0. This is

consistent with the argument rd tending to unity which is true up

to the edge of the log layer of a turbulent boundary layer. Then,

in the defect layer rd diminishes reaching 0 at the edge of the

boundary layer so that fd tends to unity and the LES length scale

is returned from Equation 2.38. In other words, in a DDES the

switching criterion is based on both the grid sizing and the local

turbulent viscosity of the flow. The shielding function ensures

that the LES mode is enabled in regions where the magnitude

of the velocity gradient is much higher than viscous effects (i.e.,

in the defect layer and in the free-stream), enforcing the RANS

approach where convective and diffusive terms of the Navier-

Stokes equations have the same weight (i.e., inside the viscous

layers of a turbulent boundary layer).

Despite the extended range of validity of the DDES approach,

in 2008 Shur et al. [49] introduced the Improved Delayed De-

tached Eddy Simulation (IDDES) with the aim of upgrading the

previous DDES method of Spalart [48]. Two main points are

addressed by the IDDES variant:
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1. Log-Layer Mismatch (LLM): the DDES of Spalart [48]

suffers from a depletion of the RANS Reynolds stresses

across the RANS-LES interface.

2. Wall-modelled LES (WMLES) functionality: in case

of turbulent inflow prescribed in the form of energy spec-

trum, the IDDES of Shur [49] can act as a WMLES if the

mesh sizing in boundary layer regions is fine enough to

solve the energy-carrying eddies.

To include these two improvements into the DDES formulation,

a length scale for the WMLES mode is defined as follows:

LWMLES = fB(1 + fe)LRANS + (1− fB)LLES (2.40)

The fB empirical function is dependent upon the ratio be-

tween the wall distance and the grid sizing and it is designed to

provide a rapid switching between RANS and LES mode in the

range 0.5 < d/∆ < 1. According to Equation 2.41, for fB = 1

the RANS mode is on, while the LES is activated for fB = 0

fB = min[2e−9³2

, 1]; ³ =
1

4
− d

∆
(2.41)

The function fe in Equation 2.40 is intended to prevent the

LLM and the depletion of the RANS stresses in the crossing zone.

To do so, the fe function is constructed to elevate the RANS

stresses in the region 0 < d/∆ < 0.5. The in the range 0.5 <

d/∆ < 1 the elevating function fe coincides with fB , tending

to zero as the d/∆ ratio grows. This behaviour is needed as

the LES mode should be recovered (i.e., fe = 0) when the grid

close to the wall is fine enough to run a WRLES. The elevating

function is defined as:
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fe = max[(fe1 − 1), 0]Ψfe2 (2.42)

where in Equation 2.42, Ψ is a low Reynolds correction factor

and the fe1 and the fe2 functions control the region of augmen-

tation of the RANS stresses and the intensity of the elevation

respectively. At this point the blending between the DDES and

the WMLES branches is built using a modified version of the

original DDES length scale of Equation 2.38, leading to:

L̃DDES = f̃dLRANS + (1− f̃d)LLES (2.43)

where the blending function is defined as:

f̃d = max[(1− fdt), fB ] (2.44)

In Equation 2.44 the fdt function is basically the same of Equa-

tion 2.39, taking the rd ratio in its turbulent form rdt (i.e., con-

sidering the turbulent viscosity only on the numerator). With

this strategy of defining the DDES length scale, the automatic

switching between the DDES and the WMLES versions of the

IDDES is based on the hybrid length scale:

LIDDES = f̃d(1 + fe)LRANS + (1− f̃d)LLES (2.45)

The IDDES length scale in Equation 2.45 returns the WM-

LES length scale of Equation 2.40 when f̃d is equal to fB . This

happens in case of turbulent content provided at the inflow so

that rdt j 1 and fdt tends to unity. On the other hand, the el-

evating function fe tends to zero, restoring the modified DDES

length scale of Equation 2.43.
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2.3 Acoustic analogies in CAA

Acoustic analogies consist in different mathematical formulations

used in aeroacoustics to model aerodynamic noise sources as

sound emitters. Starting from the compressible Navier-Stokes

equations, the in-homogeneous form of the acoustic wave equa-

tion can be derived. Hence, depending on the way the source

term of the wave equation is modelled, three possible acoustic

analogies are retrieved:

• Lighthill analogy: this analogy [50, 51] models the fluc-

tuations of free flows surrounded by a still medium as a

distribution of quadrupole sources in the same volume.

• Curle analogy: the Curle analogy [52] is a revised ver-

sion of the Lighthill one accounting also for the presence

of fixed solid boundaries on noise generation from aerody-

namic sources.

• Ffowcs-Williams-Hawkings analogy: the FWH anal-

ogy [53] allows for noise predictions from sources in relative

motion with respect to a hard surface. The source terms

are modelled as a distribution of monopoles, dipoles and

quadrupoles.

In the rest of the section some aspects about the FWH anal-

ogy are presented, as it has been used for far field noise cal-

culations from aeronautical exhaust jets (see Chapter 5). Thus,

in-depth explanation on the Lighthill and the Curle analogies are

omitted, redirecting the reader to [50, 51, 52] for further details

on these models.
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2.3.1 The Ffowcs-Williams-Hawkings analogy

The FWH analogy is thought to extend the Lighthill theory [50]

to high speed convective problems where the noise source is in

relative motion with the surrounding fluid medium. Based on

the conservation of compressible mass and momentum, it can

be demonstrated that, given a generic surface S encompassing

the noise sources, the generation and propagation of noise in the

outer volume region is expressed by the inhomogeneous wave

equation:

∂2ϕ

∂t2
− c20

∂2ϕ

∂x2
i

=
∂nQij

∂xi∂xj ...
(2.46)

Where ϕ is a generalized variable and Qij represents a dis-

tribution of a n-th order multipole. Thus, once a formulation

for the Qij source term is provided, a solution for Equation 2.46

can be derived, mapping the acoustic field everywhere outside

the solid surface S. According to the FWH formulation, Equa-

tion 2.46 can be expressed in terms of pressure fluctuation p′ and

recast in the following form:

1

c20

∂2p′

∂t2
− ∂2p′

∂xi∂xj
=

∂2

∂xi∂xj
[TijH(f)]− ∂

∂xi
{[Pijnj+

+ Äui(un − vn)]¶(f)}+
∂

∂t
{[Ä0vn + Ä(un − vn)]¶(f)}

(2.47)

Where:

• ui is the flow velocity projected onto the xi direction

• un is the flow velocity normal to the surface described by

the function f = 0

• vi is the surface velocity projected onto the xi direction
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• vn is the surface velocity normal to the surface described

by the function f = 0

• Tij is the Lighthill stress tensor

• ¶(f) is the Dirac delta

• c0 is the speed of sound

• Pij is the compressive stress tensor

• H(f) is the Heaviside step function

From the list above, the Lighthill and the compressive tensors

can be expressed respectively through Equations 2.48 and 2.49.

Tij = Äuiuj + Pij − c20(Ä− Ä0)¶ij (2.48)

Pij = p¶ij − µ

[

∂ui

∂xj
+

∂uj

∂xi
− 2

3

∂uk

∂xk

]

(2.49)

It can be shown that a solution to Equation 2.47 holds in the

form of a free-space Green function. Thus, the acoustic pressure

field p′(x, t) can be expressed as a summation of surface and vol-

ume integrals where the firsts represent the contribution to the

overall noise from monopoles and dipoles and the seconds the one

coming from quadrupoles (i.e., turbulence noise). As the math-

ematical passages to find the solution to Equation 2.47 are quite

complicated and given that this is not the aim of the section, no

further details are provided hereafter. The full discussion about

this topic is available in [53].

On the other hand, important considerations can be made

upon the choice of the FWH surface. Firstly, the FWH analogy

is applicable to both stationary and moving surfaces. Moreover,

the integration surface can be permeable, meaning that it can
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wrap around whatever fluid region so that there is no need for

taking it coincident with the solid moving wall. In this case,

the solution to Equation 2.47 will return also the contribution

of quadrupole sources enclosed by the permeable surface. From

a CFD perspective, this implies that the volume mesh within

the FWH surface should be kept fine enough to properly catch

all the noise sources. At the same time, the permeable surface

should be carefully drawn ensuring that it includes all the sources

resolved by the chosen numerical method. In conclusion, these

two requirements turn into a well defined positioning of the FWH

surface inside the fluid domain if noise from quadrupole sources

is the main topic of the CFD investigation. An example is noise

radiated from turbulent jets for which all the acoustic footprint

comes from the turbulent structures generated at the nozzle ex-

haust. This topic is faced and widely discussed in Chapter 5.





3
Numerical Methods

In this chapter the numerical tools chosen to set up, run and

post-process the LES computations are presented. Firstly, an

overview on the open-source OpenFOAM [54] suite used in this

work is given, focusing on how to properly build up the simu-

lation workspace. Special care is taken to describe all the steps

required to run aero-acoustic LES within the OpenFOAM frame-

work. Then, in the second section of the chapter the meshing

library CFMesh [55] for mesh generation is presented. The latter

is an open-source tool implemented into the OpenFOAM suite,

that has been used in this work to create meshes on aeronauti-

cal nozzles (see Chapter 4). With regard to the acoustic liner

investigation (see Chapter 3), pre-processing operations involv-

ing the domain and the mesh creation have been handled by the

open-source SALOME [56] software which will not be further

described in this thesis. The reader may refer to the online user-

guide [57] of the SALOME platform for further details about the

software functionalities.

43
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3.1 The OpenFOAM suite

OpenFOAM (Open Field Operation And Manipulation) is a col-

lection of C++ compiled libraries and executables for CFD ap-

plications. The suite comprises a vast choice of flow solvers that

allow for the simulation of different thermo-fluidynamic prob-

lems (e.g., turbulent flows, multi-phase flows, conjugate heat

transfer, combustion applications, aero-acoustics, etc). In ad-

dition, a large number of utilities is available to perform pre-

processing and post-processing operations, ranging from mesh

generation and manipulation to sophisticated analysis of the sim-

ulation results. Moreover, the open-source nature of the software

enables the embedding into the suite of customized and user-

programmed applications aimed at handling very specific tasks.

A sketch of the OpenFOAM structure is shown in Figure 3.1.

Figure 3.1: Schematic representation of the OpenFOAM suite
structure.

To run a CFD simulation within the OpenFOAM framework,

a hierarchical organization of directories must be followed and a

minimum number of input files must be provided in the correct

directory path. Each file in each directory contains specific in-

puts for the simulation like mesh topology information, boundary

conditions, thermophysical models, simulation control settings,
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etc. More specifically, an OpenFOAM simulation runs into a

case directory where the word "case" labels a user-defined name

of the directory. In this mother directory, three sub-directories

must be always present and labelled as: 0, constant and system.

A focus on the three directories and on their content is reported

in the following paragraphs.

3.1.1 The 0 directory

The 0 directory gathers the boundary and initial condition files

for each flow variable involved into the problem under investiga-

tion. Each file must be labelled accordingly to the flow variable

name as listed in Table 3.1.

Variable File name

Pressure p

Velocity U

Temperature T

Turbulent kinetic energy k

Turbulent dissipation rate omega

Turbulent eddy viscosity nut

Turbulent eddy diffusivity alphat

Table 3.1: Flow variable file names in the 0 directory

The set of variables in Table 3.1 is the minimum required

to run a compressible turbulent flow simulation using the k − É

turbulence model and a pressure-based solver. Other variables

and files may be added or suppressed according to the type of the

simulation (e.g., laminar, incompressible, thermal, reactive etc.)

to be run. Generally speaking, the 0 directory must contain a

file for each variable transported by a transport equation. The
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nut and the alphat files are needed to tell the simulation if wall

treatments should be activated or not. In each flow variable file,

specific initial and boundary conditions are set for all the domain

boundaries: it is necessary that the name of the boundary region

in each file is the same of the one coming out from the mesh

generation.

3.1.2 The constant directory

In the constant directory the following two text files are manda-

tory:

• turbulenceProperties: this file begins with the declara-

tion of the simulation type (e.g., RANS, LES, DES). Then,

a proper turbulence model is specified accordingly to the

simulation type. In the OpenFOAM suite, a large number

of RANS models is available for different kind of simu-

lations, ranging from fully-turbulent one-equation models

(i.e., Spalart-Allmaras [34]) to transitional four-equation

models (Langtry-Menter k - É SST [38]). With regard to

the DES approach, the three DES97 [46], DDES [48], ID-

DES [49] versions are available with both the SA and the k-

É implementations as background RANS models. For LES

computations, the most commonly used sub-grid models

are the Smagorinsky [41] and the WALE [45] ones.

• thermophysicalProperties: in this file, the working fluid

properties like fluid type, equation of state, transport laws,

etc. are set. Depending on the the thermophysical type

that has been declared at the top of the file, other prop-

erties of the material (i.e., thermal conductivity, viscosity,

density, specific heat, etc.) must be entered through spe-

cific dictionaries. In case of incompressible simulations,
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the thermophysicalProperties file is replaced by the trans-

portProperties file in which just the value of the kinematic

viscosity must be entered.

Next to these files, the polyMesh sub-directory contains all the

information about the mesh topology. This sub-directory is au-

tomatically created and filled with all the necessary files when

the mesh is generated. This can be done with the aid of built-

in tools (e.g., CFMesh, snappyHexMesh, BlockMesh) or through

mesh conversion utilities if the mesh is imported from exter-

nal softwares. In the OpenFOAM workspace, a large choice of

mesh conversion utilities is available. Among the others, in this

work the ideasUnvToFoam utility has been invoked to translate

the .unv mesh coming from the SALOME environment into a

suitable FOAM format. There are five minimum mesh files pro-

duced during the mesh generation procedure, each one pointing

to a specific information about the mesh structure:

• boundary : this file provides information on the domain

boundaries. These are outlined as a set of faces which are

not shared by a couple of adjacent cells. Each boundary

region is labelled with a user-defined name that must be

preserved when setting the boundary conditions in the 0

directory.

• faces: this file contains a ordered list of cell faces uniquely

defined by the identification number (ID) of the nodes con-

stituting them. Cell faces are then stored in an array of

size equal to the total number of faces of the volume mesh.

• points: in this file, the 3-D coordinates of each mesh node

are listed and stored in an array of size equal to the total

number of nodes of the volume mesh.
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• owner and neighbour : these files explicate the mesh

connectivity, determining for each mesh face which is the

owner cell and the neighbouring one. To do so, arrays

of size N are allocated and faces are numbered from ID

= 0 to ID = N accordingly to the position in the array.

Thus in the owner file, an array is filled with the ID of

the cell that owns the face at a particular position in the

array. Similarly in the neighbour file, at each position in

the array is assigned the ID of the cell that is neighbouring

for that face.

3.1.3 The system directory

The system directory contains all the files for the simulation

management and monitoring. Depending on the amount of pre-

and post-processing activities to be performed, the number of

files in this directory may vary conspicuously. However, a mini-

mum of three files is always required to run whatever calculation:

• controlDict : this is a management file in which entries

like the solver selection, the maximum number of iteration,

the simulation time-step, the output to disk writing inter-

val and many others must be set according to the type of

simulation it is going to run. Depending on the user needs,

this file may also include the declaration of the so called

functionObjects that address run-time operations on the

mesh and the flow fields. For instance, function objects

can be invoked to calculate and output derived quantities

from the flow variables, to plot residuals on the fly, to per-

form sampling and averaging operations and so on.

• fvSchemes: in this file, numerical schemes for temporal

and spatial discretization of all the terms of the Navier-
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Stokes and transport equations are specified. Different nu-

merical schemes can be selected for the discretization of

different terms of the same transport equation. As the list

of available numerical schemes in OpenFOAM is very long,

in this paragraph just the most commonly used scheme

are cited. For spatial discretization, schemes are based

mainly on the Gauss integration. Then, depending on the

interpolation method, the order of accuracy of the numer-

ical approximation can be adjusted. The first order up-

wind Gauss upwind [58] scheme is usually too dissipative

to be recommended, unless for initialization purposes. A

good trade-off between accuracy and simulation stability

is provided by the second order upwind Gauss linearUp-

wind scheme [59] which is commonly set on the convective

term of the momentum equation in case of RANS calcula-

tions. Another option for the discretization of the convec-

tive terms is given by the TVD family schemes [60] among

which the Gauss Van Leer [61] and the Gauss minmod

[62] schemes are the most used. On the other hand, when

using high-fidelity DES/LES methods, at least a second

order cell-centered Gauss linear [63] scheme should be set

on all the transport equation terms to ensure high quality

results. Blended and limited schemes can be also exploited

to make the LES setup more robust. Finally, with regard

to temporal discretization in case of unsteady simulations,

the first order implicit Euler scheme is usually selected for

RANS cases, while the more accurate second order Crank-

Nicolson [64] or the second order implicit backward scheme

are common choices for high-fidelity approaches.

• fvSolution : in this file the numerical algorithms to solve

the Navier-Stokes system of equations are declared. Since



Numerical Methods 50

all the OpenFOAM solvers run into a segregated mode, dif-

ferent numerical algorithms can be selected to solve each

equation separately. Furthermore, in case of pressure based

solvers, the parameters of the SIMPLE [65] and PISO [66]

loops are set in a dedicated section of this file. Other dic-

tionaries can be filled in to specify relaxation factors or

limiters on flow variables to improve the simulation con-

vergence at the very first iterations.

3.2 The CFMesh library

In this section some aspects of the CFMesh [55] meshing tool

are described. The CFMesh has been used in this work of thesis

to create the fluid meshes around aeronautical nozzles. Details

of the final meshes for rounded and chevron configurations are

shown in Chapter 4.

The reason behind the choice of using the CFMesh instead of

the SALOME software lies in the octree-based meshing strategy

that makes CFMesh more suitable to handle complex geometries.

Moreover, the tool can automatically generate cartesian, tetra-

hedral and polyhedral meshes directly within the OpenFOAM

workspace so that no mesh conversion is needed to run simula-

tions. In this work, the cartesianMesh application has been used

to generate hexa-dominant meshes around the nozzle geometries

under investigation in Chapter 4. To do so, the cartesianMesh

application reads the geometry and the meshing parameters of

the meshDict file that must be put into the system directory.

Details on the cartesianMesh workflow are presented in the fol-

lowing paragraphs. It is worth noting that the same domain

and mesh generation phases hold also for the tetMesh (tetra-

dominant) and the pMesh (poly-dominant) applications.
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3.2.1 Domain creation

Since CFMesh does not provide a CAD modeler, the domain ge-

ometry must be created by exploiting an external software. All

the meshing algorithms implemented in the CFMesh require that

the geometry to be meshed is provided as a surface triangulation.

This means that to mesh 3-D volumes, the meshing applications

require just a manifold shell enclosing the volume and not the

volume component itself. At this point the domain geometry can

be saved and exported from the external CAD software as a .stl

(stereo-lithography) file. However, although the CFMesh sup-

ports the .stl format extension, it is more convenient to convert

the geometry from the .stl to the .fms file format. The latter is

the one preferred by CFMesh to generate meshes starting from

the information collected into the input geometry file. The file

format conversion can be handled by the surfaceFeatureEdges

utility which finds edges and corners of an input triangulated

surface. Once the geometry has been converted, the following

geometric entities will be listed in the .fms geometry file:

• Patches: domain boundaries are labelled preserving the

name it has been assigned to within the CAD environment.

If no separate named selections have been set before the

exporting phase, the whole shell will be detected as a single

boundary patch. Although this is not a major issue, it

implies that further mesh manipulation will be needed to

correctly split and rebuild multiple boundary patches.

• List of points: 3-D coordinates of all the surface points

are stored in an array.

• List of triangles: triangles are outlined as the triplet of

node IDs building them.
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• List of feature edges: edges are outlined as the couple

of node IDs building them.

• Face subsets: these subsets are not transferred onto the

volume mesh but they can be used to locate those regions

where particular mesh settings are needed. Each subset

contains the IDs of the faces that constitute the subset

itself.

From what has been said so far it can be stated that the input

geometry must be accurately shaped already within the CAD

modeler, as the CFMesh utilities do nothing except from file

format conversion. This means that great attention should be

paid on the resolution of the final .stl file when exporting the

geometry, as some features may be missing due to poor quality

of the surface triangulation.

3.2.2 Mesh generation

The meshing process is based on the inputs of the meshDict file

located in the system directory. Generally speaking, every mesh

is generated fitting the volume enclosed by the surface shell with

elements that are usually refined approaching solid boundaries or

high curvature regions. Refinements are based on an octree strat-

egy which implies that the size of the mesh elements is progres-

sively divided by two along each coordinate direction to cluster

the elements close to walls or user-defined regions of the domain.

The splitting process starts from a coarse level mesh sizing and

it stops once a target element size is reached in the regions of

interest. This meshing procedure is very powerful as it enables

complex mesh generation with low effort, efficiently redistribut-

ing the mesh elements inside the domain. As default, all the

CFMesh applications (i.e., cartesianMesh, tetMesh and pMesh)
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run in parallel on all the available cores, exploiting a shared mem-

ory communication architecture. To select a reduced number of

cores, the user can set the OMP-NUM-THREADS environment

variable to the desired number of cores.

Focusing now on the meshDict file layout, various entries

can be set to handle the mesh process and achieve high quality

meshes. Details on the most relevant entries are provided in the

list below:

• surfaceFile: this specifies the relative path to the geome-

try file inside the case directory.

• maxCellSize: this mandatory entry represents the max-

imum cell size generated in the domain. This is the value

from which the octree algorithm starts splitting the mesh

two by two.

• minCellSize: in regions where domain features are larger

than the cell sizing, an automatic refinement is enabled un-

til the minCellSize value is reached. Although this is op-

tional, this setting quickly generates a mesh showing which

regions need further manual refinement.

• boundaryCellSize: this optional setting enforces the re-

finement of the mesh at all the domain boundaries. It

is possible to keep the refinement sizing for a certain dis-

tance from the boundaries setting the refinement thickness

through the boundaryCellSizeRefinementThickness param-

eter.

• localRefinement: this entry is usually set to target higher

quality meshes specifying different refinement levels on dif-

ferent boundaries. The entry requires the name of the

boundary on which the refinement must be applied. The
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cell sizing can be either specified in dimensional values

(meters) or as the number of relative levels starting from

the maxCellSize. In this case, the number of desired sub-

divisions must be entered through the additionalRefine-

mentLevel keyword. As for the boundaryCellSize option, a

dimensional refinement thickness can be specified to pre-

serve the mesh sizing along an offset distance from the

boundary.

• objectRefinement: regions inside the volume mesh can

be refined by defining the topology of some primitive ge-

ometries where some refinement level is desired. The ob-

jectRefinement entry contains a dictionary to declare the

volume region to be refined: supported objects are lines,

spheres, cylinders, cones, truncated cones, cylindrical an-

nulus, conical annulus. For an in-depth description on how

to set these primitives the reader may refer to the CFMesh

user guide [55]. Refinement thickness is supported.

• surfaceMeshRefinement: this option allows for using

of a surface geometry file (e.g., .stl or .fms format) to de-

fine customized refinement regions in the volume mesh. It

can be interpreted as an upgrade of the previous objec-

tRefinement entry which limits the refinement influence to

primitive shapes. On the other hand, the surfaceMeshRe-

finement option extends the refinement influence to what-

ever topological region, as zones to be refined are wrapped

by the geometry provided by the file through an ad-hoc

surfaceFile keyword. Refinement thickness is supported as

already seen for the objectRefinement entry.

• edgeMeshRefinement: similarly to the previous entry,

this option enables the mesh refinement along edges of the
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domain. The feature edges can be extracted from the origi-

nal geometry and saved in a Visualization Toolkit (.vtk) file

running the FMSToSurface -exportFeatureEdges command

of the CFMesh library. Thus, this file can be entered into

the edgeMesh keyword of the edgeMeshRefinement entry,

specifying a proper mesh sizing and refinement thickness.

Once more, it is important that feature edges are well out-

lined in the original geometry file to produce a high quality

linear refinement.

• anisotropicSources: this entry is useful for those cases

when anisotropic meshes are required to produce accurate

results, still reducing the total number of elements in the

mesh. As for the objectRefinement entry, regions where

anisotropic elements must be fit are detected through the

specification of primitive objects. However, in this case

only planes and boxes are supported for 2-D and 3-D re-

finements respectively.

• boundaryLayers: this entry manages the inflation of pris-

matic layers on wall boundaries. The names of these bound-

aries are entered as sub-dictionaries of the patchBound-

aryLayers sub-dictionary. On each patch, the number of

prismatic layers, the growth rate and the maximum thick-

ness of the first cell are set through the keywords nLay-

ers, thicknessRatio, maxFirstLayerThickness. A further

allowDiscontinuity keyword can be turned on to prevent

the spreading of the number of layers of a patch to an ad-

jacent one. Optimisation parameters can be also enabled

to activate smoothing algorithms for a higher quality layer

extrusion. A thorough discussion about this aspect is ad-

dressed in [55].
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3.3 The libAcoustics library

The libAcoustics [67] is an OpenFOAM compatible library for far

field noise computation implementing three possible prediction

models: the Curle analogy [52], the FWH analogy [68, 69] and

the CFD-BEM (Blade Element Momentum) coupling. The val-

idation of the library for acoustic post-processing can be found

in [70].

Once compiled the correct distribution of the library, this can

be enabled by including into the controlDict file two additional

files named commonSettings and fwhControl that must be placed

into the system directory. The output of the library calculation

are the far field noise spectra, obtained from one of the prediction

models combined with the Fast Fourier Transform (FFT) [71] of

noise signal at some observer locations specified by the user. In

this work, the libAcoustics has been used for the nozzle activity of

Chapter 5. The FWH analogy based on the Farassat formulation

[68] has been chosen to produce the desired results. A summary

of the content of the commonSettings and the fwhControl files is

reported below.

• commonSettings: in this file the call to the acoustic li-

brary is made through the libs keyword at the top. Then,

the ambient properties are set specifying the undisturbed

pressure, density and speed of sound of the fluid medium.

The total time of acoustic probing is adjusted through the

timeStart and timeEnd keywords while the sampling rate

relative to the simulation time-step is expressed by the

probeFrequency keyword. Finally, the virtual location of

far field microphones is entered through the observers dic-

tionary where the information on the FFT window width is

provided by the fftFreq keyword. The latter multiplied by
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the probeFrequency and the dimensional time-step returns

the window width in seconds.

• fwhControl: in this file, the selected prediction model and

its formulation (in case of the FWH analogy) are declared.

Hence, the control surface for far noise extrapolation is

provided through the surfaces dictionary. Both bound-

ary patches and external triangulated surface enclosing the

noise sources are accepted here. In case of customized tri-

angulated surface, this must be provided as a .stl file to

be included into the constant directory. A wide documen-

tation on how to choose the FWH control surface can be

found in the work of Mendez et al. [72]. Further keywords

can be set to specify a relative motion between the noise

sources and the integration surface. Lastly, the transient

due to the distance the acoustic waves have to travel to

reach the microphones can be cut off by turning true the

fixedResponseDelay keyword. The latter reads the time

value set by the following responseDelay keyword to per-

form a translation of the time signal. Setting to zero the

responseDelay means the generation of acoustic data from

the prediction method and the simulation progress are si-

multaneous.

The output of the libAcoustics are far field noise spectra files

at each microphone position, collected into the automatically

created acousticData directory. All the spectra are initially pro-

duced from the signal time history after the time interval ex-

pressed by the fftFreq keyword of the commonSettings file. Then,

the files content is updated and overwritten with new spectra af-

ter another fftFreq time interval has been elapsed. This means

that the far field computation is continuously updated until the
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timeEnd limit is reached. In other words, the FFT is taken on

the time varying signal with a window width that is enlarged as

the simulation progresses. The time history of the noise signal is

saved in a separate file which is progressively updated append-

ing samples according to the probeFrequency value. The product

between the probeFrequency and time-step values set the higher

frequency that can be detected in the noise spectrum. More in

detail this product is related to the sampling rate of the signal

acquisition and thus to the temporal filtering of data. On the

other hand, the lower frequency of the spectrum is calculated as

the inverse of the window width at the end of the simulation.

Taking into account aliasing effects, this means that long-lasting

simulations have to be run if one is interested in accurately de-

scribing the low-frequency range of the noise spectrum. General

guidance is to take almost 8-12 time samples to consider a cer-

tain spectral frequency unaffected by aliasing. This indirectly

implies a slower convergence of the noise spectrum at the lower

frequencies and a faster one at the highest.
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Fan noise

In this chapter the acoustic liner investigation conducted in this

work of thesis is presented. The first two sections inform the

reader about the acoustic liners working principle and the state

of the art of acoustic liners investigation approaches. Then, in

the rest of the chapter, a detailed discussion on the simulations

outcomes is provided.

4.1 Acoustic liners

Acoustic liners are perforated panels installed on intake ducts

and sometimes on exhaust nozzles to absorb tone noise radiated

from the aft and the rear part of the engine. Traditional liners are

assembled putting a honeycomb panel in between a rigid support

back-plate and a perforated face-sheet as depicted in Figure 4.1.

The absorption mechanism of these passive devices is based on

the Helmholtz resonance phenomenon. From a qualitative point

of view, acoustic liners attenuate acoustic emissions in a narrow-

band frequency range by dissipating acoustic energy into shear

59



Fan noise 60

Figure 4.1: Acoustic liner geometrical parameters.

stresses and turbulent eddies at the orifices of perforated face-

sheets. The attenuation effect is due to oscillations of cross-flow

jets that set across the perforation pattern under the external

acoustic forcing. To maximize the acoustic damping, the depth

of the cavity backing the perforated plate is designed so that the

resonant frequency of the Helmholtz resonator is tuned with the

frequency of the acoustic excitation to be suppressed. In this

way, augmented oscillations of the cross-flow jets are promoted

converting a greater amount of acoustic energy into kinetic en-

ergy which is then dissipated by viscous friction. One of the

major drawback of traditional liners is that acoustic attenuation

is effective just around the resonant frequency of the system,

thus leading to a very narrow operative range.

Moving now to technical considerations, in Figure 4.2 a 3D

view and a sketch of an annular liner section is shown. The entire

liner can be viewed as a series of adjacent Helmholtz resonators



61 Fan noise

Figure 4.2: Annular liner section: 3D view (a) and schematic
view (b).

all characterized by an its own acoustic impedance defined as:

Z = R+ iX (4.1)

From Equation 4.1 acoustic impedance is a complex quantity

that measures the permeability of the resonator branch under

the passage of a travelling acoustic wave (red arrow in Figure

4.2). Hence, acoustic impedance can be indirectly related to

the acoustic absorption capability of the liner. More precisely,

the acoustic impedance is made of a real part called resistance

(R) and an imaginary part called reactance (X). The first one

is concerned with the magnitude of the amplitude attenuation

an acoustic wave undergoes when it hits the liner surface, while

the second one sets the compliance of the perforated panel, and

thus the acoustic response of the liner. Both the terms are func-

tions of the resonator geometry and the excitation frequency so

that different liners behaviours and absorption levels are pos-

sible depending on the external forcing and the liner dimen-

sions. In case of Helmholtz resonance, the acoustic impedance

is minimized and a maximum for the acoustic energy feeding

the resonator cavity is found. The value of this maximum is a
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function on the resonator geometric parameters like the cavity

depth, the orifice diameter and the face-sheet porosity and thick-

ness. Since acoustic resistance cannot be negative as linked to

damping effects, it follows that acoustic impedance is minimized

(i.e., resonance occurrence) only when reactance vanishes. At

the same time, resistance peaks as a consequence of the magni-

fication of the viscous damping. On the other hand, far from

resonance the sharp growth of reactance determines a hard-wall

behaviour of the liner and the travelling wave just bypasses the

resonator without being attenuated. Therefore, following a me-

chanical analogy [73], each single Helmholtz resonator of the liner

assembly can be sketched as a lumped Single-Degree of Freedom

(SDOF) mass-spring-damper, characterized by a single resonant

frequency. This approximation holds as long as a locally reacting

behaviour of the liner can be assumed, meaning that the acoustic

wavelength of the excitation is much larger than the resonator

dimensions. However, SDOF configurations of the liner can at

most determine one single resonant frequency, thus motivating

the narrow-band noise absorption typical of traditional panels. A

possible strategy to broaden the absorption capability of acoustic

liners is to build Multi-Degree of Freedom (MDOF) panels us-

ing multiple honeycomb layers interconnected by porous metallic

septa. This stratified assembly is then enclosed by a rigid back-

plate and a perforated face-sheet as for traditional SDOF lin-

ers. The number of honeycombs that constitute the panel sets

the number of degrees of freedom of the MDOF liner. Doing

so, the designer makes the liner resonate at more than a sin-

gle frequency (i.e., number of resonances equal to the number

of degrees of freedom) and a multi-frequency attenuation can be

obtained. However, the multi-cavity structure intrinsically de-

termines anti-resonant frequencies in between of two adjacent



63 Fan noise

resonances. Thus, when the acoustic forcing is tuned with one of

the N-1 anti-resonant frequency of the MDOF liner, a hard-wall-

like behavior of the panel is expected and no acoustic attenuation

occurs. Therefore, the designer should carefully dimension the

liner resonators ensuring that those frequencies to be suppressed

will never match one of the anti-resonant frequencies of the sys-

tem.

4.2 Acoustic impedance evaluation

As mentioned above, from an engineering point of view, the noise

attenuation achieved with acoustic liners can be derived from the

acoustic impedance of the perforated panel. The most common

and practical way to measure acoustic impedance of SDOF lin-

ers is based on the use of one experimental two-microphones

technique as described by Dean [74]. This is an extension of

the impedance tube of Kundt [75] to account also for grazing

flow and grazing incidence of the incoming excitation. At the

same time, a large variety of semi-empirical and analytical theo-

ries have been developed to model the damping effect of SDOF

acoustic liners. The first analytical models have been focused

on the characterization of the acoustic impedance of Helmholtz

resonators under the hypotheses of low pressure amplitudes and

normal wave-front incidence. In this case, a single cell of an

acoustic liner may be replaced by an equivalent SDOF mass-

spring-damper system as proposed by Sivian [76]. To include

the non-linearity of the flow oscillations and the radiation effect

at the orifice neck, a more accurate impedance model has been

suggested by Ingard [77]. Later on, semi-empirical models have

been extended to consider the effects of a grazing flow on the

acoustic performances of the acoustic liner cells. Basically, the
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grazing flow can be modeled as an obstacle for acoustic energy

feeding the resonator neck. Under this hypothesis, the first semi-

empirical model have been suggested by Garrison et al. [78] and

Rice [79]. Further analyses have been conducted by Bauer [80]

to model the mutual interaction of orifices in multi-perforated

cell layouts. Then, Kooi and Sarin [81] have demonstrated that

acoustic impedance is also a function of the boundary layer ve-

locity profile. This point has been further deepened by Goldman

and Chung [82] who have found a correlation between acoustic

impedance of perforated plates and friction velocity at wall. Fi-

nally, Kirby and Cummings [83] have proposed some corrections

to the existing models to consider the presence of porous mate-

rials on the resonator back-wall. With regard to MDOF layouts,

an extension of the method of Dean [74] has been developed by

Zandbergen [84] and Rademaker [85] for Double-Degree of Free-

dom (DDOF) and Triple-Degree of Freedom (TDOF) configura-

tions respectively. But due to the challenging instrumentation

of MDOF resonators, experimental campaigns usually rely on

non-intrusive acquisitions of the acoustic field through Particle

Image Velocimetry (PIV) or Laser Doppler Velocimetry (LDV)

[86]. On the other hand, very few semi-analytical models are

available from literature for MDOF liners. One of the most ac-

curate is the model of Hersh et al., that has been introduced for

SDOF systems [87] and then extended to DDOF geometries [88].

Another analytical model for DDOF liners is provided from the

work of Mekid and Farooqui [89] where the authors show the link

between the geometry of the DDOF resonator and the transmis-

sion loss parameter. More recent investigations on DDOF layout

can be found in the work from Rego et al. [90]. However, despite

the more and more accurate theoretical models and experimental

measurements techniques, none of these approaches can provide
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a deeper insight on the physical phenomena that lead to the

noise abatement of a liner element. To fill this gap, high-fidelity

CFD simulations are becoming a viable alternative although only

few works on this topic are already available from literature. A

detailed literature review on the acoustic liner modeling strate-

gies (analytical, mid-fidelity and high-fidelity) can be found in

the work of Winkler et al. [91] where past practices and fu-

ture needs are clearly described highlighting the pros. and cons.

of the available methodologies. Some of the recent works are

based on computational aeroacoustics (CAA) methods [92, 93],

Lattice Boltzmann Method (LBM) [94, 95, 96] and Large Eddy

Simulations (LES) [97]. Among them, high-fidelity numerical

investigations for impedance eduction of a single-element SDOF

liner have been carried out by Bodony and Zhang [98]. Through

a Direct Numerical Simulation (DNS) approach, they investi-

gated the acoustic response of both a single- and multi-orifice

perforated plates backed by a hexagonal cavity under no grazing

flow and normal incidence of an incoming tonal excitation. The

authors further extended their investigation to the single-orifice

SDOF liner in presence of a grazing flow [99] generating a wide

DNS database used in this work for validation purposes. A LES

approach has been also used by Bauerheim and Joly [100] to in-

vestigate the liner aeroacoustic coupling under grazing flow con-

ditions, and by Esnault et al. [101] to study synthetic jets in com-

bustor liners. With the aim of extending the knowledge about

the physics involved in the noise reduction mechanisms of SDOF

acoustic liners, in the first part of the present chapter a LES

approach has been exploited to evaluate the acoustic impedance

of a single- and multi-orifice liner elements for acoustic grazing

waves both in absence and presence of a grazing flow. The geom-

etry of the multi-orifice liner elements is the one experimentally
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studied by Jones in [102]. This part of the work is focused on the

evaluation of the acoustic abatement of these liner elements in

a wide range of acoustic wave amplitudes and frequencies, com-

bined with the effect of a realistic grazing flow Mach number

at the fan inlet (e.g, M = 0.3, M = 0.5). Then, single-orifice

results have been presented as an additional SDOF test-case to

explore a porosity scaling of the impedance results. Hence, the

validation of the LES setup has been achieved by comparing the

acoustic performance of multi-orifice cells with a porosity close

to the Jones’ test case against experimental and analytical pre-

dictions. To this purpose, the semi-analytical model of Hersh et

al. [87] has been used. Furthermore, special attention has been

paid to discuss the complex aerodynamic flow structures at the

orifice neck strictly linked to noise attenuation. In the second

part of the work, the presented LES approach has been used to

validate an in-house recursive extension of MDOF liner derived

by the guidelines provided in [88] and already presented in [103].

This analytical model results a quick tool for the design MDOF

liners. Finally, as a side objective of this activity on acoustic

liners it has been demonstrated that high-fidelity approaches are

becoming a viable alternative also for liner design, contrasting

the historical inertia of using empirical-based tools. This is par-

ticularly true for innovative liner concepts (e.g. triply periodic

minimal surfaces, TPMS [91]) that might be needed to achieve a

lower and broader noise attenuation with more compact config-

urations. The present study is part of a broad research activity

on aircraft engine noise which includes previous studies on both

tonal [104, 105] and core noise [106, 107, 108, 109, 110] of aero-

nautical turbine modules. To demonstrate the capability of the

LES approach in predicting the acoustic performance of different

liner typologies, three liner arrangements are analysed.
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4.3 Test-cases

In the following pages, the three liner arrangements investigated

in this work are presented. A multi-orifice SDOF case has been

used to validate the CFD method, a single-orifice SDOF case

to assess the scalability of impedance results and a single-orifice

MDOF case to test the attenuation performance of an innovative

liner layout.

4.3.1 Multi-orifice SDOF configuration

The liner geometry selected for the LES validation phase, was the

one experimentally studied by Jones et al. at the NASA Langley

Research [102] in the test rig named Grazing Flow Incidence

Tube (GFIT) shown in Figure 4.3.

Figure 4.3: Photograph of GFIT from [102].

Experimental campaigns for impedance eduction of aeronau-

tical liners with and without grazing flow have been carried out

by the NASA Langley Research Center Liner Physics Group for a

long time [111]. This experimental research activity made avail-

able to the aeroacoustic community a large database of high qual-
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ity impedance data for different panel configurations extremely

useful to validate analytical impedance models and, more re-

cently, high-fidelity (LES, DNS, LBM) computation setups. The

original GFIT test rig, was continuously improved by implement-

ing different acquisition systems based on traversing bar (GFIT-

TB) and 95 fixed-located microphones (GFIT-95M). For sake of

clarity, a schematic drawing of the test section with these two

different acquisition systems is reported in Figure 4.4. All the

details about the test rig, the impedance test section and the

acquisition system can be found in [102]. From pressure signals

acquired with microphones, the liner impedance is educed with

both an analytical approach and a 2D finite element method.

Different types of acoustic liners, ceramic tubular and two con-

ventional perforated configurations with different porosity, were

experimentally studied in [102].

The presented numerical investigation was focused on con-

ventional perforated configuration #1 (low porosity) reported

in [102] that is representative of those currently installed inside

on commercial aircraft engines for noise suppression. The con-

ventional perforated liner configuration #1 consists of an alu-

minum face-sheet bonded onto 9.5 mm-diameter hex-cell honey-

comb cavities that are 38.1 mm deep. The face-sheet thickness

is 0.64 mm, the hole diameter equal to 0.99 mm, and the hole

density was selected to achieve a porosity Ã = 6.4% as shown in

Figure 4.5(a). To numerically investigate this configuration with

a repetitive pattern, a seven-orifice pattern for each honeycomb

cavity configuration was built (see Figure 4.5(b)). The diam-

eter of the orifices and hexagon dimensions were kept the same

leading to a porosity Ã = 6.93%, very close to the experimental

value. The geometry and the fluid mesh were built in the open-

source SALOME framework [56], then they were converted into
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Figure 4.4: GFIT test section with different acquisition sys-
tems from [102]: (a) traversing bar GFIT-TB, (b)
microphone array GFIT-95M.

an OpenFOAM [54] readable format to run the LES. A struc-

tured grid strategy was followed to discretize the entire domain.

This latter was made of the hexagonal resonator and an upper

box where planar acoustic waves were enforced to travel stream-

wise. To prevent any interaction between the cross-flow jets and

the far-field, the upper box was sized to span a length of 240 ori-
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(a)

9.5 mm

φ = 0.99 mm

((b)

Figure 4.5: Schematic of perforated patterns: (a) conventional
liner #1 tested in [102] and (b) the seven-orifices
configuration.

fice diameters in the stream-wise direction (Lx), a height of 100

orifice diameters in the wall-normal direction (Ly) and a width

of 80 diameters in the span-wise direction (Lz). An illustration

of the numerical domain geometry and its boundaries is reported

in Figure 4.6. With regard to the meshing procedure, local grid

refinements were needed close to the orifices where complex flow

structures are generated by the pulsating jets, especially at the

non-linear regimes (e.g. high SPLs or close to resonance). Mov-

ing to the orifices region both from the upper domain box and

the cavity, the mesh elements were kept as uniform as possible

to increase the numerical stability of the simulations. Namely,

it is well known that a steep variation in the elements size or a

bad mesh quality in the region of interest might result in a less

robust setup. Moreover, the mesh was intentionally coarsened in

the far field regions to reduce the computational cost of the sim-

ulations. In this way, a proper mesh density around the orifices

was achieved, still reducing the total number of elements of the

final mesh. To accurately predict the flow oscillations across the

orifices and the wall shear stresses, each orifice was discretized by
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Figure 4.6: SDOF numerical domain: boundaries and dimen-
sions.

Figure 4.7: Mesh details: (a) orifice-region mesh and (b) single-
orifice mesh.

45 grid points along the diameter. An outward radial refinement

was used to stretch the cells down to the orifice lateral surface,

resulting in a first off-the-wall cell height of about 0.013 mm.

In addition, wall-normal and span-wise mesh refinements were

enforced on the upper box to correctly match the coarse mesh

in the far-field with the fine one near the orifices. Details of the

mesh close to the orifices are visible in Figure 4.7.
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4.3.2 Single-orifice SDOF configuration

A single-orifice configuration (Ã = 0.99%) depicted in Figure 4.8

was also studied to discuss the applicability of a porosity scaling

of the impedance results. Namely, the cavity shape of the multi-

orifice resonator was preserved but just the central orifice of the

pattern was retained. The analyses on this simplified resonator

help understanding whether liners with different porosity could

be correlated from an acoustical point of view.

Figure 4.8: Single-orifice configuration.

4.3.3 Single-orifice MDOF configuration

This single-orifice MDOF configuration was studied to further

validate the MDOF semi-analytical model proposed in [103] un-

der realistic grazing conditions. This can be achieved by leverag-

ing the experimental multi-microphone technique of Rademaker

[85] for the impedance eduction. To do so, virtual microphones

were implemented in the numerical environment of the LES.

To ease the generation of the fluid domain and mesh, three

identical squared-cross-section cavities and two identical sep-

tum thicknesses were considered to build a triple degree of free-

dom (TDOF) liner unit. For the same reason, a single-orifice
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Figure 4.9: TDOF numerical domain: boundaries and dimen-
sions.

coaxial pattern was considered. The choice of a TDOF ar-

rangement comes from the restricted applicability of the Rade-

maker impedance measurement technique [85] to TDOF liners

only. However, it can be reasonably assumed that for innovative

MDOF liners, three degrees of freedom are a proper trade-off

between absorption range widening and manufacturing complex-

ity. Moreover, larger MDOF systems are necessarily heavier and

more cumbersome, leading to installation issues inside the engine

nacelle.

As for the previous test-cases, an upper box was generated

to enforce a grazing planar excitation. Details of the numerical

domain are shown in Figure 4.9 and Table 4.1. Focusing on

the meshing strategy, the structured mesh was refined across the

orifice regions where the pulsating jets are expected. The mesh

density in these regions was calibrated to target an accurate dis-

cretization of the wall shear stresses at the orifice surface under

the resonant condition. As for the SDOF cases, similar consid-
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Orifice diameter (d) 1.20 mm

Facesheet/septum thickness (w) 1.00 mm

Cavity depth (L) 7.83 mm

Cavity side (l) 8.62 mm

Porosity (Ã) 1.52%

Bounding box length (Lx) 200 d

Bounding box height (Ly) 40 d

Bounding box width (Lz) 40 d

Table 4.1: Dimensions of numerical domain.

erations can be made on the meshing strategy of the different

zones of the domain. It is worth noting that the wall-normal

refinement is needed to correctly solve the boundary layer in

case of grazing flow simulations. The main meshing parameters

are listed in Table 4.2 while details of the mesh refinements on

a meridional slice are visible in Figure 4.10. The reader may

note that the clustering strategy used at the upper orifice was

repeated also on the middle and the lower cavity. More precisely,

along the vertical edges of each cavity of the resonator, a tooth-

saw distribution of mesh points was used. This latter enabled

the mesh coarsening at the middle of the cavity still refining it

when approaching to the orifices.

4.4 Semi-analytical impedance model

The first part of this section gives an overview of the origi-

nal Hersh model formulation for SDOF multi-orifice liners [87].

Then, an in-house recursive extension of the model to MDOF

liners is described. Such extension was already validated for a
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Total number of elements 8.5M

Mesh points per diameter 45

Min. mesh points per wavelength 40

Bounding box first cell height [mm] 0.023

Max. average y+ 0.93

Max. aspect ratio 66

Max. non-orthogonality 42◦

Table 4.2: Meshing parameters of the TDOF test-case.

Figure 4.10: Mesh refinement on the TDOF meridional view.

single-orifice, multi-cavity resonator in [103], so it is used here-

after to demonstrate its validity also for a multi-orifice single-

cavity configurations.

With reference to Figure 4.11, each degree of freedom of

whatever cell arrangement can be characterized by an its own

acoustic impedance. This latter is derived by taking the ra-

tio between acoustic pressure P0 and velocity u0 at the orifices

aperture. To do so, the conservation of unsteady mass and ver-

tical momentum must be solved on control volumes as the ones

highlighted with the dashed line in Figure 4.11. Considering

just the upper control volume, this spans a height equal to an
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Figure 4.11: Sketch of control volumes used in the Hersh
model. Multi-orifice configurations can be dealt
by using an equivalent single-orifice diameter.

unknown inertial length H1 of the jet oscillations. The upper

control surface has an opening area equal to the orifices aperture

S1, while the lower one is reduced due to the acoustic blockage

on the orifices wall leading to an effective area Svc. The perfo-

ration pattern is supposed to be made of orifices with the same

diameter, each one with a wall surface area Sw = Ãdw. Similar

considerations hold also for the remaining degrees of freedom of

the generic MDOF liner cell. In the following, the workflow to

derive the impedance model for a SDOF multi-orifice cell pattern

is fully discussed.

4.4.1 SDOF impedance model

When an acoustic wave hits the perforated plate, some acoustic

volume flow enters the resonator through the orifices aperture.

In case of N orifices and focusing on the inward half-cycle, from
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the unsteady mass and vertical momentum conservation laws it

yields:

uvcNSvc = u0NS1 + V NSV (4.2)

Ä0HNS1
duvc

dt
+ Ä0N(u2

vcSvc − u2
0S1) = (P0 − P1)NS1 − ÄwNSw

(4.3)

where:

• uvcNSvc is the overall acoustic volume flow exiting the

lower control surface

• u0NS1 is the overall acoustic volume flow entering the up-

per control surface

• V NSV is the overall grazing volume flow deflected into the

N orifices

• Ä0HNS1
duvc

dt
is the rate of increase in vertical momentum

• Ä0N(u2
vcSvc − u2

0S1) is the momentum flux across the con-

trol surfaces

• (P0 − P1)NS1 is the net driving pressure force at the N

orifices

• ÄwNSw is the viscous loss due to shear on the wall of the

N orifices

At this point five hypotheses, reported in the following sec-

tions, are made to derive analytical models for acoustic resistance

and reactance.

1. Discharge coefficients

To evaluate the acoustic blockage on each orifice wall and

the amount of grazing flow deflected into the resonator,
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an acoustic and a grazing flow discharge coefficients are

introduced

CD =
Svc

S1
, CV =

SV

S1
(4.4)

By substituting Equations 4.2 and 4.4 into Equation 4.3,

the momentum equation is recast as:

Ä0HNS1
duvc

dt
+ Ä0NS1[CD(1− CD)u2

vc + 2V CDCV uvc] =

= (P0 − P1)NS1 − ÄwNSw

(4.5)

From Equation 4.5 it can be observed that a linearized

version of the momentum equation is obtained when the

acoustic discharge coefficient tends to unity. This approx-

imation holds far from resonance or at the very low SPLs,

when almost no jet oscillations set across the orifices.

2. Cavity pressure

The restoring cavity pressure P1 can be expressed as:

P1 = −iÄ0c0Ã1 cot

(

É

c0
L1

)

uvc, Ã1 =
NS1

Scav

(4.6)

Equation 4.6 is derived by solving the 1-D wave equation

along the cavity depth (L1) direction. In Equation 4.6,

the liner porosity Ã1 is given by the ratio between the per-

forated area and the area of the cavity cross section Scav.

3. Non-linearity

When the acoustic system undergoes a non-linear regime

(e.g., resonance or very high SPLs), the non-linear term in

Equation 4.5 is supposed to oscillate harmonically. More-

over, it can be assumed that the link between the acoustic

forcing P0 and velocity uvc is given by an unknown phase
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shift ¹p which vanishes at resonance. These approxima-

tions are respectively expressed by Equations 4.7 and 4.8.

(uvce
iωt)2 = (u2

vc)e
iωt (4.7)

uvc(t) = uvce
(iωt+θp) (4.8)

4. Viscous losses

The momentum loss due to viscous shear stresses on the

wall of each orifice is modelled by Equation 4.9

Äw =

(

ks + ka

√

Éd1
2

¿0

)

µ0

d1
CDuvc (4.9)

where d1 is the orifice diameter, ¿0 and µ0 are the kine-

matic and dynamic viscosity of air and ks and ka are empir-

ical constants which depend on the diameter-to-thickness

ratio of the liner cell. Equation 4.9 highlights that the

overall viscous shear is given by the sum of steady-state

and pulsating contributions. The first one is due to the

boundary layer thickness on the orifice wall whereas the

second one is related to the excitation pulsation. In case of

a multi-orifice layout, Equation 4.9 still holds if an equiv-

alent single-orifice perforation is assumed. More precisely,

the orifice equivalent diameter to be considered when cal-

culating the viscous losses is:

deq =
√
Nd1 (4.10)

Equation 4.10 is obtained by imposing that the equiva-

lent single orifice has the same opening area of the original

multi-orifice perforation.
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5. Resistance-reactance decoupling

By substituting Equations 4.6 to 4.10 into Equation 4.5,

the following expression is derived:

CD(1− CD)u2
vc +

[

2V CV +
4¿0w1

d21

(

ks + ka

√

Éd1
2

¿0

)]

CDuvc + i

[

ÉH − c0Ã1 cot

(

ÉL1

c0

)]

uvc =
P0

Ä0

(4.11)

The resistance-reactance decoupling hypothesis is required
to separately equate the real and the imaginary parts on
the LHS of Equation 4.11 to the RHS. Without this simpli-
fication, Equation 4.11 would admit no analytical solution
due to its complex formulation. Taking separate ratios be-
tween the acoustic forcing P0 and the acoustic velocity uvc

leads to the following models for acoustic resistance and
reactance:

R

ρ0c0
=

√

√

√

√

(

1− CD

CD

)(

P0

ρ0c20σ
2

1

)

+

(

V CV

2σ1c0
+

RL

2ρ0c0

)

2

+

(

V CV

2σ1c0
+

RL

2ρ0c0

)

(4.12)

X

ρ0c0
=

ωH

σ1c0
− cot

(

ωL1

c0

)

(4.13)

Equation 4.12 can be interpreted as a solution to Equation 4.11

in case of a system resonance. Under this condition, the imagi-

nary part of Equation 4.11 vanishes and a solution to uvc may be
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found by solving a second order algebraic equation. The exten-

sion of the resistance model to frequencies far from the resonant

one is achieved by making the discharge coefficient a function of

the excitation frequency. For each orifice of the perforation pat-

tern, a unique discharge coefficient is calculated at resonance as

a function of the thickness-to-diameter ratio only. Then, the fre-

quency dependency is imposed through polynomial expressions

to account for the linear or non-linear regime the system under-

goes at different excitation frequencies and SPLs. It should be

also noted that overall resistance includes the linear resistance

term given by:

RL

Ä0c0
=

¿0w1

Ã1c0d2eq

(

Nks + ka

√

NÉdeq
2

¿0

)

(4.14)

Equation 4.14 is derived from Equation 4.12 under the lin-

earization hypothesis and in absence of grazing flow (e.g., CD

= 1, V = 0). The linear resistance is the major contribute to

the overall acoustic resistance in case of very low SPLs or when

the excitation frequency is not tuned with the system resonant

frequency. With regard to the reactance model, Equation 4.13

shows that a reactance trend can be obtained if some closure for

the unknown inertial parameter H is provided. In case of linear

behavior of the acoustic system and in absence of grazing flow,

the inertial parameter is found to be a function of the resonator

geometry only. Otherwise, some corrections should be applied

to consider the effects of the SPL and the grazing speed on the

effective length of the jet oscillations. The reader may refer to

[87] for further details about this topic.
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4.4.2 MDOF impedance model

The theory of the Hersh model [87] can be extended to what-

ever MDOF arrangement of the liner cells. This can be made by

linking the impedances of each degree of freedom of the MDOF

cell through a recursive formulation. In this section, the aim is

to present an in-house implementation of the theory extension

applied to TDOF single-orifice liner cell. This assumption does

not restrict the validity of the recursive version to single-orifice

configurations, as the equivalent orifice approximation still holds.

However, some questions may arise on how non-linear effects are

redistributed over each degree of freedom of the MDOF assem-

bly. With reference to the sketch in Figure 4.11, the discharge

coefficients are introduced for the upper control volume only.

This simplification is straightforward for the grazing flow coeffi-

cient as just the upper degree of freedom is directly exposed to

a grazing flow. On the other hand, the hypothesis of having the

acoustic discharge coefficient on the upper degree of freedom only

was made to reduce the complexity of the recursive formulation.

Moreover, it is not well understood if the way the discharge coef-

ficient is calculated for SDOF layouts holds even for the MDOF

ones. For these reasons, it has been assumed that the effects of

non-linear regimes would have been exerted on the upper res-

onator only, considering linear resistance and reactance models

for the remaining ones. Although these simplifications might

slightly alter the acoustic response of the MDOF cell, the ex-

tension procedure is supposed robust enough to provide at least

a preliminary estimation of the noise attenuation achieved with

MDOF liners. To derive acoustic impedance of the TDOF cell,

the continuity and the vertical momentum equations apply to the

three control volumes displayed in Figure 4.11. Following the

same steps as for the SDOF case and considering the previous
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hypotheses, the three momentum equations can be rearranged

in the form:

Ä0H1S1
du1

dt
+ Ä0S1

[(

1− CD

CD

)

u2
1 + 2V CV u1

]

=

= (P0 − P1)S1 − Äw1Sw1

Ä0H2S2
du2

dt
= (P1 − P2)S2 − Äw2Sw2

Ä0H3S3
du3

dt
= (P2 − P3)S3 − Äw3Sw3

(4.15)

where the subscript i = 1, 2, 3 labels the acoustic velocities at the

orifice of each degree of freedom. The restoring cavity pressure

is again retrieved by solving the 1-D wave equation along the

cavity depth direction. In this case, due to the presence of the

septa of the TDOF assembly, the acoustic velocities u2 and u3

contribute to the overall restoring pressure at the upper and the

middle orifices.

P1 = −iÄ0c0Ã1 cot

(

ÉL1

c0

)

u1 + i
Ä0c0Ã2

sin

(

ωL1

c0

)u2

P2 = −iÄ0c0Ã2 cot

(

ÉL2

c0

)

u2 + i
Ä0c0Ã3

sin

(

ωL2

c0

)u3

P3 = −iÄ0c0Ã3 cot

(

ÉL3

c0

)

u3

(4.16)
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Finally, viscous losses at each degree of freedom are modeled by

a generic gamma function:

Γi =

(

NiKssi +Kaci

√

ÉNideqi
2

¿0

)

¿0wi

d2eqi
(4.17)

Inserting Equations 4.16 and 4.17 into System 4.15, the following

expressions are derived:

(

1− CD

CD

)

u2
1 + [2V CV + Γ1 + i(ÉH1 − c0Ã1 cot (kL1))]u1+

+ i
c0Ã2

sin (kL1)
u2 =

P0

Ä0
[

Γ2 + i

(

ÉH2 − c0Ã2 cot (kL2)−
c0Ã2

sin (kL1)

)]

u2+

+ i
c0Ã3

sin kL2
u3 + ic0Ã1 cot (kL1)u1 = 0

[

Γ3 + i

(

ÉH3 − c0Ã3 cot (kL3)−
c0Ã3

sin (kL3)

)]

u3+

+ ic0Ã2 cot (kL2)u2 = 0

(4.18)

For sake of clarity, in System 4.18 the wave number k = ω
c0

has been introduced. From the third equation of System 4.18,

the acoustic velocity u3 can be written as a function of u2 and

inserted into the second equation. Hence, in a recursive way u2

is expressed as a function of u1 and substituted into the first

equation. At this point, after some mathematical passages, the

first equation of System 4.18 simplifies to:

(

1− CD

CD

)

u2
1 + [2V CV + z1]u1 =

P0

Ä0
(4.19)

where z1 is the acoustic impedance of the upper resonator. The

recursive link between the impedance of each degree of freedom
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is provided by System 4.20:

z1 = Γ1 +
c20Ã1Ã2 cot (kL1)

z2 sin (kL1)− ic0Ã2
+ i(ÉH1 − c0Ã1 cot (kL1))

z2 = Γ2 +
c20Ã2Ã3 cot (kL2)

z3 sin (kL2)− ic0Ã3
+ i(ÉH2 − c0Ã2 cot (kL2))

z3 = Γ3 + i(ÉH3 − c0Ã3 cot (kL3))

(4.20)

From System 4.20 it can be noted that the impedance of the

lower resonator z3 is exactly the same as if the liner cell had

been composed just of it. On the contrary, the impedance of the

middle and the upper resonators are affected by the presence of

the other degrees of freedom of the assembly. This is well high-

lighted by the first and the second equations of the System 4.20.

Generally speaking, it can be concluded that for MDOF cells,

the impedance zi−1 is a function of the impedance zi, stress-

ing the recursive coupling between the degrees of freedom of the

MDOF resonator. Finally, by solving Equation 4.19 for u1 , the

global impedance Z of the TDOF cell is derived taking the ratio

between the acoustic forcing P0 and the acoustic velocity u1.

4.5 High-fidelity method

High-fidelity LES were performed for the three test cases using

the open-source OpenFOAM (Open Field Operation And Ma-

nipulation) suite [54]. The simulations matrices are reported in

Tables 4.3, 4.4, 4.5. Letters A, B and C stand for the simu-

lations carried on the multi-orifice SDOF, single-orifice SDOF

and single-orifice MDOF test-cases respectively. As listed in Ta-

ble 4.3, the acoustic response of the multi-orifice SDOF resonator

was investigated varying the excitation frequency (cases A1-A6),

the SPL (cases A6-A9) and the grazing flow Mach number (cases
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SDOF multi-orifice

Case Freq. [Hz] SPL [dB] Mach [-]

A1 500 130 0.000

A2 1000 130 0.000

A3 1500 130 0.000

A4 2000 130 0.000

A5 2500 130 0.000

A6 3000 130 0.000

A7 3000 140 0.000

A8 3000 150 0.000

A9 3000 160 0.000

A10 1500 130 0.300

A11 3000 130 0.500

Table 4.3: Simulation matrix for the SDOF multi-orifice tcase.

A10-A11). For the latter cases, a uniform laminar inflow was

set on the upper box domain. This is an important aspect of

the grazing flow simulations as the boundary layer characteristic

(laminar or turbulent) has a strong influence on the resistance

prediction, as it will be shown later on in the chapter. Look-

SDOF single-orifice

Case Freq. [Hz] SPL [dB] Mach [-]

B1 500 130 0.000

B2 1000 130 0.000

B3 1500 130 0.000

B4 2000 130 0.000

B5 2500 130 0.000

B6 3000 130 0.000

Table 4.4: Simulation matrix for the SDOF single-orifice case.



87 Fan noise

ing at Table 4.4, it can be seen that LES of the single-orifice

SDOF test-case (cases B1-B6) were run varying the excitation

frequency only and in absence of a grazing flow. This was es-

tablished as it is presumed that the frequency response is the

the most sensitive to a variation of the liner porosity. Moving

MDOF single-orifice

Case Freq. [Hz] SPL [dB] Mach [-]

C1 500 130 0.000

C2 750 130 0.000

C3 1000 130 0.000

C4 1800 130 0.000

C5 2000 130 0.000

C6 2250 130 0.000

C7 2500 130 0.000

C8 3000 130 0.000

C9 3500 130 0.000

C10 5000 130 0.000

C11 6000 130 0.000

C12 750 130 0.075

C13 750 130 0.150

C14 750 130 0.225

C15 750 130 0.300

Table 4.5: Simulation matrix for the MDOF single-orifice case.

to the MDOF arrangement, the eleven LES cases listed in Ta-

ble 4.5 (cases C1-C11) were needed to accurately describe the

MDOF frequency response. Then, four additional calculations

(cases C12-C15) have been set up to understand how the graz-

ing flow alters the resonator behavior at a frequency close to the

first resonance (i.e., 750 Hz). Also for the MDOF, the hypothe-

sis of a laminar inflow was used to reduce the complexity of the
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numerical setup and to easily allow the imposition of a grazing

acoustic perturbation.

4.5.1 Boundary conditions

In all the simulations, a single-frequency planar acoustic wave

was forced to travel along the grazing flow direction from the

inlet to the outlet of the upper box domain. This is the main

difference with respect to the analyses presented in [98] where

the acoustic wave enters the domain from the domain top. No

discrepancies in the acoustic results are expected, and in addi-

tion, a grazing acoustic wave is considered more representative

of the liner working condition in turbofan engines. A sinusoidal

variation of the inlet pressure, that generates the planar wave,

was specified at the inlet plane through the uniformFixedValue

boundary condition available in the OpenFOAM. This latter sets

the amplitude and the frequency of the incoming acoustic wave

together with the mean pressure on which the acoustic signal

superimposes. A non-reflective characteristic boundary condi-

tion (NRCBC) is applied to the outlet boundary to prevent any

spurious reflections. This ensured that the acoustic field close to

the resonator neck was not altered by spurious boundary effects.

To this purpose, the non-reflective waveTransmissive boundary

condition was selected for all the flow variables transported by

the wave equation (e.g. velocity, pressure and temperature). As

explained by Poinsot and Lelef [112], such a Robin-type bound-

ary condition solves the inviscid Navier-Stokes equations recast

in the characteristics form on the outlet plane. The reflectivity of

the outlet was adjusted by tuning a stiffness constant which acts

as a source term in the in-homogeneous inviscid Navier-Stokes

equations. The value of this constant is a measure of how far

downstream of the outlet the mean pressure field is. According
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to the OpenFOAM nomenclature, the Linf parameter was set to

20 to avoid backwards reflection of the excitation at the outlet.

The standard noSlip condition was applied to the velocity field

at the perforated plate, while the cyclicAMI constraint was used

to enforce a span-wise periodicity of the flow variables on the

upper box. Finally, a uniform temperature of 300 K was speci-

fied at the inlet through the Dirichlet-type fixedV alue bound-

ary condition, while walls were treated as adiabatic through the

Neumann-type zeroGradient boundary condition. A summary

of the selected boundary conditions is shown in Table 4.6.

Patch Pressure Velocity Temperature

Inlet Dirichlet Neumann Dirichlet

Outlet NRCBC NRCBC NRCBC

Top Neumann Neumann Neumann

Lateral periodic periodic periodic

Walls Neumann no-slip Neumann

Table 4.6: Boundary conditions matrix used for all the cases.

4.5.2 Numerical solver and schemes

In the following, the numerical setup of the LES is described

in detail focusing on those aspects that can play an impor-

tant role when performing aeroacoustic simulations. The un-

steady compressible pressure-based rhoP impleFoam solver was

selected to run the LES. The solver implements the PIMPLE

algorithm, which blends the Semi-Implicit Method for Pressure

Linked Equations (SIMPLE) [65, 113] and the Pressure Implicit

with Splitting Operator (PISO) [66] algorithms to enhance the

stability of the unsteady calculations. After a sensitivity analy-

sis, it was found that two loops on pressure equation (PISO algo-
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rithm) and three pressure-velocity coupling loops (SIMPLE algo-

rithm) were a reasonable trade-off between stability and conver-

gence acceleration requirements. For temporal discretization of

the Navier-Stokes equations, an implicit second order backward

scheme was selected. The gradient, the convective, and the diffu-

sive terms were discretized with a blended Gauss localBlended

scheme. This latter was set to switch between a fourth order

cell-centered Gauss cubic scheme close to the orifices and the

face-sheet and a first order upwind Gauss upwind scheme. This

choice was motivated by the need for having high accuracy where

pulsating jets and the grazing boundary layer are expected, while

improving the setup stability otherwise. Finally, the WALE sub-

grid model [45] was selected to close the system of Navier-Stokes

equations. All the simulations were run until reaching the con-

vergence of acoustic pressure inside the resonator on 160 CPU

cores of a Linux cluster equipped with Intel CPU E5-2680 at

2.8 GHz, taking from 24 to 96 hours to complete the parallel

run. The statistical convergence of the solution was monitored

by recording the pressure signal at the cavity back-wall for the

SDOF layouts and at the back-wall of the lower cavity for the

MDOF one. More precisely, the duration of the acoustic tran-

sient was defined as the time the acoustic oscillations inside the

resonator need to grow to constant amplitude. Depending on

the characteristic of the excitation, this time ranged from 20

to 50 periods of the incoming acoustic forcing. The time-step

adopted for each simulation was kept tight enough to accurately

reproduce the incoming wave, preventing undesirable aliasing.

At the same time, the Courant-Friedrich-Lewy [114] constraint

CFLmax < 1 was satisfied everywhere in the domain even for the

grazing flow calculations. This led to a reduction of the dimen-

sional time-step from 1 µs (used for the no grazing flow cases) to
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20 ns for the grazing flow analyses at the highest Mach number.

4.6 Acoustic-induced flow at the orifice

As previously stated in this chapter, non-linear oscillations of the

cross-flow jets are expected when liners operate at high SPLs

or close to a resonant frequency. Although the highest noise

suppression is observed only in case of resonance, the non-linear

response of the system can be qualitatively evaluated from the

shape of the pulsating jets driven by the acoustic excitation. For

this reason, the present section discusses the characterization of

the turbulent structures solved by the LES approach when non-

linear jet oscillations occur. Such considerations are discussed

for the SDOF cases only, although they can be easily extended

to the multi-cavity results as well. In the rest of the section, the

effect of increasing SPLs on the jets oscillation is discussed.

As it can be seen from Figure 4.12, a contraction of the

oscillating jet flow area appears due to the viscous losses that

reduce the effective mass flow rate across the orifice. The four

visualizations collected in Figure 4.12 show the pulsating jet

when varying the acoustic amplitude from 130 dB to 160 dB

at a constant frequency of 3 kHz. Velocity vectors are super-

imposed on the velocity contours to outline both the viscous

boundary layers on the orifice lateral wall and the potential jet

core. The visualizations confirm that the increase in the wave

amplitude leads to a more evident vortex generation above and

below the liner neck. The asymmetry of the jet respect to the

hole axis is due to the acoustic grazing wave that travels from left

to right. To further stress this aspect, Q-criterion contours col-

ored with the cross-flow jet velocity are displayed in Figures 4.13

and 4.15 for the single and the multi-orifice layouts respectively.
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Figure 4.12: Jet velocity, f = 3 kHz: (a) 130 dB; (b) 140 dB;
(c) 150 dB; (d) 160 dB.

To help detecting the main flow features at the orifice region,

span-wise vorticity contours are plotted on the resonator mid-

plane as well (see Figures 4.14 and 4.16). For both the cases,

it is well clear that the transition to a fully non-linear regime

occurs when the acoustic excitation amplitude is above 140 dB.

Below this threshold, the 3 kHz acoustic forcing on the orifice

section generates a very low jet oscillation. No major turbulent

structures arise under this amplitude and the linearity of the jet

oscillations can be assumed far from resonance. On the other

hand, when the amplitude increases over 140 dB, the jet starts

to penetrate more into the cavity and the upper domain box,

progressively losing its original cylindrical shape. More in de-

tail, when the oscillation regime becomes highly non-linear (e.g.
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Figure 4.13: Q-criterion at different SPLs - single orifice: (a)
130 dB; (b) 140 dB; (c) 150 dB and (d) 160 dB.

Figure 4.14: Spanwise vorticity contours - single orifice: : (a)
130 dB; (b) 140 dB; (c) 150 dB and (d) 160 dB.

150 dB), some coherent and toroidal structures are generated at

the orifice rim. At the same time, the potential jet core starts

to shrink and two viscous low-speed boundary regions become

clearly visible on the orifice walls. These effects are magnified

at the amplitude of 160 dB, when the jet oscillations are so in-

tense to determine the breakdown of the coherent turbulence.
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Figure 4.15: Q-criterion at different SPLs - multi orifice: : (a)
130 dB; (b) 140 dB; (c) 150 dB and (d) 160 dB.

Figure 4.16: Spanwise vorticity contours - multi orifice: : (a)
130 dB; (b) 140 dB; (c) 150 dB and (d) 160 dB.

In other words, the higher the incoming acoustic energy is, the

smaller and more energy-carrying eddies detach from the orifice.

This also leads to a more evident wrinkling of the external jet

surface which becomes highly irregular. Again the asymmetry

of the jet structures at highly non-linear regimes are due to the

presence of the grazing acoustic wave that propagates from left

to right in all the visualizations. A similar behaviour of the
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cross-flow jet oscillation is expected also at resonance regardless

of the SPL. However, non-linear oscillations due to high SPL do

not mean great acoustic attenuation as this is obtained close to

resonance only.

4.7 Impedance results

In this section, impedance evaluations of the three test-cases un-

der investigation are reported. Firstly, the results from the LES

of the multi-orifice single-cavity cell are compared with the ex-

periments of Jones [102] and the semi-empirical model of Hersh

[88] to validate the LES setup on a realistic liner pattern. For

the grazing flow cases, comparisons have been made also with

the numerical analysis conducted by Zhang and Bodony [99].

Then, the effects of the porosity on the resonator response are

investigated: the acoustic impedance of the two different layouts

are scaled by multiplying the resonator porosity to assess when

different perforated panels can be somehow correlated. The nu-

merical outcomes are compared again with the experiments of

Jones [102] and the DNS of Zhang and Bodony [98]. Finally, the

extended version of the Hersh model for MDOF liners is vali-

dated against the LES of the TDOF liner arrangement. Before

showing the numerical results, the experimental two-microphone

and three-microphone methods proposed by Dean [74] and Rade-

maker [85] for impedance evaluation must be illustrated. These

techniques have been implemented into the OpenFOAM envi-

ronment by including virtual microphones to derive the acoustic

impedance from the LES results. The sketches of both the two-

and the three-microphone in-situ methods are shown in Figure

4.17.

Mimicking an experimental rig, in case of SDOF systems,
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Figure 4.17: Probe array for the in-situ method application:
(a) SDOF, (b) TDOF.

the acoustic signals were recorded by virtual pressure probes, at

the cavity back-wall (B) and at the face-sheet center-line, up-

stream of the orifice aperture (A), as shown by Figure 4.17(a).

For the TDOF configuration, the single-probe cavity acquisi-

tion is replaced by a couple of microphone placed in B and C

as depicted in Figure 4.17(b). Since these in-situ techniques

might suffer from the hydrodynamic influence of the pulsating

jets, a set of five probes aligned with the face-sheet center-line

was considered. The upstream distances at which the face-sheet

probes were placed are respectively: l1 = 6d, l2 = 12d, l3 = 18d,

l4 = 24d, l5 = 30d, being d the orifice diameter. With regard to

the multi-orifice SDOF cell, the same distances were referred to

the orifice at the middle of the perforation pattern. The pres-

sure signals are then processed by a DFT algorithm to derive

the specific acoustic impedance of the liner element. In case of a

SDOF configuration, specific acoustic impedance is obtained by

using Equation 4.21 while for a TDOF one, Equation 4.22 is

used.

z(É) = −j
|pA|
|pB |

ejΦAB

sin(kL)
(4.21)
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z(É) =
PAP

∗

A sin (kL1)

PCP ∗

Ai cos (kx2)− PBP ∗

Ai cos (kx3)
(4.22)

In the above expressions, Li is the cavity depth, k is the acoustic

wave number, Φ is the phase shifting between the face-sheet and

the cavity pressure signals, Pi is the complex pressure ampli-

tudes and x2 and x3 are the position along the grazing direction

of the cavity microphones for the TDOF acquisition. Since from

an experimental point of view it is unfeasible to place a micro-

phone exactly at the orifice aperture, the acoustic pressure in A

was reconstructed from the signal recorded by one of the face-

sheet probes at position Ai. More precisely, knowing the linear

distance li between the face-sheet probe and the orifice aperture,

the grazing flow Mach number M and the excitation wavelength

¼, the phase shift ΦAiA between the acoustic signal at the probe

and at the orifice aperture is given by:

ΦAiA =
2Ãli

¼(1 +M)
(4.23)

Finally the phase shift ΦAB in Equation 4.21 is retrieved by

subtracting the translation term ΦAiA to the acquired phase shift

ΦAiB .

4.7.1 Validation of the LES approach

In this subsection the acoustic impedance of the multi-orifice

liner element coming from high fidelity simulations was compared

with analytical and experimental benchmarks in order to validate

the proposed LES approach.

1. No-flow condition

The trends of the acoustic resistance and reactance for a

130 dB acoustic excitation are shown in Figure 4.18. Here,



Fan noise 98

the frequency response predicted by the LES is represented

by the black squares. The results coming from the semi-

analytical Hersh model are represented by the red dashed

line, while the light-blue circles and the blue pentagons

come from Jones’ acquisitions.
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Figure 4.18: Specific resistance (a) and reactance (b) at fixed
130 dB SPL.

As shown in Figure 4.18, a good agreement between the

LES results and the Hersh model is found for both the re-

sistance and the reactance over the entire frequency range.

To collapse LES impedance evaluations coming from the
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different probe A locations into a single black square an

average on the face-sheet probe results has been taken.

The shaded bandwidth across the black squares indicates

the range of variation of the resistance and the reactance

at each frequency. Looking at the experiments of Jones, it

can be noted that the LES correctly detects the resistance

peak at around 1.5 kHz which is predicted also by the Hersh

model but at a slightly lower frequency. At the same time,

the anticipation of the reactance zero crossing means that

the Hersh model underestimates the resonant frequency at

about 1.3 kHz. This discrepancy may come from the ap-

proximation of the seven-orifice perforation pattern with

an equivalent single orifice with the same opening area.

This assumption has been made as in the Hersh model for-

mulation, a unique value for the discharge coefficient for a

single hole was considered when implementing the formula

to obtain the analytical resistance. Conversely, a marked

mismatch between experiments and the LES results is vis-

ible for frequencies higher than the resonant one. Here the

LES follows the trend of the Hersh model but it keeps de-

creasing instead of showing a secondary peak at around

2.5 kHz. It should be noted that the two experimental

techniques (i.e., 95 microphones and traversing bar) used

by Jones gave different results on the same liner geometry

for frequencies higher than 1.5 kHz. The 95 microphone

measurement is then considered the most reliable one, as

it is not well clear why a secondary peak coming from the

traversing bar method should appear in a locally reacting

SDOF system. On the other hand, it should be consid-

ered that the porosity of the liner tested by Jones is not

exactly the same of the one of the liner investigated by
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using the LES and the Hersh approaches. Since the liner

porosity affects mainly the acoustic resistance evaluation,

this might explain why greater deviations have been found

on resistance, while reactance values have been predicted

in an excellent agreement by all the three approaches.

Moving now to SPL effects, in Figure 4.19 the acoustic

quantities are plotted against the SPL for an excitation

frequency equal to 3 kHz. In this case the LES results are

only compared with the Hersh model due to the lack of ex-

periments at SPLs higher than 130 dB. From Figure 4.19 it
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Figure 4.19: Specific resistance (a) and reactance (b) at fixed
3 kHz frequency.
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can be observed that the sensitivity to the face-sheet probe

location (gray band) affects the reactance estimation more

than the resistance one. Moreover almost no effect of the

SPL has been found on the bandwidth thickness meaning

that the in-situ method of Dean is marginally influenced

by the oscillation regime. Focusing on Figure 4.19(a), the

numerical and the analytical resistance predictions agree

well up to 150 dB. From this threshold on, an abrupt in-

crease in the resistance is predicted by the LES so that

at 160 dB the numerical resistance nearly doubles the an-

alytical prediction. The reason behind this discrepancy

is probably due to the lack of the cross-flow contribution

when deriving the discharge coefficient through the Hersh

model. More in detail, it can be deduced that the acoustic

discharge coefficient coming from the LES simulation at

160 dB and 3 kHz is lower than the one computed in the

analytical model. Since a lower discharge coefficient value

implies a greater blockage on the orifice walls, the increase

in acoustic resistance for the LES simulation is thus moti-

vated. On the other hand, at the quasi-linear regimes, the

jets oscillation is damped, thus reducing the hydrodynamic

contribution to the overall discharge coefficient. As a re-

sult, a closer match between the Hersh model and the LES

has been found at lower SPLs. Focusing now on reactance,

the Hersh model predicts an almost constant reactance at

all the investigated SPLs whereas a decreasing trend can

be observed for the LES. This is again due to the way

the Hersh model computes the discharge coefficient at the

very high SPLs. According to the model implementation

[88], the frequency dependency of the discharge coefficient

is unaltered when a fully non-linear behavior of the acous-
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tic system holds. This means that from a certain thresh-

old on, the increasing SPL affects no more the resonator

inertial length, leading to a constant reactance as shown

by Figure 4.19(b). Actually, as the discharge coefficient

would keep decreasing, a further reduction of the inertial

length is expected, thus leading to a decreasing reactance

as well. In other words, it can be concluded that from the

Hersh model, almost the same amount of non-linearity is

predicted for SPLs ranging from 130 dB to 160 dB. Con-

versely, the LES shows a tendency towards a quasi-linear

response for SPLs equal to 130 dB or 140 dB, locating the

fully non-linearity threshold beyond 150 dB. The differ-

ence between the numerical and the analytical approaches

might lie once again in the reduction of the seven-orifice

pattern to an equivalent single orifice configuration when

applying the Hersh model. More in detail, the number of

orifices and the perforation pattern may determine conju-

gate interactions between the pulsating jets that are not

modelled by the analytical approach.

2. The grazing-flow condition

For the grazing flow cases A10-A11 presented in Table 4.3,

LES results have been compared with the numerical work

of Zhang and Bodony [99] and the experiments of Jones

[102] separately. More precisely, an excitation at 1.5 kHz

was superimposed on a M = 0.3 grazing flow Mach num-

ber to recreate the experiments of Jones, while a 3.0 kHz

excitation with M = 0.5 grazing flow Mach number have

been selected to replicate the DNS of Zhang and Bodony

[99]. Looking at Figure 4.20(a) it can be seen that the

present LES calculations strongly underestimate acoustic
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resistance when compared to the experiments. This is

probably due by the laminar boundary layer of the graz-

ing flow at the face-sheet holes in the upper box of the

numerical domain. It should be recalled that in the LES

setup, no turbulent inflow was provided at the domain inlet

and the upstream distance is not long enough to promote

the boundary layer transition that is then triggered down-

stream of the holes by the pulsating jet as it will be ex-

plained later on. The effect of the laminar boundary layer

is evident also from Figure 4.20(b), where the comparisons

with Zhang and Bodony [99] of the acoustic quantities are

reported. In their work, Zhang and Bodony imposed both

laminar and turbulent LES inflows, stressing that the nor-

malized acoustic resistance Ã ¹ is expected almost to triple

if a turbulent inflow is prescribed (see the resistance bars

in Figure 4.20(b)). This was demonstrated for a single-

orifice liner but it can be reasonably concluded that the

same holds for any perforation pattern. Indeed, the bars

referring to the seven-orifice configuration under a lami-

nar grazing flow are in good agreement in terms of acous-

tic resistance. This is a further prove of the influence of

the boundary layer characteristic on the liner performance.

The explanation to this evidence lies in the amount of en-

ergy carried by a laminar and turbulent boundary layers.

It is known that turbulent transition enhances the mo-

mentum mixing inside the boundary layer so that a higher

acoustic energy must be supplied to make the jet penetrate

the boundary layer over the orifices. As a consequence, this

means that turbulent boundary layers hamper more the

feeding of resonators due to the incoming forcing, leading

to an increase in the acoustic resistance. This aspect will
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Figure 4.20: Effect of the grazing flow boundary layer on re-
sistance and reactance: M = 0.3, f = 1.5 kHz (a);
M = 0.5, f = 3.0 kHz (b).

be further investigated in the MDOF subsection where the

LES results will be used as a validation tool.

4.7.2 Effect of porosity on acoustic absorption

This part of the chapter is focused on the effect of the perfora-

tion porosity on acoustic impedance of the liner resonators. The

aim of this part of the work is to demonstrate when liners with

different perforated face-sheets can be acoustically correlated as

done by Zhang and Bodony in their works. To do so, the acous-



105 Fan noise

tic performance of different liner resonators must be expressed

in terms of the acoustic resistance and reactance multiplied by

the porosity of the liner. In this context, the acoustic responses

of both the single and the multi-orifice cells are compared to the

experiments of Jones [102] and the DNS of Zhang and Bodony

[98]. Since experimental data are available for a fixed 130 dB

SPL value, only the frequency response of single- and multi-

orifice liner resonators has been investigated. A summary of the

porosity values under investigation is reported in Table 4.7.

Case Porosity (Ã)

Single-orifice present LES 0.99%

Multi-orifice present LES 6.93%

Jones Experiments Low Porosity 6.40%

Jones Experiments High Porosity 15.00%

Zhang-Bodony DNS 0.99%

Table 4.7: Porosity values for different test-cases.

The normalized acoustic resistance and reactance of the in-

vestigated resonators are shown in Figure 4.21. From both

the graphs, it can be noted that for frequencies higher than 2.5

kHz the present LES well agrees with the DNS by Zhang and

Bodony both in terms of resistance and reactance. This suggests

that liner with different porosity and perforation pattern are ex-

pected to be correlated at high frequencies. On the other hand,

when moving to lower frequencies, major differences when col-

lapsing the normalized resistance become evident also between

numerical outcomes. Similar considerations can be made for the

normalized reactance although the scaling by the porosity seems

to work better than applied to resistance. However, even for the

normalized reactance a discrepancy between the response of each
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Figure 4.21: Normalized resistance (a) and reactance (b) for
different perforation patterns.

resonator has been found at low frequencies. The explanation

to these trends lies in the way the porosity enters into the res-

onator response. To stress and explain this aspect, the analytical

resistance and reactance derived by using the Hersh model are

displayed in Figure 4.22 for porosity values equal to: Ã1 = 0.99

%, Ã2 = 6.93 %, Ã3 = 14.85 %. It is worth noting that porosity

in the Hersh model implementation refers to an arrangement of

one, seven and fifteen orifices respectively, each one of the same

diameter d = 0.99 mm. From both the graphs of Figure 4.22 it

is clear that an increase in the liner porosity shifts the resonant
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Figure 4.22: Acoustic resistance and reactance predicted by
the Hersh model as functions of the porosity.

frequency towards higher values. For this reason, the reactance

vanishing and the resistance peak move from 750 Hz to 1700

Hz as the porosity ranges from Ã1 to Ã3. Moreover, the higher

the porosity, the lower viscous losses are expected. However, to

understand when different resonators can be correlated from an

acoustical point of view, the resistance and the reactance trends

should be analysed separately. From Figure 4.22(b) is straight-

forward that in terms of reactance, the frequency response of

the three resonators will always be different at the very low fre-

quencies. More in detail, the convergent trend of all the three
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curves implies that the normalized reactance will take three dif-

ferent values, being the specific reactance Ç of the three resonator

almost the same. This also explains the large deviations of nor-

malized reactance at low frequencies shown in Figure 4.21. A

further interesting aspect is the saturation of both the resistance

and reactance when increasing the liner porosity. More precisely,

a plummet in both resistance and reactance is found moving from

Ã1 = 0.99% to Ã2 = 6.93%. Then, a further increase in porosity

up to Ã3 = 14.85% results in a marginal downward displacement

of the resonator response. This means that for intermediate and

high porosity values an acoustic similarity between resonators

is once again hardly possible. Finally, it can be noted that at

high frequencies, an acoustical similarity between the low and

the intermediate-porosity resonators may be found for both the

acoustic quantities. The close matching between the curves in

Figure 4.21 is now due to the large gap in the acoustic quantities

predictions when moving from a porosity of Ã1 = 0.99% to Ã2 =

6.93%. In conclusion, it has been demonstrated that an acoustic

correlation between liners with different porosity holds at high

frequencies and low to medium perforation porosity.

4.7.3 Validation of the MDOF Hersh model

The in-house recursive formulation of the Hersh semi-analytical

model [87] has been validated for a TDOF resonator under the

effect of the acoustic excitation frequency and of grazing flow

separately.

1. The no-flow condition

The frequency response of the TDOF liner in terms of

acoustic resistance and reactance in case of no grazing flow

is shown in Figure 4.23. The black dotted curve repre-



109 Fan noise

0

3

6

9

12

15

18

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

(a)

»
	[
-]

frequency	[kHz]

Hersh	model

present	LES	-	2mic

present	LES	-	3mic

-10

-5

0

5

10

15

20

25

0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0 4.5 5.0 5.5 6.0

(b)

Ç
	[
-]

frequency	[kHz]

Hersh	model

present	LES	-	2mic

present	LES	-	3mic

Figure 4.23: Specific resistance (a) and reactance of the TDOF
at 130 dB SPL in absence of grazing flow.

sents the trends predicted by the extended version of the

Hersh model, while the red crosses and the blue dots re-

port the LES results calculated through the original two-

microphone method of Dean [74] and the three-microphone

method of Rademaker [85] respectively. The two methods

for the impedance eduction can be also used to investigate

at which conditions MDOF and SDOF liners have similar
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acoustic responses. This is possible when the two methods

return similar results, meaning that the TDOF resonator

can be approximated with an equivalent SDOF one. This

is thus a direct consequence of the applicability of the two-

microphone method of Dean [74] to SDOF resonators only.

An arithmetic average was used to collapse the set of five

face-sheet acquisitions into the crosses or dots displayed in

Figure 4.23. Looking at the two graphs, a close match

between the red crosses and the blue dots is found for ex-

citation frequencies lower than 1.0 kHz and higher than

3.5 kHz. This suggests that in these frequency ranges, the

TDOF resonator acoustically behaves as a SDOF one and

thus a TDOF-to-SDOF approximation holds. Obviously,

the equivalent cavity depth to be considered when mak-

ing this approximation varies with the frequency. The key

point is that the TDOF can be reduced to a SDOF sys-

tem if there is no driving pressure gradient across one or

more orifices. When this happens, the perforation acts as a

rigid wall and it can be considered as the back-wall where

the flush-mounted microphone of the two-microphone ac-

quisition technique can be placed. The depth at which the

flush-mounted microphone is placed also sets the equivalent

cavity depth for the TDOF-to-SDOF analogy. An intuitive

way to derive the equivalent SDOF depth consists in look-

ing at the oscillations of the jets across each orifice of the

TDOF liner element. An example is provided in Figures

4.24, 4.25, 4.26 and 4.27 where instantaneous vorticity con-

tours and the pulsating jet velocity during one oscillation

period at the three orifices are reported for cases C2, C4,

C6 and C11 of Table 4.5. As visible from Figure 4.24,

in-phase oscillations are present at all the three orifices at f



111 Fan noise

-15

-10

-5

0

5

10

15

0.000 0.125 0.250 0.375 0.500 0.625 0.750 0.875 1.000

(b)

U
je
t	
[m

/s
]

t/T	[-]

1st	DoF 2nd	DoF 3rd	DoF

Figure 4.24: Span-wise vorticity contours (a) and jets oscilla-
tions (b) at f = 0.75 kHz.
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Figure 4.25: Span-wise vorticity contours (a) and jets oscilla-
tions (b) at f = 1.80 kHz.

= 0.75 kHz. This is confirmed from both the vorticity con-

tours and the in-phase time-varying velocities of the jets

during one oscillation cycle. Following a mechanical anal-

ogy, it can be affirmed that this situation mimics linearly

dependent oscillations of the three degrees of freedom and

a reduction from three to one degree of freedom is per-

mitted. This is consistent with having approximated the

TDOF system with a SDOF one with a cavity depth equal

to the total size of the TDOF. Therefore, the second flush-

microphone can be placed at the last cavity back-wall since
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Figure 4.26: Span-wise vorticity contours (a) and jets oscilla-
tions (b) at f = 2.25 kHz.
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Figure 4.27: Span-wise vorticity contours (a) and jets oscilla-
tions (b) at f = 6.00 kHz.

the two septa do not alter the resonator acoustics. Con-

versely, at 6 kHz (see Figure 4.27) only a small jet pul-

sation is visible at the upper orifice. This means that no

driving pressure gradient acts on the middle and the lower

orifices and the flush-mounted microphone can be placed

on the upper septum. Thus, the two-microphone method

can be enforced at 6 kHz on a reduced SDOF geometry

with an equivalent cavity depth of one third of the origi-

nal TDOF total size. On the other hand, in the frequency

range between 1 kHz and 3.5 kHz the two- and the three-
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microphone methods return impedance values that differ

quite a lot each other. This is evident for resistance while

reactance seems to be less affected. The motivation of the

resistance discrepancies lies in the oscillating behavior of

the TDOF system within this frequency range. Here, the

conditions of no driving pressure gradient at any orifice and

in-phase oscillations of the jets are never met. This is due

to the presence of the two anti-resonances of the TDOF sys-

tem that makes impossible to decouple such linearly inde-

pendent oscillations. This is clearly shown in Figure 4.25

where the 1.8 kHz anti-resonance leads to perfectly cou-

pled oscillations of the second and the third jets, nearly

suppressing the first one. Similarly, from Figure 4.26 it

can be noted that uncoupled oscillations are present for all

the degrees of freedom. As a result, the SDOF-to-TDOF

analogy holds no more and the two-microphone in-situ ac-

quisition fails in predicting either the trend and the correct

values of acoustic resistance. For this reason, the validation

of the extended Hersh model was better achieved with the

three-microphone method instead of the two-microphone

one used in [103]. Again, from Figure 4.23 it can be ob-

served that the black dotted curve well agrees with the

blue dots on the entire frequency range for both the acous-

tic quantities. In fact, numerical and analytical predictions

of resistance only deviate at around 1.8 kHz where the ex-

tended Hersh model prediction lies above the LES result.

This is due to the steep slope of the curve coming from an

anti-resonance condition. In this region of the curve, acous-

tic resistance is very sensitive to a change in excitation

frequency, so that just a little modification of the acoustic

frequency can lead to large variations of acoustic resistance.
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However, this is not an actual concern as no acoustic ab-

sorption is obtained at one anti-resonance, regardless of the

value the acoustic resistance takes. At the same time, it can

be noted that by using a three-microphone technique an ex-

cellent agreement between numerical and analytical results

is found also within the 1-to-3.5 kHz frequency range. In

conclusion, the zero-flow analyses impedance results dis-

cussed in this section were aimed not only at validating

the extended analytical model, but also at underlining in

which cases the TDOF resonator behaves as an equivalent

SDOF one from an acoustical perspective. A more detailed

discussion about this last topic was faced in [103].

2. The grazing flow condition

This last part of the chapter is dedicated to the valida-

tion of the extended Hersh model under the effect of a

laminar grazing flow. To do so, the grazing flow simula-

tions have been run at the first resonant condition (f = 0.75

kHz), keeping constant the excitation amplitude to 130 dB.

An upper limit of M = 0.3 was dictated by computational

cost reasons. Having already demonstrated that the three-

microphone method outperforms the two-microphone one

for TDOF resonators, the LES were post-processed us-

ing the Rademaker approach [85] only. In Figure 4.28,

the acoustic quantities are plotted against the grazing flow

Mach number. The red circles represents the LES results,

while the black squares comes from the extended analytical

model. Looking at the resistant component, the increasing

trend of resistance with the grazing flow speed is predicted

by both the approaches. This behavior is definitely reason-

able as the grazing flow shields the resonator from being
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Figure 4.28: Effect of the grazing flow on specific resistance (a)
and reactance (b) of the TDOF at f = 0.75 kHz,
SPL = 130 dB.

fed with the incoming acoustic excitation. Therefore, re-

sistance is expected to grow since it can be thought as a

measure of the permeability of the resonator branch. How-

ever, the resistance growth rate is much higher when using

the analytical model. This trend becomes evident starting

from M = 0.075 onward, and the intersection between the

red and the black curves occurs at around M = 0.0875.



Fan noise 116

Figure 4.29: Q-crit contours colored with vorticity magnitude
for the TDOF element at f = 750 Hz, SPL = 130
dB, and M = 0.075.

Again, the explanation to these trends lies in the charac-

teristic of the boundary layer at the orifice. As for the

SDOF cases at SPL = 130 dB, the presence of a laminar

grazing inflow in the LES, promotes the generation of a

pulsating jet across the orifice resulting in a lower resis-

tance value. As shown in Figure 4.29, the boundary layer

transition occurs only downstream of the orifice, triggered

by the acoustically driven pulsating jets. At the same time,

the constants and the coefficients of the analytical Hersh

model are tuned at high grazing flow speed, for which the

boundary layer over the face-sheet orifices is surely turbu-

lent thus increasing resistance. An additional reason be-

hind the resistance discrepancy at high Mach number can

be due to the linearization hypothesis made for the mid-

dle and the lower cavities. More precisely, the absence in

the model of an acoustic discharge coefficient for the middle

and the lower orifices might have affected the recursive link

between the acoustic impedance of each degree of freedom

of the TDOF resonator.
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Focusing now on Figure 4.28(b), a very good agreement

between the analytical and the numerical results is found.

Both the approaches predict the reactance decreasing with

the grazing flow Mach number and a slight shifting of the

resonant frequency to higher values. Moreover, the flatten-

ing of both the curves is visible when increasing the Mach

number, meaning that no further influence of the grazing

flow is expected from a certain threshold onward. The flat-

tening trend is more pronounced on the LES curve imply-

ing that the saturating behavior is anticipated with respect

to the analytical model. This aspect can be related to the

way the inertial lengths are modelled as their formulation

affect the analytical model. It can be reasonably assumed

that a non-linear modelling at all the degrees of freedom

might improve the matching between numerical and ana-

lytical results, especially at the lower grazing flow Mach

numbers. To further discuss the non-linearity due to the

grazing flow, some additional considerations can be made

by comparing at the vorticity contours in Figure 4.30. The

different grazing flow speeds do not strongly affect the os-

cillation patterns across the internal orifices which are very

similar to the ones shown in Figure 4.24 for the no-flow

case. Since a contraction of the jet flow is clearly visible

also for the second and the third degrees of freedom, it can

be easily deduced that the linearization hypothesis is not

well posed when the excitation frequency is close to res-

onance. Furthermore Figure 4.30 shows that some flow

vorticity is still produced at the upper cavity for M = 0.3

even though the amount of acoustic energy that enters the

resonator branch is reduced. This explains the slow de-

crease of reactance, and the marginal effect of the grazing
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Figure 4.30: Span-wise vorticity contours at different grazing
flow Mach numbers: (a) no-flow; (b) M = 0.075;
(c) M = 0.150; (d) M= 0.300.

flow speed on the resonant frequency of the TDOF res-

onator. Looking at Figure 4.28(b), the acoustic reactance

decreases from -0.2 at the no-flow condition, to -0.7 at M

= 0.3, meaning that for an excitation frequency of 750 Hz

the liner is still working close to resonance also when graz-

ing flow is present. Finally, it can be concluded that the

good agreement between the extended Hersh model and

the LES under grazing flow conditions is limited to the re-

actance component as long as a laminar grazing inflow is

prescribed at the LES. With respect to the resistance com-

ponent, further investigations are needed to demonstrate

that turbulent inflow simulations can fill the gap between

LES and analytical predictions.



5
Jet noise

In the first part of the chapter, some aspects about the working

principle of chevron nozzles for jet noise attenuation are dis-

cussed. A literature review on the available methods to tackle

the jet noise topic is also present and it anticipates the outcomes

of this research. The latter has been oriented to replicate the

experiments of Tanna [115, 116] for the round SMC-000 and

chevron SMC-001 nozzles.

5.1 Chevron nozzles

Chevron nozzles are a saw-tooth shaping of the exhaust noz-

zle rim that can be applied on both the core and the bypass

nozzles (see Figure 5.1) of turbofan engines to reduce jet noise.

The latter is originated by the mixing of jet streams at different

temperature expelled through the nozzles to achieve the engine

thrust. However, when the bypass (cold) and the core (hot)

streams meet together at the exhaust, the shear layer mixing

at the interface is hampered by the density gradient of the two

119
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Figure 5.1: Round (a) and chevron (b) nozzles geometry.

streams. Hence, a huge amount of low-medium frequency broad-

band noise is expected, as well as a rise in the drag force on the

airplane. The same issues arise also at the bypass duct exhaust

rim due to the interaction of the bypass jet with the surrounding

atmosphere. Here, large velocity gradients in the shear layer are

expected especially at takeoff when the cold jet flows in a still

atmosphere. A sketch showing the main regions of an exhaust

jet is reported in Figure 5.2.

Figure 5.2: Shear layer regions for an exhaust jet.

It can be noted that in the initial region of the shear layer,

small eddies are generated due to the velocity gap of fluid parti-

cles at the interface between the two jet streams or a jet stream
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and the surrounding fluid. These eddies comes from the rolling

up of Kelvin-Helmholtz (KH) instabilities that mix together mov-

ing downstream of the exhaust. The coalescence of small turbu-

lent eddies into larger ones motivates the broadband characteris-

tic of jet noise, as different time scales are responsible for differ-

ent noise frequencies in the spectrum. From Figure 5.2 it can be

also observed that the conical region of influence of jet noise is

wrapped around a potential jet core where viscous effect can be

neglected. The length of this core is defined as the axial distance

from the nozzle exit at which the center-line velocity is the 90 %

of the one at the exit section. The length of the potential core

is directly related to the amount of noise generated by the shear

layer. It can be proved that shorter potential cores means faster

turbulent mixing and thus less jet noise. The nozzle geometry

and the co-flow stream characteristics are found to affect the

potential jet core length, as demonstrated by experiments [117,

118] and calculations [119, 120]. The role of chevron nozzles for

jet noise attenuation consists in producing stream-wise vorticity

which enhances the turbulent mixing of the shear layer. In this

way, smaller eddies are generated at the exhaust rim and a faster

decay of the axial jet velocity is also observed. In other words,

the saw-tooth pattern of the exhaust rim is designed to shift the

broadband noise peak to higher frequencies which are more ef-

fectively dampened by the atmosphere. It can be demonstrated

that atmospheric absorption is promoted at high frequencies and

in case of high level of relative humidity [121].

Chevron nozzles are manufactured by cutting the exit rim

of a round nozzle with an Electro Discharge Machining (EDM)

process so to create an alternate pattern of notches and apexes

along the exit circumference. To design a chevron nozzle, the

circumferential angle (ϕ), the radial penetration (p) and the axial
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length (L) of the chevron teeth must be chosen. A recap of the

chevron nozzle geometric parameters is illustrated in Figure 5.3

where an axial cross section and a rear view of a chevron nozzle

are reported. According to Bridges and Brown [122], another

Figure 5.3: Chevron nozzle geometrical parameters: cross-
section (a) and rear view (b) .

important parameter to assess the chevron nozzle performance

is the so called vortex strength (Γ). This represents the slope

of the chevron edge projected onto a plane normal to the jet

axis. With reference to Figure 5.4, the vortex strength can be

calculated as the derivative of the local radius r with respect to

the curvilinear coordinate s:

Γ =
∂r

∂s
(5.1)

The vortex strength parameter is a measure of how much the

chevron pattern interacts with the exhaust jet. A large value of Γ

means that the chevron teeth soak more into the jet stream and

thus a stronger impact of the chevron nozzle on noise emissions

is obtained. The Γ parameter is also a similarity parameter for

the design of the saw-tooth shape, as the same vortex strength
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Figure 5.4: Deflection of the nozzle rim due to chevron shaping.

can be achieved through different combinations of teeth lengths

and penetrations.

5.2 Investigation on turbulence noise

The topic of noise generation from turbulence was historically

tackled with experimental methods aimed at deriving some cross-

correlation functions to link the flow variables with the far field

noise. More specifically, cross-correlation functions are measur-

able quantities that indicate the level of coherence between two

acquired signals. This allows for a clear understating on the

physics of turbulence noise regardless of the theoretical mod-

elling of noise sources. In this context, starting from the early

70s, Seiner and Reethof [123] firstly exploited hot-wire and mi-

crophone measurements to demonstrate the high level of correla-

tion between the far field acquisitions and aerodynamic sources

located in the potential core of a round subsonic jet. Another

contribution to this topic was provided by Schaffar [124] who
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experimentally identified a noise source in a choked cold jet us-

ing a velocimeter to correlate the far field noise with the axial

velocity fluctuations inside the jet. Later on, jet noise diagnostic

was performed by Richarz [125] who replaced the hot-wire ac-

quisition with the Laser Doppler Velocimetry (LDV) technique

to avoid spoiling the measurements because of the anemometer

presence. Furthermore, in the work of Armstrong, Michalke and

Fuchs [126] it was shown that cross-correlation functions depend

on both the jet Mach number and the circumferential location

of the pressure measurement. More in detail, it was found that

the correlation level between the jet fluctuations and the far field

sound is progressively lost for low Mach number jets or increasing

the angle between the far field acquisition and the jet axis. More

recently, thanks to important improvements in the measurement

instrumentation, further in-depth analyses were conducted on jet

noise cross-correlation. For instance, Panda and Seasholtz [127]

correlated the noise peak and the direction of emission using the

scattering Rayleigh technique. Then, Bogey and Bailly [128] in-

vestigated the effects of the Mach and the Reynolds numbers on

jet noise, concluding that the maximum of the cross-correlation

occurs at end of the potential core. At the same time, Tam et

al. [129] experimentally demonstrated that jet noise from small-

scale turbulence is almost omni-directional while its directional

content comes from the large-scale turbulence downstream of

the nozzle exit. Focusing on chevron nozzles, more recent exper-

imental campaigns were conducted by Bridges and Brown [122]

at the NASA facility. Here the authors took far field noise mea-

surements for the parametric family of the Simple Metal Chevron

(SMC) nozzles, varying the count, the penetration and the length

of the chevron teeth. It was found that the penetration acts

mainly on shifting the noise peak while an increase in the teeth
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count plays an important role in reducing the overall emissions.

Similar considerations were traced also by Callender et al. [130]

who studied three chevron nozzle arrangements in heated and

co-flow working conditions. Another remarkable piece of work is

the one of Alkislar et al. [131] where the axial vorticity structures

coming from the usage of chevron nozzles and micro-jet injection

are compared. Moreover, some military investigations on super-

sonic jets exiting convergent-divergent nozzles were conducted by

Munday et al. [132] and Schinkler et al. [133] to understand the

role of chevron nozzles in altering the shock cells and cancelling

screech tones. However, although experiments are essential for

CFD codes validation, they do not still provide general guide-

lines for the design of chevron nozzles, as the way the test rigs

alter the jet flow is not fully understood. Another drawback

lies in the difficulty of measuring the flow properties just down-

stream of the nozzle exit with an experimental apparatus, due

to the very thin shear layer in this region. This is an issue as

a proper characterization of the jet flow structures in the initial

shear layer is crucial to further explain how jet noise is spread

over the turbulent spectrum.

For all these reasons, in the last years CFD methods are be-

coming more and more appealing to overcome the limitations

of experimental approaches. However, RANS-based simulations

[134, 135] were proven to be unable to correctly predict the far

field noise due to the lack of resolved spectral content of the jet

flow. Thus, scale-resolved LES computations were firstly per-

formed by Shur et al. [136] even if the authors did not simulate

the chevron geometry but they just prescribed the saw-tooth pat-

tern to the initial shear layer. Relevant contributions to this field

were carried by Uzun and Hussaini [137, 138, 139] who used the

LES to simulate the full-annular configurations of the SMC-001
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and the SMC-006 chevron nozzles (details in [122]). In their first

work [137], the authors put the stress on the strong impact of

the axial domain extension for a correct representation of all the

frequencies of the noise spectrum. Then, in [138] it was demon-

strated the need for having a proper mesh refinement close to

the nozzle exit to correctly detect the high frequency sources of

noise. Finally, in [139] other issues like the generation of a tur-

bulent inflow and the computational effort of running LES for

high Reynolds jets are discussed. Another paper dealing with

scale-resolved simulations of far field noise from chevron nozzle

flows is the one of Xia et al. [140]. Here the authors suggest a hy-

brid RANS-LES approach coupled with a FWH extraction of the

radiated far field noise. The core of the paper is on the high ac-

curacy of the far field predictions achievable with relatively light

meshes thanks to the hybrid technique. More in-depth analyses

on both the acoustic emissions and the chevron jet features are

presented in the work of Stich and Housman [141]. In this paper,

WMLES calculations are carried out on a round and a chevron

nozzle (i.e., SMC-000 and SMC-001) and compared with the ex-

periments of Bridges and Brown [122] on the same geometries.

A well documented mesh sensitivity analysis was also performed

by the authors to judge the reliability of the far field noise pre-

dicted using the FWH analogy extraction method. A key aspect

of this work lies in the cost affordability of the WMLES for such

applications, as the authors also demonstrated a reduction of one

order of magnitude compared to a their prior work [142] thanks

to the explicit time-stepping of the WMLES.
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5.3 Test Cases

This section is thought to provide details on the numerical simu-

lations conducted on the round SMC-000 and chevron SMC-001

nozzles. Firstly the geometry and the operative conditions of the

two nozzles are described, then numerical aspects of the CFD

setup are discussed.

5.3.1 Geometry and mesh

The baseline round SMC-000 is a subsonic nozzle whose geomet-

ric parameters are reported in Table 5.1. A schematic view of

the nozzle is displayed in Figure 5.5 for further clarification.

Inlet diameter Di 152.5 mm

Exit diameter De 50.8 mm

Nozzle length l 215.9 mm

Rim thickness t 1.5 mm

Exhaust Angle ³ 5.0◦

Table 5.1: Geometric parameters of the SMC000 round nozzle.

As visible from Figure 5.5, the nozzle is assembled by screw-

ing a round end to the baseline main structure. Hence, the dif-

ferent configurations of the SMC chevron nozzle family [122] can

be obtained just replacing the terminal part of the round nozzle

with the desired saw-tooth end. It is worth mentioning that in

this work, the outline of the nozzle is not exactly the same as the

one depicted in Figure 5.5, as no information on the actual shap-

ing of the nozzle profile was found. However, this is supposed

not to be an issue as the original dimensions of Table 5.1 were

preserved and the aerodynamic of the nozzle flow is not expected
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Figure 5.5: Cross section of the SMC000 round nozzle.

to be affected by the nozzle outline.

With regard to the SMC-001 chevron nozzle, a summary of

the saw-tooth pattern geometry is given in Table 5.2. As stated

above, the main structure of the nozzle is kept unaltered. The

chevron pattern is produced carving the notches starting from

the original exit diameter, thus the 50.8 mm value of the exit

diameter is to be intended as the apex diameter (see Figure 5.4).

The notch diameter Dn is derived by adding twice the penetra-

tion p to the apex diameter Da.

Notch diameter Dn 52.77 mm

Apex diameter Da 50.8 mm

Chevron length L 22.6 mm

Chevron penetration p 0.985 mm

Chevron angle ϕ 60.0◦

Table 5.2: Geometric parameters of the SMC001 chevron noz-
zle.
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The geometry of both the nozzles was created using the Solid-

Works CAD software. Here an outer fluid domain was con-

structed to wrap around the full annular shape of the nozzles.

The outer domain sizing was chosen following the hints provided

by Uzun [138] about the minimum required axial and the radial

extensions for jet noise applications. Thus, an axial length of

40De was considered enough to let the shear layer developing

downstream of the nozzle exit, while a progressively increasing

radial extension from 30De to 40De was decided to prevent spu-

rious boundary effects on the jet flow. The outer outline of the

domain was arbitrarily chosen to follow the conical spreading of

the jet shear layer. A smooth curve was used to join the inlet

and the outlet sections as this strategy helps in creating a higher

quality mesh close to the boundary. Details of the two nozzle

ends and a meridional view of the entire domain are reported in

Figure 5.6.

Figure 5.6: Numerical domain geometry: outer domain (a),
round end (b), chevron end (c).
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The boundaries of the numerical domain in Figure 5.6a were

saved as .stl files and exported from the SolidWorks environment

to the CFMesh, ready to be handled by the cartesianMesh ap-

plication. Two meshes were built to perform a sensitivity study,

as explained later on. An image of the final mesh and a zoom

on the jet region is visible in Figure 5.7 for both the meshes.

Figure 5.7: Domain mesh: meridional view (a), coarse mesh
(b), fine mesh (c).

The mesh sensitivity analysis was carried out to assess the

impact of a refinement around the potential core region on the

numerical results. These ones involve both the aerodynamic

shape of the exhaust jet and the far-field noise emissions. To

this end, simulations of both the nozzles were performed on two

meshes: a coarse one of around 33 million elements and a fine

one of around 80 million elements. The computational effort was

found to be nearly the same for both the SMC-000 and the SMC-

001 nozzles, as differences in the geometry are concentrated just

at the nozzle exit section. As it can be seen from Figure 5.7,
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a multi-region refinement strategy was pursued to cluster the

elements close to the nozzle inner wall and in the shear layer

region. As the simulations are expected to run into RANS mode

close to solid walls, no particular requirements are needed except

for a wall-normal mesh stretching to target y+ classical values

of RANS computations without wall-functions. Both the final

meshes complies with this requirement, showing a maximum y+

of around 20 at the nozzle exit where the highest flow velocity is

expected in case of nozzle choking. Focusing on the shear layer

region, the mesh was axially coarsened following the coalescence

of turbulent eddies moving downstream of the nozzle exit. Such

a degrading distribution of elements was achieved by defining

in the meshDict file a sequence of topological entities, partially

overlapping where different octree levels were set. The coarse

mesh (see Figure 5.7) was refined just across the shear layer re-

gions by specifying the thickness of three hollow cone regions.

This thickness was chosen according to preliminary high-fidelity

simulations aimed at just visualizing the jet spreading. On the

other hand, the fine mesh was refined also in the potential jet

region by replacing the hollow cone with a cylindrical body of

influence. Details about the axial extension of each mesh region,

the element dimensions and the corresponding octree level are

summarized in Tables 5.3-5.4 for both the meshes. It is worth

noting than the first octree level was skipped, thus the cell size

of the coarsest level was set to 76.8 mm.

From the tables above it can be observed that the finest oc-

tree level is able to theoretically capture turbulent perturbations

with a wavelength greater than 0.3 mm. Taking into account that

spatial aliasing is prevented if at least 8-10 points per wavelength

are retained [72], the actual cut-off wavelength due to mesh siz-

ing is approximately 2.5 mm which corresponds to a maximum
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Reg. Shape Length [De] Cell size [mm] Octree

A cylinder 15 19.2 2

B cylinder 10 9.6 3

C cone 15 4.8 4

D cone 4 2.4 5

E hollow cone 3 1.2 6

F hollow cone 2 0.6 7

G hollow cone 1 0.3 8

Table 5.3: Regions and refinement levels of the coarse mesh.

Reg. Shape Length [De] Cell size [mm] Octree

A cylinder 15 19.2 2

B cylinder 10 9.6 3

C cone 15 4.8 4

D cone 4 2.4 5

E cylinder 3 1.2 6

F cylinder 2 0.6 7

G cylinder 1 0.3 8

Table 5.4: Regions and refinement levels of the fine mesh.

resolved frequency of around 135 kHz. However, this is true only

for an axial length equal to 1 De downstream of the nozzle exit

section and across the shear layer region, as the mesh is then

coarsened doubling the element sizing. In addition, the actual

cut-off filter depends also on the choice of the numerical schemes

used to discretize the Navier-Stokes equations so that highly dis-

sipative setups are expected to produce poor quality data in the

high-frequency range of the broadband noise spectrum.
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Another important aspect is the very modest refinement of

the potential core region of the coarse mesh: such a poor refine-

ment was decided in order to keep the computational cost of the

simulations quite low. Namely, it was supposed that the ma-

jor contribution to the overall noise would have come from the

shear layer perturbations, although this assumption was then

disproved by the results. However, running scale-resolved simu-

lations on a lighter mesh always provides quick information on

the overall quality of the mesh. For these reasons, the cell sizing

on the potential jet core was set to around 4.5 mm which led

to a maximum resolved frequency of just 9 kHz considering the

eight point per wavelength constraint. This clearly means that

a finer meshing of the jet core is desirable to augment the res-

olution of far field noise spectra in the higher frequency range.

Finally, further mesh coarsening was enforced also in the outer

domain regions, as the computation of the far field noise through

the FWH analogy is not based on a CFD mesh, thus allowing

for mesh elements save far from the exhaust jet.

5.3.2 Numerical setup

Operative conditions for both the nozzles are referred to set-

point 7 of the experimental campaign of Tanna [115, 116] on

the SMC nozzle family. The jet flow properties at set-point 7

are listed in Table 5.5. From Table 5.5 it can be noted that

set-point 7 is consistent with a cold jet flow, as the exhaust

jet temperature Tj is lower than the ambient temperature T∞.

Although this is not realistic for a take-off condition, the choked

flow (Mj ≈ 1) is well representative of the loudest operative point

of the nozzle. Thus, under an acoustic perspective, set-point 7

represents an attractive benchmark for the low noise design of

the engine nozzle.
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Acoustic Mach Number Uj/c∞ 0.9

Jet Mach Number Uj/cj 0.985

Reynolds Number Rej 1M

Temperature Ratio Tj/T∞ 0.835

Pressure Ratio P0/P∞ 1.861

Table 5.5: Opertive conditions at set-point 7 from [115].

With regard to the numerical setup, the DDES computations

were run using the sonicFoam solver for transient and compress-

ible simulations of high speed flows. The latter still employs

the pressure-based PIMPLE algorithm with a correction term

to account for the hyperbolic characteristic of the Navier-Stokes

equations in case of supersonic flows. Furthermore, the choice

of a pressure-based solver instead of a density-based one was

dictated by the need for preserving a high accuracy of the nu-

merical discretization. More precisely, some preliminary investi-

gations were carried out by using the density-based rhoCentral-

Foam solver embedding the flux splitting algorithm of Kurganov

and Tadmor [143]. The latter was discarded as the usage of

TVD schemes for flux reconstruction leads to a smoothing of the

velocity gradients across the jet shear layer and thus it is not

recommended for scale-resolved simulations of turbulent flows.

The two coarse DDES were initialized from steady-state RANS

results of the jet flow while the DDES on the fine meshes were

started from the final solution of the coarse ones. The SMC-

000 simulations were run for around 110 convective time units

(CTU = De/Uj) to purge the initial RANS solution, allowing

for the development of a scale-resolved shear layer. Due to time

limitations, a total simulation time of 80 CTU and 40 CTU was

spent for the coarse and the fine DDES of the SMC-001 nozzle.
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However, this simulation time has been considered sufficient for

an acceptable convergence of the DDES, as their initialization

were provided from well convergent high-fidelity solutions. Fi-

nally, the acoustic probing of the DDES flow field was enabled to

produce noise spectra through the FWH analogy. Far-field pres-

sure acquisitions were reproduced in the OpenFOAM framework

by positioning pressure monitor points at a radial distance of 100

De downstream of the exit section, accordingly with the experi-

mental measurements of Tanna [115]. An angular spacing of 15

degrees was considered when placing the virtual microphones on

a 150
◦ wide arc (the 0◦ direction is aligned with the jet axis). The

commonSettings file of the libAcoustics library was modified to

sample the noise sources every 128 simulation time-steps. As the

time-step was set to 100 ns for stability and convergence reasons,

from the chosen sampling rate an upper frequency of 78 kHz was

determined. Signal analysis was then performed windowing the

far-field pressure every 4096 time-steps (i.e., window width ≈

0.4 ms) and taking the Discrete Fourier Transform (DFT) on it.

The acoustic probing lasted other 170 CTU, producing a total

amount of 73 FFT samples. From these considerations it follows

that the lowest frequency of the spectrum resolved by the FWH

analogy was around 30 Hz. However, considering that at least

8-10 points should be used for the temporal fit of a numerical

signal without aliasing, it can be concluded that the SPL esti-

mations in the frequency range from 30 to 300 Hz could be quite

inaccurate. To further increase the noise spectrum accuracy at

the very low frequencies, a longer total simulation time would

have been necessary. More in detail, the round and the chevron

simulations completed the total 280 CTU running for around ten

days on 1536 CPU cores on the Advanced Research Computing

(ARC) cluster owned by the University of Oxford. On the other
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hand, limitations on the maximum available computational re-

sources were to be faced, taking into account also the time each

calculation was queued on the cluster. For all these reasons, it

was impossible to further improve the quality of the results for

frequencies lower than 500 Hz.

Concerning the numerical schemes adopted for the DDES,

second order cell-centered spatial and temporal schemes were

prescribed for all terms of the Navier-Stokes equations. Some

trials with higher order schemes were also attempted but the

numerical setup was turned to be too unstable to successfully

converge. This was probably due to the octree grid strategy

which is likely to introduce numerical stiffness when combined

with a higher order setup, especially in case of complex flows.

The PIMPLE algorithm was set to run one inner pressure correc-

tion loop while looping three times on the outer pressure-velocity

coupling. An additional non-orthogonal correction of the fluxes

was enabled as simulations were run on a non-structured mesh.

Finally, a k−É turbulence modelling was selected for the DDES

approach. This choice was motivated by the laminar inflow and

the rather coarse mesh refinement on the nozzle inner walls that

would have made useless to run into the more time-consuming

IDDES mode. Nevertheless, the k − É RANS model was pre-

ferred to the Spalart-Allmaras one due to its higher reliability

for internal flow applications.

Focusing on boundary conditions, the entire domain was con-

fined by five boundaries, as depicted in Figure 5.8: the nozzle

inlet, the co-flow inlet, the outlet, the revolving lateral side, and

the nozzle walls. It is worth mentioning that for the present sim-

ulations, no co-flow was included into the numerical setup as a

take-off condition was simulated. However, the patch splitting of

Figure 5.8 was thought to facilitate the boundary condition set-
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Figure 5.8: Boundary patches of numerical domain.

ting when simulating any other operative point during the flight

mission. To reproduce the flow conditions in Table 5.5, total

pressure and temperature were specified at the nozzle inlet while

ambient values were imposed on the other fluid boundaries. Neu-

mann boundary conditions were set for pressure and temperature

on the nozzle walls to recreate an adiabatic wall constraint. With

regard to velocity, the OpenFOAM pressureDirectedInletVelocity

boundary type was used to tell the solver to derive the velocity

field from the pressure field at the nozzle inlet. Such a boundary

condition enables also the specification of the inlet flow direc-

tion that in the present simulations was considered aligned with

the jet axis. On all the other fluid boundaries, the inletOutlet

boundary condition was chosen to extract the velocity field on

them from the interior of the domain. This boundary type is

well suited for unsteady simulations as it can also handle possi-
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ble back-flow occurring on the boundary patch due to turbulent

fluctuations. Finally, a turbulence intensity of 5% and a mixing

length equal to 0.152 m (i.e., the nozzle inlet diameter) were pre-

scribed at the nozzle inlet to provide a closure for the background

RANS model.

Finally, a last aspect of the numerical setup was the selection

and the placement of the permeable FWH surface for the acoustic

analyses. Following the suggestions of Mendez [72], the FWH

surface was accurately chosen to embrace all the noise sources

coming from the shear layer perturbations lying in the refined

mesh regions. A picture of the FWH surface with the background

mesh is shown in Figure 5.9

Figure 5.9: Placement of the FWH surface inside the numerical
domain.

As depicted in Figure 5.9, the FWH surface is composed of a

conical shell wrapping around the finest mesh region (zone G of

Tables 5.3. 5.4), followed by a cylindrical annulus that extends

up to the end of region C. Downstream of this threshold (15

De) the mesh is too coarse to provide significant information
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on turbulent structures, resulting in an unreliable estimation of

noise emissions.

5.4 Aerodynamic results

In this section, numerical outcomes of the DDES simulations

are discussed focusing on the characterization of the jet flow

produced by the round and the chevron nozzle configurations.

Firstly the effect of refining the mesh in the core region is shown,

restricting the mesh sensitivity analysis to the SMC-000 nozzle

only. This choice was motivated by the fact that the fine meshes

have been created using the same settings on both the nozzle,

thus no influence of the nozzle geometry is expected on the re-

sults. For the same reason, under an aerodynamic perspective,

the observations about the refinement of the jet core will gener-

ally hold for both the nozzles. Then, comparisons between the

round and the chevron jets are made to highlight how the se-

lected saw-tooth shaping acts on the jet features of the baseline

nozzle.

In Figure 5.10, the time-averaged decay trend of the non-

dimensional jet velocity along the center-line and the lip-line of

the exit section is shown. The axial distance from the exit section

is scaled by the nozzle exit diameter (De) while the jet velocity

by the inviscid jet velocity at the nozzle exit (Uj). The DDES

results on the coarse (red curve) and the fine (blue curve) meshes

are compared to the benchmark of Tanna experiments [115] to

understand the margin of accuracy improvement coming from

the mesh refinement. From the top graph of Figure 5.10 it can

be noted that the experimental trend of the jet decay is correctly

predicted on both the meshes, although running the DDES on

the coarse mesh results in a shorter extension of the potential
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Figure 5.10: Jet velocity axial decay along the centerline (top)
and the lip line (bottom)

region outlined by the threshold U/Uj = 1. The red curve starts

to deviate from the experiments at around x = 5 De while the

extension of the potential core is prolonged up to around 7De

with the fine mesh. Moreover, major differences between the

coarse mesh results and the experiments of Tanna are visible in

terms of center-line decay in the region between x = 5 De to x

= 15 De where the fine mesh better approaches the experimen-
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tal levels, nearly halving the gap on the ordinate axis. Similar

considerations can be made on the lip-line decay, although the

experimental trend for the first 5 De is not matched by none

of the two DDES. This suggests that further mesh refined will

be probably needed to properly described the turbulent features

responsible for the momentum exchange at nozzle exit section.

On the other hand, the fine mesh helps in predicting the lip-line

velocity decay far from the nozzle (x > 10De) where the nu-

merical curve just lies on the experimental dots. This evidence

comes from the augmented resolution of the eddies that coalesce

moving downstream of the exit section. More specifically, the

lip line velocity is even more influenced by the contribution of

the turbulent eddies from the center-line region which is now

populated by vortical structures as the potential core has col-

lapsed. Thus, a more accurate detection of such features leads

to a better representation of the lip-line jet velocity, explain-

ing the closer numerical-to-experimental agreement visible in the

bottom graph of Figure 5.10.

To further prove this fact, it can be looked at Figure 5.11

where the radial shape of the jet is shown for an axial distance

of 1 De (top) and 10 De (bottom) downstream of the nozzle exit

section. It can be easily deduced that the jet shape is almost

mesh independent at x = 1De while a marked under-prediction

of the peak velocity (around the 12 % with respect to the exper-

imental peak value) is evident on the coarse mesh at x = 10De.

This mismatch is almost completely recovered with the fine mesh

which leads to an estimation of the non-dimensional peak veloc-

ity of 0.87 compared to the 0.9 experimental level. From the

top graph of Figure 5.11 it can be also observed that non-zero

values of the jet velocity are predicted for a radial coordinate

ranging from around -0.7 De to 0.7 De. This means that the
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Figure 5.11: Radial jet shape at x = 1De (top) and x= 10De

(bottom)

radial spreading of the shear layer is very low close to the noz-

zle exit, suggesting that the jet shape is basically unaffected by

the refinement level of the jet core region. On the other hand,

the width of the bell-shape radial profile increases with the ax-

ial distance and non-zero values of the jet velocity are predicted

to cover a range of more than 2.4De at an axial distance equal

to 10De. Here the velocity peak is lower than 1, meaning that



143 Jet noise

no potential regions are present at this axial distance. At the

same time, the mesh dependency of the jet shape implies that

the jet spreading is large enough to involve also the center-line

area, making the mesh refinement absolutely necessary for an

accurate prediction of the axial jet decay.

Focusing now on the effect of the chevron shaping, compar-

isons between the jet velocity decay and the radial jet profile are

made in the following paragraph. As before, the decay has been

evaluated along the center-line and the lip-line for the first 20

diameters downstream of the nozzle exit section since the mesh

becomes too coarse from this point on. With regard to the lip-

line comparisons, the apex lip height has been considered for

the SMC-001 chevron nozzle. On the other hand, the radial jet

shape has been compared at four stations (i.e., x = 1De, x =

3De, x = 5De, x = 10De) highlighting also the differences in the

jet features on the apex and the notch meridional views.

Looking at Figure 5.12, it can be observed that the potential

core region is shorter for the chevron nozzle if compared to the

round one. This is well highlighted in the top graph of Figure

5.12 where the steeper decay trend (green curve) of the SMC-

001 jet suggests an enhanced turbulent mixing across the shear

layers. As a consequence, the jet core outlined by the threshold

U/Uj = 1 is shrunk, reducing the axial length of the potential

region from 7 De to less than 5 De. This aspect is also clearly

displayed in Figure 5.13 where it can be observed that the area

of the time-averaged contour U/Uj = 1 (dark red area) is smaller

for the chevron jet compared to the one of the baseline geometry.

A side effect of the shrinkage of the chevron jet core is given

by the lip-line decay shown in the bottom graph of Figure 5.12.

Here, it can be seen that the non-dimensional jet velocity across
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Figure 5.12: Comparison between jet velocity axial decay for
SMC-000 and SMC-001 nozzles: center-line (top),
lip-line (bottom)

the lip line of the chevron nozzle shows a maximum at around

9 De, while it keeps decreasing on the baseline geometry. Then,

both the decay trends (see the green and the violet curves) be-

comes similar for x > 10De suggesting that the turbulent eddies

in the shear layer grow quite in the same way far from the noz-

zle exit section, regardless of the nozzle geometry. On the other

hand, the very low velocity of the chevron jet along the lip line

near the nozzle exit is coherent with intense transverse velocity
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Figure 5.13: Potential region axial length: SMC-000 (a), SMC-
001 (b).

fluctuations promoting the radial exchange of momentum across

the shear layers. The magnitude of these effects depends on the

axial length of the chevron apexes which is directly linked to the

amount of the jet under-expansion at the notch exit section. In

other words, in a chevron nozzle the jet expansion is not fully

confined by the nozzle wall for the entire axial length, and it is

completed outside the nozzle just downstream of the notch cir-

cumference. As a results, a star-like jet cross section is produced

and a wider radial spreading of the chevron jet is observed, as

illustrated by Figures 5.14, 5.15.

The excellent agreement between the DDES and the experi-

mental observations can be also verified in terms of radial profiles
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Figure 5.14: Radial vorticity contours: SMC-000 (a), SMC-001
(b).

Figure 5.15: Axial jet cross section at x = 1De: SMC-000 (a),
SMC-001 (b)

at different sections downstream of the nozzles, as shown in Fig-

ures 5.16, 5.17, 5.18, 5.19.

The time averaged non-dimensional velocity U/Uj is plotted

against the radial the direction to highlight the strength of the

mixing mechanism when comparing the baseline and the chevron
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Figure 5.16: Radial jet profile at x = 1De: violet = SMC-000,
green = SMC-001 apex section, orange = SMC-
001 notch section
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Figure 5.17: Radial jet profile at x = 3De: violet = SMC-000,
green = SMC-001 apex section, orange = SMC-
001 notch section

nozzle jets. From all figures it can be stated that the quality of

the numerical-to-experimental correlation is high, as both the

peak levels and the radial width of the bell curves are well cap-

tured by the numerical simulations. Furthermore, a significant

difference between the chevron nozzle radial profiles on the apex

and the notch slices is well visible up to x = 3 De. In addi-
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Figure 5.18: Radial jet profile at x = 5De: violet = SMC-000,
green = SMC-001 apex section, orange = SMC-
001 notch section

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

1.6

-1.2 -1.0 -0.8 -0.6 -0.4 -0.2 0.0 0.2 0.4 0.6 0.8 1.0 1.2

U
/U

j	
[-
]

y/De	[-]

SMC000	-	OpenFOAM

SMC001	apex	-	OpenFOAM

SMC001	notch	-	OpenFOAM

SMC000	-	Experimental

SMC001	apex	-	Experimental

SMC001	notch	-	Experimental

Figure 5.19: Radial jet profile at x = 10De: violet = SMC-000,
green = SMC-001 apex section, orange = SMC-
001 notch section

tion, it can be noted that the extent of the potential region is

shortened since the radial profile peaks become even narrower

reducing the radial range of the threshold U/Uj = 1. Then, for

farther distances, the apex and the notch profiles tend to col-

lapse onto a unique profile, nearly overlapping one another at x

= 10 De where the non-dimensional velocity peak is less than
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1. This characteristic of the chevron jet is again related to the

incomplete expansion that generates the star-like jet pattern.

As visible in Figure 5.20, the star-like shape of the chevron jet

progressively loses its sharp outline as a result of the increasing

influence of the fully developed region of the shear layer. At the

same time, Figures from 5.16 to 5.19 show that on the apex slice,

the chevron jet behaves very similar to the round jet. However,

the effect of the chevron penetration is always visible at each ax-

ial location, as demonstrated by the narrower peak regions and

the higher levels of U/Uj in the ranges −1.2 < y/De < −0.8 and

0.8 < y/De < 1.2.

Figure 5.20: Star-like shape of SMC-001 jet at different axial
locations: x = 1 De (a), x = 3 De (b), x = 5 De

(c), x = 10 De (d)
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5.5 Acoustic results

This last section follows the same structure of the previous one,

but with an emphasis on the acoustic signature of the nozzles jet

flow. The mesh sensitivity analysis was carried out on the far

field spectra of both the nozzles as many aspects concur to the

derivation of the noise spectra from the velocity fluctuations of

the shear layers. Although keeping the same mesh strategy on

both the nozzles should ensure the same accuracy when resolv-

ing the jet shear layers, some questions have arisen on how the

modification of the potential core in the chevron nozzle simula-

tions would have affected the inviscid noise sources responsible

for the overall broadband emissions. Moreover, it could not be

a priori stated that noise spectra calculated through the FWH

analogy would have been affected the same by the mesh refine-

ment. More in detail, as the CFD input for the FWH calculation

changed depending on the nozzle geometry, it had to be demon-

strated whether keeping the same mesh refinement would have

produced similar acoustic results. To investigate the mesh influ-

ence on the noise results, narrow-band spectra have been drawn

at the polar positions ¹ = 60
o and ¹ = 120

o as shown in Figures

5.21, 5.22 for the SMC-000 and the SMC-001 nozzles respectively.

It can be noted that in both the cases and for both the polar

locations, the blue spectrum obtained with the fine mesh well

covers the experimental black dots on the entire Strouhal range

(the maximum Strouhal number on the abscissa was truncated

to St = 4 which corresponds to the upper frequency limit of the

audible range). On the contrary, without the core region refine-

ment, a large under-prediction of noise levels at the higher fre-

quencies is visible on the red spectrum resulting from the coarse



151 Jet noise

	40

	50

	60

	70

	80

	90

	100

	110

	120

	130

10-1 100

S
P
L
	[
d
B
]

St	[-]

OpenFOAM	-	coarse	mesh

OpenFOAM	-	fine	mesh

Experimental

	40

	50

	60

	70

	80

	90

	100

	110

	120

	130

10-1 100

S
P
L
	[
d
B
]

St	[-]

OpenFOAM	-	coarse	mesh

OpenFOAM	-	fine	mesh

Experimental

Figure 5.21: Mesh sensitivity on far field noise spectra at po-
lar angle ¹ = 60◦ (top) and ¹ = 120◦ (bottom),
SMC000 nozzle

mesh. More specifically, the coarse and the fine spectra start to

diverge from around St > 1 suggesting that this is the cut-off

frequency of the coarse mesh. In terms of audible frequency,

this threshold correspond to around 6000 Hz, meaning that all

those noise emissions with a frequency higher than 6000 Hz can-

not be captured on the coarse mesh. This is clearly due to the

too large octree sizing of the coarse mesh in the potential region
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Figure 5.22: Mesh sensitivity on far field noise spectra at po-
lar angle ¹ = 60◦ (top) and ¹ = 120◦ (bottom),
SMC001 nozzle

which damps out all the high-frequency perturbations generated

in the shear layers close to the nozzle exit section. On the other

hand, restricting the analysis to the low-frequency range (i.e., be-

low 6000 Hz), no significant differences between the spectra are

noted and they both well agree with experimental SPLs. This is

definitely true for the round nozzle, while some discrepancies in

the chevron nozzle spectra are present on the fine mesh. How-
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ever, it should be reminded that the fine mesh simulation on the

SMC-001 nozzle ran for just 40 CTU, which is around 0.006 sec-

onds of physical time. Hence, this cannot be considered enough

time to determine a reliable Fourier transform of the very low

noise emissions. Considering that at least ten samples are needed

for a good temporal resolution of a time-varying signal, the first

frequencies that are not affected by aliasing are the ones greater

than 1800 Hz (i.e., St ≈ 0.3). This fact is further proved by the

rather smooth low frequency range of the blue curve in Figure

5.22 which is consistent with an under-resolved portion of the

noise spectrum.

Moving now to the comparisons between the baseline SMC-

000 and the chevron SMC-001 nozzles, in the rest of the chapter

the far-field narrow-band noise spectra are plotted against the

experimental benchmark for polar angles of 45◦, 60◦, 90◦ and

120◦, as shown in Figures from 5.23 to 5.26. From the previous

discussion about the acoustic mesh sensitivity, it follows that all

the spectra are here referred to the simulations performed on the

fine mesh on both the nozzles.

From all the four figures, it can be said that the numerical

results are in a good agreement with the experimental data as

the noise spectra are well reproduced at all the angles correctly

locating the noise peak and the spectrum trend. Furthermore,

it can be seen the chevron effect on the high frequencies of the

spectrum as higher SPLs are predicted from St > 1 at any polar

angle under investigation. This is evident also on the experimen-

tal spectra but with a lower SPL increase which is also slightly

shifted at larger Strouhal numbers (i.e., St > 1.5− 2). Another

interesting characteristic visible from the spectra is the direc-

tional noise emitted by both the nozzles. More specifically, the

noise peak which occurs at St ≈ 0.5 on both the round and the
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Figure 5.23: Far field noise spectra for SMC000 (violet) and
SMC001 (green) at ¹ = 45o
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Figure 5.24: Far field noise spectra for SMC000 (violet) and
SMC001 (green) at ¹ = 60o

chevron spectra is progressively decreasing falling from 102 dB

at ¹ = 45
◦ down to 91 dB at ¹ = 120

◦. Thus, regardless of

the nozzle layout, broadband noise from exhaust jets is mostly

radiated rearward. This is a consequence of the anisotropy of

the larger eddies which are mainly convected along the axial di-
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Figure 5.25: Far field noise spectra for SMC000 (violet) and
SMC001 (green) at ¹ = 90o
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Figure 5.26: Far field noise spectra for SMC000 (violet) and
SMC001 (green) at ¹ = 120o

rection by the mean jet velocity. Another conclusion that can

be retrieved from the spectral analysis is that the SMC-001 noz-

zle is not well designed to tackle the low-to-medium broadband

noise, as almost no attenuation on this portion of the spectrum

is performed. This aspect is present on both the numerical and
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the experimental spectra where almost identical spectra are pre-

dicted for the SMC-000 and the SMC-001 jets from St = 0.1

to St = 1.5. Major discrepancies are also visible on the DDES

results as noise levels of the chevron nozzle in this range are

about 10 dB above the baseline ones. However, this evidence

can be motivated by the poor convergence of the low frequency

range of the SMC-001 spectra due to the insufficient simulation

time. Nonetheless, it can be reasonably stated that the SMC-

001 is not able to provide an efficient shifting of the broadband

noise to higher frequencies, as the noise peak occurs at the same

Strouhal number of the baseline configuration at all the polar lo-

cations. A possible explanation of this behaviour lies in the very

little teeth penetration of the chevron end (i.e., ≈ 1 mm only)

which implies a too modest vortex strength. In other words, the

chevron teeth of the SMC-001 layout are carved without a suf-

ficient bending in the radial direction, thus making the exhaust

jet almost insensitive to the nozzle exit section geometry.



6
Conclusions

This thesis describes how the high-fidelity CFD applied to tur-

bofan engines components can be considered a powerful tool to

properly design noise absorbing devices to tackle the aeronau-

tical noise. Two different low noise devices commonly used in

aviation have been studied, focusing on the characterization of

the performance of acoustic liners and chevron nozzles under

different operating conditions.

With regard to the acoustic liner activity, the proposed LES

has been validated on a single degree of freedom resonator mock

up, showing a close matching between the LES results, the ex-

periments of Jones [102] and the theoretical model of Hersh [88]

in terms of acoustic impedance prediction. The acoustic liner re-

sponse has been assessed by varying the excitation frequency and

amplitude as well as the Mach number of a laminar grazing flow.

Some discrepancies about the resistance evaluation have been

reported when analyzing the impact of the grazing flow on the

acoustic impedance. According to some literature works [98, 99],

these can be addressed to the imposed laminar inflow of the LES

157
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which is actually turbulent in both the experiments and the an-

alytical modelling assumptions. Although the author is aware of

such a simplified hypothesis, the imposotion of a laminar inflow

has drastically reduced the complexity of the numerical setup

and the simulation duration. More precisely, in the OpenFOAM

environment no boundary condition can handle an acoustic and

a velocity inlet at the same time, meaning that acoustic wave and

synthetic turbulence cannot be applied simultaneously. Further-

more, digital filter methods [144, 145] or synthetic turbulence

boundary conditions [146] lead to too long lasting simulations,

partially corrupting the robustness of the numerical setup. A

possible workaround to implement the turbulent boundary layer

over the acoustic liner could be the simulation of two adjacent

resonators so that the pulsating jets of the first system act as

a trigger of the boundary layer transition, still keeping a lam-

inar inflow setup. A similar effect can be achieved by carving

a rib on the fluid domain to promote the boundary layer tran-

sition on the liner surface. On the other hand, the rib might

reflect part of the travelling acoustic wave, thus polluting the in-

situ impedance evaluation. Despite this lack, the LES has been

successfully applied for the validation of an in-house analytical

model aimed at extending the theory of Hersh [88] to innovative

multi-degree-of-freedom liners. The model has been validated

for a three-degree-of-freedom resonator under the effect of the

excitation frequency and the grazing flow.

On the other side, the aeroacoustic investigation of noise

emission from round and chevron nozzles has been firstly based

on the definition of a proper numerical setup to perform De-

tached Eddy Simulations (DDES) in the OpenFOAM environ-

ment. In this context the need for a full 360 degrees model of

the nozzle has emerged, since no flow periodicity can be assumed
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when running high-fidelity simulations also on periodic geome-

tries. As a consequence, the computational effort of running such

full model simulations has drastically grown up, requiring large

parallel clusters to accomplish the task. Also for this reason,

a mesh sensitivity analysis has been carried out to understand

whether different refinement levels of the jet region might return

similar results. Ideally, it has been thought that the mesh on the

potential region of the exhaust jet could be coarsened as broad-

band emissions were supposed to be originated mainly in the

shear layers. However, looking both at the jet shape resolved by

the DDES and at the far-field spectra, it has been demonstrated

that a fine mesh is needed also in the jet core region to achieve

a closer agreement between numerical and experimental results.

In addition, focusing on the far-field comparison between noise

spectra of round and chevron layouts, it has been highlighted

how to design the chevron pattern for effectively tackling the

broadband noise emissions. Due to the limited time spent for

this activity, many future works can be thought to further ex-

tend the jet noise investigation from exhaust nozzles. Some in-

teresting projects may involve the study of more than a single

chevron nozzle pattern to compare the acoustic performance of

different saw-tooth designs. In this context, hot flow simulations

can be also run to provide a deeper insight on noise emissions

investigating a more realistic working condition of aeronautical

nozzles. Finally, the DDES approach may be replaced with a wall

modelled Large Eddy Simulation (WMLES) formulation to test

if a fully scale-resolved characterization of the boundary layer

on the inner wall of the nozzle might influence the far-field noise

estimations.
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