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Abstract

The exponential growth of civil air traffic during the last decades
has forced the aeronautical community to face noise pollution of
air routes striking urban areas. At the same time, the mas-
sive improvements in high parallel computing of the recent years
have oriented the aeronautical industry towards the use of high-
fidelity computational fluid dynamics (CFD) methods for the
aero-acoustic design of the modern turbofan engines. The need
for scale-resolved simulations comes from the highly unsteady
flow structures from which noise emissions are generated and
then propagated from inside the engine to the open field. These
aspects cannot be investigated with traditional turbulence model
based on Unsteady Reynolds Average Navier Stokes (URANS)
approaches which are not able to capture most of the aerody-

namic sources responsible for aircraft noise.

In this framework, the aim of this Ph.D. thesis is to demonstrate
the capabilities of the high-fidelity techniques for the investiga-

tion of the acoustic performance of two common aeronautical
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devices for noise abatement: the acoustic liners and the chevron
exhaust nozzles. The numerical analyses of this work have been

performed using the open-source OpenFOAM suite.

Concerning acoustic liners, a single-degree-of-freedom (SDOF)
open geometry experimentally studied at the NASA Langley
Center has been selected for the validation of the proposed Large
Eddy Simulation (LES) method for acoustic impedance eduction.
Several simulations have been carried out to investigate the ab-
sorption characteristics of perforated panels under the effects
of grazing flow and acoustic excitation. Then, a semi-analytical
model for innovative multi-degree-of-freedom (MDOF') liners has
been developed and validated through the same LES environ-

ment.

Moving to the jet noise investigation, the hybrid Delayed De-
tached Eddy Simulation (DDES) approach coupled with a Com-
putational Aero-Acoustic (CAA) method based on the Ffowcs-
William-Hawkings (FWH) analogy has been used to study round
and chevron exhaust nozzle geometries fully described in the lit-
erature. The core of this activity has been the feasibility of per-
forming such studies by means of an open-source CFD code, also
highlighting the physical mechanisms responsible for the abate-
ment of broadband jet noise. To this end, general guidelines
on the set-up of scale-resolved simulations have been provided,
with a particular focus on the meshing technique for accurate
noise predictions. Moreover, aerodynamic aspects of the jet fea-
tures from the round and the chevron nozzles are debated, and
comparisons between the broadband noise spectra are presented.
This aero-acoustic investigation has been oriented to a proper
design of the tooth-saw shape of the engine exhaust aiming at

efficiently tackling jet noise emissions.
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Introduction

This introduction is intended to provide a brief overview on the
topic faced in this work of thesis. Firstly, the issues of noise
pollution from civil aviation are discussed, underlining the need
for a low-noise design of new aircrafts. Then, some aspects of
the high-fidelity Computational Fluid Dynamics (CFD) are pre-
sented, clarifying why this numerical method should be preferred

for aeronautical applications.

1.1 Aircraft noise

Nowadays, the recover of civil air traffic to pre-pandemic stan-
dards has brought with it a sharp growth of noise pollution from
aviation. According to the EUROCONTROL agency [1], before
the onset of the COVID-19 crisis 11.1 millions flight were oper-
ated in Europe in 2019. Then, after a plummet down to just
around 5 millions flights due to the 2020 lock-downs, by the end
of 2022 the 83 % of the total number of flight has been already
recovered. For the next 7-years (2022-2028), long-term forecasts

1



Introduction 2

predict a further increase in the total number of flight up to
13 millions, with a growth of around the 18 % with respect to
the 2019 standards. The recovery trends for Europe are shown in
Figure 1.1 where it can be seen that forecasts are affected by sev-
eral factors like prices inflation, fuel cost, passenger confidence
and impact of the travelling restrictions due to the COVID-19

pandemic on airports and airlines.

S

2010 levels

Million of flights

High scenario  -@- Base scenario Low scenario == 2019 levels =g~ Actusl

Figure 1.1: Low, medium and high scenarios of air traffic re-
covery in Europe.

Noise pollution is extremely annoying when aircrafts are close
to the ground (e.g., takeoff, cutback and approach conditions)
and noise radiated from the engines and the airframe directly
strikes people living near large airports. Thus, a noise certifica-
tion procedure is mandatory for any aircraft before entering into
service. For this reason, all the modern propulsion systems based
on ultra-high bypass ratio turbofan engines must be designed
following low-noise design criteria and using more and more ac-
curate acoustic prediction methods [2, 3]. This means that noise
radiated from a turbofan engine, must be properly abated to

comply with international restrictions on the maximum allow-
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able noise emission levels promulgated by the International Civil
Aviation Organization (ICAO) [4]. More specifically, as indi-
cated in the Flightpath 2050 document [5], aircraft noise must
be abated by the 65 % with respect to the noise emission levels of
the early 2000s. Under this perspective, the concept of turbofan
architecture adopted by almost all the modern airplanes has al-
ready drastically reduced the engine nuisance, acting mainly on
jet noise. Very iconic is the story of the Concorde supersonic air-
plane which was dismissed in 2003 also for noise pollution reasons
because of its turbojet engines. Nonetheless, to target the 2050
objectives, further efforts in the low-noise design of aircrafts are
required to meet the targets of the 2050 agenda promoting a qui-
eter civil aviation. To this end, many strategies can be pursued
acting directly on the design of engine and airframe components.
It should be bear in mind that the ICAO directives are addressed
to all the Landing Take-Off (LTO) cycle manoeuvres which in-
volve the taxing out to the runway, the takeoff, the approach,
the landing and the taxing in to the apron. Depending on the
phase of the LTO cycle, the relative impact of each noise source
to the overall noise signature of the aircraft varies, as visible in

Figure 1.2.

Figure 1.2: Engine and airframe noise at takeoff and approach.
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As it can be seen from Figure 1.2, airframe and engine noise
are almost of the same order of magnitude at approach while
engine noise is the loudest at takeoff. The high impact of air-
frame noise at approach comes from the extraction of the wing
slats and the landing gear when the aircraft is going to land.
Airframe noise is broadband and at low frequency since it is the
result of large whirling phenomenon set in the slat cove or vortex
detachment from the landing gear struts. Many studies can be
found in the literature addressing the airframe noise topic. Slat
noise can be abated through a slat cove filler attached to the
slat that removes flow separation creating a more aerodynamic
shape of the wing trim. Effects of the cove filler on slat noise
reduction can be found in [6, 7, 8, 9]. With regard to landing
gear noise, this is due to the bluff shape of the structure and it
can be demonstrated that scales with the 6" power of the flow
velocity [10]. Hence, to shield the landing gear and reduce the
local airflow speed, fairings can be applied to any component of
the landing gear [11, 12, 13].

Focusing just on the engines, the two major noise sources
are the fan and the exhaust jet which contributes the most to
the engine noise footprint when the aircraft is ready to depart.
Moreover, an almost constant contribution of the fan is observed
at both the takeoff and approach phases. This is directly linked
to the turbofan architecture in which the fan plays the major
role in generating the engine thrust. In addition, looking at
Figure 1.3 it can be noted that fan noise is radiated frontward
while jet noise rearward. Furthermore, fan noise is mainly tonal
and it is generated by unsteady interactions between the fan
blade rotating wakes and the Outlet Guide Vane (OGV) lead-
ing edges. On the other hand, jet noise is broadband coming

from turbulence decay of detached shear layers originated when
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Figure 1.3: Noise sources of turbofan engines.

the jet flows into the atmosphere. As a consequence of the dif-
ferent nature (i.e., tonal or broadband) of fan and jet noise,
two different devices are commonly employed to properly take
them: acoustic liners and chevron nozzles. The design and the
acoustic absorption assessment of such devices through high-
fidelity Computational Fluid Dynamics (CFD) and Computa-
tional Aero-Acoustics (CAA) methods will be the core of the
present work of thesis, as discussed in the dedicated chapters. In
the following section, a focus on high-fidelity CFD and its role
in the aero-acoustic design of aeronautical engine components is

provided.

1.2 High-fidelity CFD

High fidelity methods for CFD are a class of numerical techniques
aimed at overcoming the limitations of traditional Reynolds-

Averaged (RANS) approaches when dealing with turbulent flows.
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The core of these methods is to numerically solve the turbulent
content of any kind of flow instead of using turbulence mod-
elling. Doing so, a higher accuracy of the CFD simulation is
reached enabling the in-depth investigations of engineering prob-
lems that could not be tackled otherwise. On the other hand,
the augmented resolution of the high-fidelity approach brings
with it a huge computational cost of the calculations, requiring
a higher level of parallelism of such CFD simulations. For this
reason, in the last years the scientific community has oriented
its efforts on massive developments of high parallel computing
(HPC) platforms to drastically reduce the time needed to run
high-fidelity CFD. As a result, modern supercomputers equipped
with graphical processing units (GPU) of latest generation have
accomplished the task, showing an impressive speed-up with re-
spect to the older ones based on central processing unit (CPU)
architectures. According to [14], the newest GPU-based systems
outperform the CPUs-based ones by around one order of mag-
nitude in terms of billion of floating point operations per second
(GFLOPS). This means that results from large CFD simulations
that originally might have last for weeks, can be now obtained in
a few days. The evolution of CPU and GPU architectures during
the years is reported in Figure 1.4 for single precision operations.
In the field of the CFD, GPU implementations can be found in
many scientific areas, ranging from medicine to engineering to
meteorology. For this reason, GPU-based solvers have been de-
veloped for a large variety of flows, from incompressible [15, 16]

to multi-phase [17] and reactive [18].

From the point of view of the aeronautical industry, high-
fidelity CFD has become very promising to increase the ac-
curacy of unsteady analyses and to improve the numerical-to-

experimental correlation of data. Generally speaking, high-fidelity
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Figure 1.4: Temporal evolution of CPU and GPU performance.

CFD is a powerful tool to design aero-engines that must comply
with both performance and environmental requirements. For
instance, with regard to the aero-acoustic field, scale-resolved
simulations help having a deeper insight on the physical mech-
anisms behind phenomena like noise generation from aerody-
namic sources and its propagation through the engine. These
techniques are also useful to support the designer of noise re-
duction devices as acoustic liners and chevron nozzles. Looking
instead at the engine aerodynamics, an accurate analysis of the
boundary layer transition in low pressure turbine stages leads
to a better characterization of the turbine losses and hence to
improvements in the aerodynamic efficiency of the entire engine,
with beneficial effects also on fuel consumption. Other appli-
cations of the high-fidelity CFD within the aviation framework
are related to the design of modern combustion chambers. Here,
high-fidelity multi-phase simulations of fuel atomization can pro-
vide a better understanding of how the liquid phase breaks up

and the fuel droplets are spread inside the combustor volume
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helping in the design of the injection and the sparkling devices.
Moreover, a detailed simulation of the swirling flow entering the
combustion chamber can provide more accurate heat transfer
coefficient maps on the liner walls thus optimizing the design of
the cooling systems. Finally, high-fidelity CFD can be useful also
for in-depth aero-elastic analyses that may be required for slen-
der blades of turbine modules. More specifically, high-fidelity
methods can highlight the spectral content of the aerodynamic
forces due to rotor-to-stator interactions, enabling more accurate
flutter and forced responses investigations. Besides the aviation
and turbomachinery fields, high-fidelity CFD methods are widely
used in many other engineering contexts. An increasing demand
of high-fidelity calculations comes from wind industry especially
for the characterization of stalled-flow working conditions of wind
turbine blades. Stalled airflow around wind turbine blades can
frequently occur due to both power regulation strategies and
sudden changes of wind direction and intensity. After the stall
onset, the prediction of the airfoil performance through analyti-
cal and traditional CFD methods is usually inaccurate due to the
unreliability of mathematical correlations and turbulence models
in case of massively separated flows. Another engineering field
for which high-fidelity CFD is becoming appealing is the auto-
motive sector. Here, major applications are concerned with the
aerodynamic design of motor-sport vehicles and noise emissions
coming from side-view mirrors of cars.

With the aim of clarifying the objectives of the present work
of thesis, the two main activities on acoustic liners and chevron
nozzles conducted during the three years of Ph.D. are briefly

described below:

1. Investigation on acoustic liners: the research has been

focused on the acoustic absorption achieved through the in-
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stallation of acoustic liners on the inner surface of a turbo-
fan intake. More specifically, the high-fidelity Large Eddy
Simulation (LES) approach has been exploited to under-
stand the fluid mechanisms that lead to noise suppression
and to design the acoustic liner resonators. Multiple liner
configurations have been analysed from single to multi cav-

ity systems.

2. Investigation on exhaust nozzles: The high-fidelity
Delayed Detached Eddy Simulation (DDES) approach has
been coupled with a CAA method based on the Ffwocs-
Williams-Hawkings analogy (FWH) to derive and analyse
the noise spectra coming from the exhaust jet of round and
chevron nozzles for aeronautical propulsion systems. This
activity has been oriented to understand how to design the
chevron pattern to target a certain broadband noise atten-

uation.

From this point on, this thesis is structured as follows:
Chapter 2: this chapter addresses the theory of turbulent
flows and some aspects of CFD and CAA methods. A theoretical
background on turbulence is thought to introduce the topic, then
a detailed explanation on all the possible CFD approaches is
given. Finally, some basis on the FWH analogy are presented to
make the reader familiar with the CAA used in this work.
Chapter 3: here, the numerical tools used in this work are
presented. The first and the second sections of the chapter deal
with the description of the CFD code chosen to run the high-
fidelity simulations. Then, in a third section the numerical im-
plementation of the FWH analogy into the CFD code is shown.
Chapter 4: this chapter is headed by a dedicated introduc-

tion to explain how acoustic liners work and which is the state of
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the art of acoustic liners investigation. In the rest of the chapter,
results of the high-fidelity simulations on different liner configu-
rations are presented and deeply discussed.

Chapter 5: the structure of this chapter is the same of
the previous one but focused on chevron nozzle analyses. The
outcomes of the present activity are mainly intended to provide
general guidelines on how to correctly set up high-fidelity simu-
lations for jet noise investigations.

Conclusions: in this last part of the thesis final considera-
tions are made to support the usage of the high-fidelity CFD for

the aero-acoustic design of turbofan engines.



Fundamentals of Turbulent Flows

This chapter is organized to firstly provide a theoretical back-
ground on turbulent flows, then CFD and CAA methods are

introduced in dedicated sections.

2.1 Theory of turbulence

By definition, turbulence is a stochastic three-dimensional and
unsteady phenomenon that represents the equilibrium state of
any flow [19]. From a microscopic perspective, turbulence can
be defined as the chaotic motion of fluid particles whose velocity
varies both in space and time. This leads to a subsequent en-
hancement of the mass, momentum and energy transport mech-
anisms with respect to laminar flows. The turbulent state of
a flow is expected at high Reynolds numbers when instabilities
grow and perturb the parallel motion of fluid particles. Turbu-
lence is a spectral quantity that is inserted into the flow under
the form of turbulent eddies, each one characterized by a length

scale and carrying a certain amount of turbulent kinetic energy.

11
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The majority of the turbulent kinetic energy is inserted into the
mean flow at the largest scales, which are usually referred as the
integral scales, through a production mechanism. Hence, these
scales break down into smaller scales and the process continues
until the viscous length scale is reached. During this process
known as energy cascade, turbulent kinetic energy is transferred
the from larger to smaller eddies. In a first phase, turbulent
kinetic energy is just redistributed over smaller scales by an in-
viscid process that preserves the turbulent content of the flow.
Then, when approaching the so-called Kolmogorov scales, vis-
cous effects become prominent, turbulent kinetic energy is dissi-
pated into heat by the flow shear stresses and the energy cascade
stops. The sum of the kinetic energy contributions coming from
all the eddies of the cascade determines the turbulent spectrum
at a specific location somewhere in a three-dimensional fluid do-
main. According to Richardson [20], an eddy is a region of the
flow where a turbulent motion occurs and eddies of different size
may coexist in the same region. Each eddy of length scale [ has a
characteristic velocity u(l) and a characteristic time 7(I), hence
an eddy Reynolds number can be defined as Re = ul/v. The
largest eddies are of the same dimension of the flow scale and
their velocity is approximately the root mean square turbulence
intensity. Being k£ the turbulent kinetic energy and using the 0
subscript to label integral scales, from Richardson’s assumption

it holds:

2k ugl
"= 3 Reoz—zo (2.1)

Another important finding was that the rate of dissipation
€ of turbulent kinetic energy at the small scales is equal to the
transfer of energy due to the largest eddies. As € is the derivative

of turbulent kinetic energy with respect to time, in terms of eddy
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scales it follows:

3
e~ 20 (2.2)
lo

The length scale at which the dissipation mechanism start

is defined by the Kolmogorov theory [21] according to three hy-

potheses:

1. Local isotropy: Turbulent motions at small scales are

statistically isotropic.

This means that small scales show an universal behaviour
regardless of the flow and the geometry of the largest ed-
dies from which they have been generated. The threshold
length scale below which the local isotropy assumption is

retained has been set by Kolmogorov to (g =~ /6.

. First similarity hypothesis: In every flow at high Reynolds

number the small scales have a universal form that is uniquely

determined by v and €.

This hypothesis comes from the idea that for | < (g tur-
bulent kinetic energy transfer and dissipation are balanced
(i.e., € = 7gr). In other words, small scales dissipate al-
most the same amount of energy they have received from
the larger ones, thus keeping a dynamic equilibrium state.
Hence, once € and v have been specified, the Kolmogorov

scales are defined as:

L3\ 025 N
L, = (6> ;U = (ve)0-25; Ty = <6> (2.3)

At this point, by substituting Equation 2.1 into 2.2, and
considering that the flow Reynolds number is approximately
the one of the largest eddies (i.e., Re ~ Reg), the ratios

between integral and Kolmogorov scales can be expressed
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as:

by ~ Re 075, U Re 025, ™~ Re=05 (2.4)

lo up o
From Equation 2.4 it can be noted that if the Reynolds
number increases, the ratio between the integral and the
Kolmogorov scales diminishes. As the size of the integral
scale is set by the flow, this implies that a smaller Kol-
mogorov scale is expected. As a result, the range of scales
from the integral [y down to the Kolmogorov [, will be
broaden as well. Therefore, the third hypothesis of the

Kolmogorov theory is introduced.

3. Second similarity hypothesis: in every flow at high
Reynolds number the statistics of the motion of scale | in
the range l,, < I < lg have a universal form that is uniquely

determined by € independent of v.

From this hypothesis a second threshold length scale Ip; ~
601, is introduced to express the size of the eddies below
which turbulent kinetic energy is dissipated by viscous ef-

fects.

Considering all the three hypotheses, the turbulence spec-
trum can be split into three sub-ranges each one related to a
different phase of the energy cascade. A sketch of the energy
cascade splitting is shown in Figure 2.1 while the partitioning of

the turbulence spectrum in Figure 2.2.

e Energy containing range (lo/6 <1 < 6lp): this range com-
prises those length scales responsible for the production of

turbulent kinetic energy inside a flow

o Inertial sub-range (Ipr < ! < lgr): this is the part of the

spectrum at which the inviscid transfer of turbulent kinetic
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Figure 2.1: Energy cascade ranges
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Figure 2.2: Turbulence spectrum

energy between scales takes place. In this range viscosity
effects are negligible and the turbulent kinetic energy is

conserved between scales.

Dissipation range (1, <1 <lpr): this is the last portion of
the spectrum where the dimension of eddies approaches the
molecular scale. Here, the viscous scales are responsible for

the dissipation of the turbulent kinetic energy.
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2.2 CFD methods

At this point, a brief recap on CFD is made focusing on the dif-
ferences between all the possible numerical approaches that can
be used to face engineering problems. From a theoretical point
of view, CFD methods have been developed during the years as
a computational tool to solve fluid flows for which the system of
Navier-Stokes equations does not admit any analytical solution.
To do so, a large number of CFD codes implements the finite
volume method (FVM) [22, 23] so that the Navier-Stokes equa-
tions are rewritten in their discrete form and then integrated over
finite control volumes starting from specific initial and bound-
ary conditions. As shown in Figure 2.3, the continuous physical
space occupied by the flow under investigation must be fit with
a computational mesh made of polyhedral cells (i.e., the con-
trol volumes) over which the discrete Navier-Stokes equations

are integrated. As a consequence, the original system of Navier-

Figure 2.3: Finite volume method (FVM) illustration.

Stokes equations made of partial differential equation (PDE) is
rearranged into an algebraic system that can be solved using lin-
ear algebra iterative strategies. Then, the solution of this system

is stored into each cell of the mesh (in the nodes or in the cell
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centroid) and the process is repeated until convergence. How-
ever, a direct numerical solution of the NS equations for whatever
fluid flow is hardly ever attempted due to the presence of tur-
bulence in the most relevant engineering applications. Remem-
bering that turbulence is an intrinsically three-dimensional and
unsteady feature of flows, very fine meshes and time-steps should
be adopted to correctly catch all the turbulent eddies that con-
stitute the turbulent spectrum, thus leading to too long lasting
simulations. To further stress this point it can be assumed that
the mesh sizing to resolve the smallest scale for a 3D simulation
must be at least Az = Ay = Az = [,, and the time-step At = 7,,.
With this assumptions, the ratios between integral and viscous
scales can be interpreted as the total number of mesh cells and
the total number of time-steps needed to run a direct numeri-
cal simulation (DNS). From the Kolmogorov theory explained in
the previous section it has been demonstrated that the ratio be-
tween the integral and the viscous length scales is proportional

95 In conclusion,

to Re®" while in terms of time scales to Re
it can be stated that the computational effort of a DNS scales
approximately with the product Re’ 7 Re’> ~ Re3. This means
that DNS approach is even more computationally expensive as
the Reynolds number of the flow is high, making unfeasible to
use this method for most of the practical applications. Moreover,
these kind of simulations require local information about turbu-
lence at the domain boundaries that is often unavailable from
experimental campaigns. For these reasons, turbulence mod-
els have been developed with the aim of mimicking the effects of
turbulence on the mean flow variables without solving the turbu-
lent length scales. This has brought to the birth of the so-called
Reynolds-Averaged Navier Stokes (RANS) approaches that have

drastically reduced the computational effort of simulations mak-
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ing feasible to extend CFD methods also to the industrial field.
On the other hand as stated in the Introduction, some engineer-
ing applications cannot rely on turbulence modelling as they need
an accurate resolution of turbulent flows to be meaningful. For
instance, broadband noise is generated by turbulence, thus at
least the largest eddies of the turbulent spectrum must be solved
to determine the noise level somewhere in the space. Hence, to
combine the accuracy of a DNS with the low computational ef-
fort of a RANS, a wide range of hybrid CFD methods have been
proposed through the years, ranging from the Scale Adaptive
Simulation (SAS), to the Detached Eddy Simulation (DES) to
the Large Eddy Simulation (LES). Thereby, a breakdown of all
the possible CFD approaches can be based on the percentage of
the turbulent spectrum that the CFD method solves. A sum-
mary of all the existing CFD methods is reported in Figure 2.4.
In the rest of the section, dedicated paragraphs are intended to
separately deepen some aspects of each CFD technique family

mentioned so far.

Figure 2.4: CFD methods hierarchy in ascending order of ac-
curacy.
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2.2.1 Reynolds Averaged Simulation - RANS

The RANS approach [24] is the state of the art of numerical sim-
ulation for many industrial applications due to its ease of setup,
running and post-processing. This comes from the usage of tur-
bulence models which strongly reduce the impact of initial and
boundary conditions. The basis of the method is to consider each
flow variable as the sum of a mean and a fluctuating component,
describing the flow field with a time-averaged formalism. Equa-
tion 2.5 shows that the Reynolds averaging consists in taking a

time-average of f(z,t) over an infinite size window width.

Fal =1 = im 2 [ ey a (2.5)

To account for compressibility effects of the flow, a density-
weighted or Favre-averaging [25] formulation is introduced. The
Favre average is linked to the Reynolds average through Equa-
tion 2.6.

flay=f == tim = [ ppwna =210 2

T—00 ﬁT

At this point, by taking the Reynolds averaging of the Navier-
Stokes system, the continuity, momentum and scalar transport
equations (i.e., energy or chemical specie) are rewritten in their
RANS form according to Equations 2.7, 2.8, 2.9.

dp

TR (p0) =0 (2.7)

a(pU)

ot +V. (ﬁﬁﬁ) =-Vp+ /Lv2ﬁ +Swm + Tij (28)

@ + V- (ppU) =Ty V23h+ Sy + \; (2.9)
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From the averaging process, the symmetric Reynolds stress
tensor 7;; = —pm and the vector \; = —pw appear in
the momentum and the scalar transport equations respectively.
These terms account for the effect of turbulence on the mean
variables but now a closure to the RANS system must be pro-
vided as 7;; and A; are unknown. To do so, specific relations
between the unknowns and the averaged quantities are needed.
Depending on the way these unknowns are treated, two families
of RANS turbulence models are obtained.

2.2.1.1 Eddy Viscosity Models

Through the Boussinesq hypothesis [26] a turbulent eddy viscos-
ity coefficient p, is introduced to provide an algebraic closure for
the unknown Reynolds stress tensor which is supposed to be pro-
portional to the mean velocity gradient according to Equation
2.10.

OU; an) 2 kb, (2.10)

Tij = —pulu’, = - =
*J Pt J ut<c’)xj 8:51 3
In Equation 2.10, the term in brackets is twice the mean strain
rate tensor S;j, k is the turbulent kinetic energy and ¢;; is the
Kronecker delta. A similar closure yields also for the \; vector

as given by Equation 2.11.

99
al‘i

No= —puld =T, (2.11)
Here, the T'; constant can be expressed as a function of u; once
the turbulent Prandtl or Schmidt number are known. In other
words,the idea behind eddy viscosity models is to build a paral-
lelism between motion of fluid molecules and turbulent eddies.
The presence of turbulence enhances the transport mechanisms

and the momentum exchange between fluid particles so that un-
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der the RANS perspective, a turbulent flow can be viewed as a
laminar one with a modified viscosity pieff = i + pt¢. Therefore,
the closure problem is reduced to the evaluation of the turbulent
viscosity everywhere in the fluid domain. It is worth noting that
eddy viscosity models assume isotropic turbulence, although this
approximation does not hold for the largest energy-carrying ed-
dies. At this point, from the gas kinetic theory it can be assumed
(1t/p) o< u*l*, where u* and [* are the eddy mixing velocity and
length. Equation 2.10 can be recast in Equation 2.12 for a 2D
flow, highlighting the contribution of v* and [* to turbulent eddy

viscosity.
1 ou
Tay = =pl*u* —
L) dy

Algebraic or differential formulations can be used to express the

(2.12)

velocity and the mixing length, determining a vast set of RANS
turbulence models that can be grouped into three major cate-

gories.

1. Algebraic models

These models can be referred also as zero-equation models
as the velocity and the mixing length are not calculated
through transport equations. Depending on the way these
mixing lengths are derived, different algebraic models are
built. Among these models, the very first one was devel-
oped by Prandtl [27] who considered the mixing velocity
u* as a function of the mixing length [* which in turn was

supposed to be proportional to the wall distance.

0|
oy |

u* ~ "

I* 2 Y (2.13)

However, Equation 2.13 suggests that according to the

Prandtl model, the turbulent time scale (i.e., I* /u*) is of
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Figure 2.5: Law of the wall for turbulent boundary layers

the same order of magnitude of the integral time scale
(i.e., dy/dU) violating the hypothesis of isotropic turbu-
lence. For this reason, some modifications were needed
to properly model the turbulent boundary layer. Start-
ing from the law of the wall over a flat plate shown in
Figure 2.5, Prandtl and Von Karman introduced a proper
mixing length to model turbulence in each layer of a turbu-
lent boundary layer (i.e., viscous sub-layer, log layer, defect

layer) so that:

I* = y2 sub-layer
I* = ky,, log layer (2.14)
I* = §(z) defect layer

In Equation 2.14, £ = 0.41 is the Von Karman constant
while d(z) is the boundary layer displacement thickness.
Subsequently, van Driest [28] proposed the damping func-

tion in Equation 2.15 to reproduce the near-wall behaviour
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of turbulent eddy viscosity, taking the coefficient A* = 26.

I = kyo(1—e v /A7) (2.15)

Furthermore, Clauser [29] corrected the eddy viscosity in
the defect layer while Kays and Moffat [30] adapted the
original model to pressure gradient flows, making the A™
parameter a function of the local pressure gradient. Later
on, Cebeci and Smith [31] developed a two-layer model
which exploits an inner and outer eddy viscosity coefficients

to reconstruct the law of the wall.

= ifOI‘ < m
Mt = Mt y=y (2.16)

Ht = Hto for Y > Ym

The general formulation of such models is expressed in
Equation 2.16 where y,, is the wall distance at which p; =
I+o- At this point, the closure is provided specifying an al-
gebraic law for the inner and outer contribution of the eddy
viscosity. Due to the difficulty in computing the displace-
ment thickness for separated flows, Baldwin and Lomax
[32] revised the formulation of the outer eddy viscosity
of the Cebeci-Smith model, developing a more versatile
two-layer model. Nevertheless, both these models were
designed to include pressure gradient terms, streamline
curvature, surface roughness and the laminar-to-turbulent
boundary layer transition. Although algebraic models do
not provide any information of the transport of turbulence
inside the flow, they have been widely used for industrial
applications due to their robustness and easiness of imple-

mentation into a CFD code.
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2. One-equation models

One differential equation is added to the original Navier-
Stokes system to determine how turbulence is transported
into the fluid domain. Hence, the eddy viscosity is sup-
posed to be a function of a scalar selected to express the
turbulence content of the flow. Doing so, non local effects
and the temporal evolution of turbulent eddies are included
in the modeling, overcoming the main deficiency of alge-
braic models. The first one-equation differential model was
developed by Prandtl [33] who chose the turbulent kinetic
energy (k = %m) to describe the transport of turbulence
inside a flow. Therefore, he linked the eddy viscosity to
turbulent kinetic energy through Equation 2.17, although

a mixing length must be provided to close the model.
e o pl*Vk (2.17)

The transport equation for the turbulent kinetic energy was
derived by Prandtl from a manipulation of the momentum

equations leading to:

%_’_ .%_T..GU"_ 6+i %_l wulu —p'u
Pot TP 0x; ~ T ox; P bx; |Mow, T 2P TP
(2.18)

Equation 2.18 implies that the transport of the kinetic en-
ergy (LHS) must be balanced by production, dissipation
and diffusion terms (RHS) everywhere inside the flow. The
dissipation and the diffusion terms of Equation 2.18 can be

expressed through Equations 2.19 and 2.20

(2.19)
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oulou!, k3/2
= tt = 2.2
¢ Vaxkaxk ¢ l ( 0)

The C parameter in Equation 2.20 is a closure coefficient

derived by experimental evidence.

From the Prandtl model, another one-equation differential
model was derived by Spalart and Allmaras in 1992 [34]. In
this model the turbulent variable is a modified kinematic
viscosity 7 which is directly correlated to the eddy viscosity
through Equation 2.21. Here, f,; is a function of the ratio

X = Z, being v the kinematic viscosity of the fluid.
v
e = pU fo1 (2.21)

The transport of the o variable is given by Equation 2.22.

ov ov - 1] 0 N %
at‘f’Uj((irj—CblSV-l-r[M((V—f—U)axk)“r

oy 2P e (7 ?
Cp2 I CwlJw d
(2.22)

The reader may refer to [34] for further details on model

constants and damping functions.

. Two-equation models

Exploiting a second differential equation allows for a more
precise characterization of the turbulence transport since
no leng