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1. Introduction 
 

 
1.1 Computational chemistry in structural biology 

 

Bioinformatics methods play a central role in the structural biology studies, and this field 

of research is fundamental for structure determination and mobility studies(1, 2). Protein 

structure and mobility calculations are essential to understanding the structure–function 

relationship, and are indeed  a major initiative in structural biology, which involves 

research in biochemistry, molecular biology, instrumental methods such as X-ray(3) 

crystallography and nuclear magnetic resonance (NMR) spectroscopy(4). 

Molecular Dynamics simulations(5-7) of biomolecules can provide useful details 

concerning individual particle motion as a function of time. This can be used to address 

specific problems including  properties of  biological systems often not easily obtained 

from experimental measurements. Of course experiments play an essential role in 

validating the simulation methodology; comparison of simulation and experimental data 

serve to test the accuracy of the calculated results and to provide criteria for improving 

the methodology. 

 Computational modeling has been used to rationalize experimental data and to predict 

biophysical properties related to protein structure, dynamics and interactions(8). The 

three-dimensional structures determined using protein NMR spectroscopy provide an 

overall time-averaged or ensemble averaged topology, which is useful but does not fully 

represent the dynamic character of proteins or protein complexes. Often, interaction such 

as protein-protein or ligand-protein binding cannot be understood in terms of structures 

alone. Structural rearrangements and dynamic motions are typically involved in such 

intra- and inter-molecular interactions. Classical molecular dynamic (MD) computer 

simulations, based on experimentally determined structures, typically provide 

information for processes in the picosecond to microsecond time scale. Besides 

understanding the native motions of biomolecules, MD simulations have been used to 

understand biological processes, such as folding, conformational transitions, protein or 
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ligand binding, enzymatic catalysis, biological reactions and protein–membrane 

interactions(9, 10).  

Molecular modeling and computational chemistry are assuming an increasingly important 

role in understanding the basis of drug-receptor interaction and assisting the medicinal 

chemist in the design of new therapeutic agents(11-13). The number of proteins with a 

known three-dimensional structure is increasing rapidly, and structures produced by 

structural genomics initiatives are beginning to become publicly available(14). The 

increase in the number of structural targets is in part due to improvements in techniques 

for structure determination, such as high-throughput X-ray crystallography(15) and NMR 

spectroscopy(16, 17). Due to the availability of such large amount of novel information 

the development of new theoretical approaches in docking programs  has become a 

crucial part in pharmaceutical research and drug discovery. 

 

Aims and topics of the research 
 

The research carried out during my Doctorate in Structural Biology allowed me to 

acquire and develop techniques for structural characterization of biological systems, and 

for studies on mobility and possible interactions with other biomolecules.  

The first work carried out was a theoretical investigation on the different mobility in cyt 

b5 in both reduced and oxidized forms  through molecular dynamics simulations(18). The 

order parameter (defined in the ‘model free’(19, 20) theory) of 15N nucleus of protein 

backbone was extracted from MD trajectories and compared with experimental NMR 

data(21, 22). 

The second part of my work involved the implementation of a complete set of restraints 

based on paramagnetic(23-25) effects in the program Xplor-NIH(26), one of the most 

widely used programs for NMR structure determination. I  optimized the “simulated 

annealing”(27) process to solve NMR structures of proteins using these restraints. The 

protocol was tested on different proteins for its validation(28).  

In the last part of my work I developed a ligand-protein docking protocol able to take into 

account protein flexibility and experimental NMR restraints. This was done combining 

programs like AutoDock(29) with algorithms run with Xplor-NIH. AutoDock uses a 
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powerful genetic algorithm to search the lowest ligand-protein interaction energy, but 

cannot use experimental restraints and cannot admit protein flexibility. Xplor-NIH has a 

less powerful simulated annealing algorithm but can include experimental restraints and 

protein flexibility. This research was possible thanks to the experience acquired in my 

previous work, and based on the knowledge of MD and structure determination through 

experimental restraints techniques.   
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2. Methods 
 
 

 
2.1 Molecular dynamics and NMR spin relaxation 

 

Molecular dynamics simulations play a central role in the comprehension of biological 

systems. These simulations can provide important information on molecular motions and 

their impact on observable NMR. Experimental measurements of NMR spin relaxation 

also provides useful information on conformational fluctuations occurring in time scales 

from picoseconds to nanoseconds(30). Simulations on these time scales, has only recently 

become possible due to the improvements in computer power, and are likely to provide 

important new information on internal motions, overall diffusion and coupling between 

internal and rotational motions(31). Such information could provide a sound foundation 

for a detailed interpretation of NMR spin relaxation results. In principle, relaxation 

measurements can provide a valuable benchmark for judging the quantitative accuracy of 

simulations. For instance the different  mobility of proteins in different oxidation states 

observed in NMR experiments can be simulated through molecular dynamics 

methods(18).  

In order to simulate the structure and dynamics of biomolecules, they are approximated 

as a physical network of balls that have point charges at their centers and are connected 

by springs. In addition to these springs that govern the bending of bonds and angles, there 

are forces that favor certain rotations about the bonds. The balls representing the atoms 

are not hard spheres; they are Lennard-Jones particles that can overlap each other. 

Therefore MD simulations require thousands of potential energy parameters including 

springs stiffnes, equilibrium distances among atoms, torsional barriers periodicities, 

partial charges, and Lennard-Jones coefficients. The final goal is to study the motion of 

this physical network of balls and springs for the interpretation and prediction of 

dynamics of real macromolecules at the atomic level. 
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Given  the initial coordinates of all atoms in a system  we need to calculate the energy of 

the latter  as a function of the atomic coordinates. Such function must be  chosen together 

with the associated numerical  constants. Both energy function and numerical  protein 

energy parameters require extensive optimization.  

 

2.1.1 Molecular Mechanics parameters  

All interactions commonly employed in the potential energy function are summarized 

below. Simple harmonic terms describe bond stretching and angle bending. The planarity 

of groups (e.g., protein amide planes and aromatic rings) can also be enforced by 

harmonic potentials known as improper dihedrals. Rotation about single bonds (torsions) 

are governed by sinusoidal energies. 

The bond stretching between two covalently bonded atoms i and j is represented by a 

harmonic potential: 

( ) ( )20

2
1

ijijijijs rrkrV −=      (2.1) 

where rij is the bond distance, 0
ijr is the equilibrium bond lengths and kij is bond stretching 

force constant. The bond angle vibration between a triplet of atoms i - j - k is also 

represented by a harmonic potential function : 

( ) 20 )(
2
1

ijkijkijkijk kV θθθ θ
θ −=      (2.2) 

where ijkθ  is the angle between the vectors connecting the i, j atoms and j, k atoms 

respectively, 0
ijkθ  is the equilibrium angle value, θ

ijkk  are angle bending  force constant. 

Proper dihedral angles are defined according to the IUPAC/IUB convention, where Фijkl 

is the angle between the ijk and the jkl planes, with zero corresponding to the cis 

configuration (i and l on the same side). The considered potential energy function is: 

 

))3cos(1(
2
1)( 0φφφ φφ −+= kV ijkl     (2.3) 
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Improper dihedrals are meant to keep planarity groups planar (e.g., protein amide planes 

and aromatic rings) or to prevent molecules from flipping over to their mirror images.  

Their energy function is of the same type as that of angle bending potential.  

 The electrostatic attraction or repulsion between two charges is described by Coulomb's 

law: 

ijr
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Coulomb
ij r

qq
rV

04
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επε
=      (2.4) 

 where qi and qj are the atoms' partial charges, rij is the distance separating the centers of 

atoms, ε0 is the permittivity of free space, εr and is the relative dielectric coefficient of the 

medium between the charges.  

van der Waals interactions  must also be included.  These are due to the electron cloud of 

a neutral atom fluctuating around the positively charged nucleus. The fluctuations in 

neighboring atoms become correlated, inducing attractive dipole-dipole interactions. The 

equilibrium distance between two proximal atomic centers is determined by a trade off 

between this attractive dispersion force and a core-repulsion force that reflects 

electrostatic repulsion. The Lennard Jones potential models the attractive interaction as α 

r-6 and the repulsive one as α r-12:  
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where r0 is the equilibrium separation distance (where the force 0=
−

=
ij

LJ
ij

dr
dVF  ) and 

ε is the well depth ( ijij
LJ

ij rV ε−=)( 0 ) 

A typical potential energy function used in MD simulations looks like: 
nonbonded

tot
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Vs is obtained as the sum bonds between atom pairs, Vθ is the sum over bond angles, 

φV and impVθ  are the sum over proper and improper torsion angles. In the nonbonded 

interactions (van der Waals and electrostatics), the summation is over atoms i and j, 

where ‘i < j’ simply ensures that each interaction is counted only once. Generally, atoms 

separated by one or two bonds are excluded from the nonbonded sum, and those  

separated by three bonds, `1-4 interactions', may have electrostatic interactions reduced 

by a multiplicative scale factor. The form shown here reflects the choice not to include an 

explicit hydrogen bond term, favoring instead to account for hydrogen bonds through an 

appropriate parameterization of Lennard-Jones and Coulomb interactions. 

 

2.1.2 Molecular dynamics simulation  

MD simulation generally begins where experimental structure determination stops, if not 

during the structure refinement itself. It is generally not used to predict a structure 

directly from a sequence or to model the protein folding pathway. MD simulation can 

fold extended sequences to `global' potential energy minima for very  small systems 

(peptides of length ten, or so, in vacuum), but it is most commonly used to simulate the 

dynamics of known structures. An initial velocity is assigned to each atom, and Newton's 

laws are applied at the atomic level to propagate the system's motion through time. Thus, 

dynamical properties such as time correlation functions and transport coefficients (e.g., 

diffusion constants, bulk viscosities) can be calculated from a sufficiently long MD 

trajectory.  

 Classical MD algorithm is derived from Newton's second law Fi =miai, where Fi is the 

sum of all forces acting on atom i, that results in its acceleration. The acceleration is the 

second derivative of the position with respect to time: ai=dvi/dti=d2ri/dt2. 

 The `Leap Frog' algorithm is one method commonly used to numerically integrate 

Newton's second law. We obtain all atomic positions ri at all times t and all atomic 

velocities v at intermediate times tn+1/2. This method gets its name from the way in which 

positions and velocities are calculated in an alternating sequence, `leaping' past each 

other in time: 

t
m
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ttvtrtr ninini ∆+= ++ )()()( 2/11
rrr      (2.10) 

 Initial velocities are assigned so as to reflect equilibrium at the desired temperature T (a 

Maxwell distribution), without introducing a net translation or rotation of the system. The 

energy of an isolated system (as opposed to, for example, one in contact with a thermal 

bath) is conserved in nature, but it may not be in simulations. Energy conservation can be 

violated in simulations because of an insufficiently short integration time step ∆t, an 

inadequate cutoff method applied to long range (electrostatic and Lennard-Jones) forces, 

or even bugs in the program. Of course, energy conservation alone is not sufficient to 

ensure a realistic simulation. The realism of the dynamics trajectory depends on the 

empirical potential energy function Vtot, the treatment of long-range forces as well as the 

value of ∆t . 

 

2.1.3 Nuclear Magnetic Resonance spin relaxation 

Nuclear magnetic resonance relaxation measurements provide an important probe of the 

dynamics of molecules. The spin-lattice (T1) and spin-spin (T2) relaxation times and NOE 

enhancement factor of protonated heteronuclei are a function of the thermal motions, and 

relaxation is dominated by the dipolar interaction with the directly attached 1H spin and 

by the chemical shift anisotropy mechanism(32, 33). The relaxation constants are 

determined by the spectral density functions J(ω), according to, 
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where  3/σω ∆= Xc , 23 8/ πγγµ −= HXXH rhd o , µ0 is the permeability of free space; h is 

Planck’s constant; γH and γH are the gyromagnetic ratios of 1H and X spin (X=13C or 
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15N),respectively; rXH is the X-H bond length; ωH and ωX are the Larmor frequencies of 
1H and X spin; and ∆σ is the chemical shift anisotropy of the X spin (assuming an axially 

symmetric chemical shift tensor). The symmetry axis of the chemical shift tensor is 

assumed to be collinear with the X-H bond vector. Rex is introduced to account for other 

processes that contribute to 1/T2. Usually a non-zero Rex implies the presence of motions 

on the microsecond to millisecond time scale. For typical magnetic fields available at 

present, ωN and ωH range from 50 MHz up to 900 MHz. 

The spectral density function is the Fourier transform of the angular auto-correlation 

function, C(t), of the N-H bond vector, 

∫
∞

=
0

cos)(2)( tdttCj ωω .     (2.14) 

The correlation function describes reorientation of the N-H bond vector due to both the 

overall molecular tumbling and internal dynamics. Assuming that the overall molecular 

tumbling is much slower than the internal motions, one can decompose C(t) as 

)()()( 0 tCtCtC I=       (2.15) 

where C0(t) and Ci(t) are the correlation functions for the overall tumbling and internal 

motions respectively. When the molecular tumbling is isotropic, the overall motion can 

be described by a single correlation time, mM D61 =−τ  

Mtiso etC τ−=
5
1)(0       (2.16) 

where DM is the isotropic rotational diffusion constant. The internal correlation function 

is given as 

))(ˆ))0(ˆ()( 2 tPtCI µµ ⋅=      (2.17) 

where the second Legendre polynomial P2(x) =(3x2 − 1)/2, and the unit vector µ describes 

the orientation of the N-H bond vector in the molecular reference frame. 

 

 

2.1.4 Model-free analysis 

As shown in equations (2.11,2.12,2.13), the relaxation constants are determined by the 

spectral densities at five characteristic frequencies. The spectral density mapping  can be 
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rebuild  using the so-called model-free formalism(19, 20). The unknown spectral density 

function, or equivalently, the internal correlation function, is modeled by simple 

analytical functions that depend on a few ‘model-free’ parameters. For example, the 

internal dynamics can be simply characterized by two motional parameters, 

e
t

I eSStC τ−
−+= )1()( 22      (2.18) 

in which the squared generalized order parameter, S2= CI(∞), reflects the amplitude of the 

internal motions, which time constant, τe, in this case, equals to the integrated correlation 

time, τeff, defined as 

∫
∞

∞−
∞−

=
0

))()((
)()0(

1 dtCtC
CC II

II
effτ    (2.19) 

The angular reorientational  correlation function that describes the dynamics of an N-H 

bond can be  calculated from MD simulation of length T using(34)  

ττµτµµµ dtP
tT

tP
tT

)()((1))()0((
0 22 +⋅

−
=⋅ ∫

−
  (2.20) 

The long time of this function is defined as the square of the generalized order parameter 

(S2) and can be obtained  from the simulation  

 

dtdtP
T

S
T T

ττµτµ )()((1
0 202

2 +⋅= ∫ ∫     (2.21) 

For trajectory of finite length that do not adequately sample conformation space, the long 

time limit calculated using equation (2.20) will in general differ from the value obtained 

from equation (2.21)  In order to remove the overall motion contribution, all trajectory 

snapshots have to be superimposed.  

 

 

 

 

 

 

 



 14

2.2 NMR protein structure calculation 

 

NMR spectroscopy is a technique widely used  for protein structure determination. It 

allows obtaining structures of proteins in solution, i.e., in environments much closer to 

the natural biological system than the single crystals required for protein crystallography, 

with similar accuracy to the latter. Geometric conformational restraints have to be 

derived from available experimental NMR data, in order to be used as structural 

restraints(35). These restraints should convey to the calculated structure all the 

information present in the NMR data. Experimental NMR data alone however are not 

sufficient to determine the position of all atoms in a biological macromolecule. It has to 

be supplemented by information about the covalent structure of the protein (the amino 

acid sequence, bond lengths, bond angles, chiralities, and planar groups) and the steric 

repulsion between nonbonded atom pairs. Depending on the structure calculation 

programs, the structure parameters and the conformational restraints that are employed 

can be different. The most widely used programs in NMR structure determination are 

DYANA(36), CYANA(37), CNS(38) and Xplor-NIH. All programs perform MD 

simulations in cartesian or torsional angle space. 

The purpose of a molecular dynamics calculation in an NMR structure determination 

program is that of searching the conformation space of the protein for structures that 

fulfill the restraints and minimize a target function defined as the sum of the potential 

energies of the system (equation 2.6) and of the energy contributions related to the 

different classes of available restraints. The minimization of the target function defined is 

found using a simulated annealing procedure. This is a special case of MD simulation 

performed initially at high temperature using a simplified force field that treats the atoms 

as soft spheres without attractive or long-range (i. e. electrostatic) nonbonded interactions 

and does not include explicit consideration of the solvent. The temperature is then 

gradually reduced during the simulation. Often, the system is first heated and then cooled. 

In this way the system has the possibility to cross energetic barriers. Of course, annealing 

is more time expensive than energy minimization. The energy functions that is minimized 

includes unphysical energy terms as for instance those related to NMR derived restraints. 
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2.2.1  NOEs derived restraint 

The nuclear Overhauser effect(39) provides information on the spatial proximity of 

nuclei. NOE determinations are usually homonuclear, in the case of protons, but can also 

be heteronuclear, with 1H signals irradiated and those of heteronuclei observed. Use of 

NOEs play the primary role  for three-dimensional structure determination. The intensity 

of NOE is proportional to the inverse of the sixth power of the distance between the two 

nuclei observed. Usually NOEs are observed only for proton pairs separated by less than 

6-7 Å. In the structure determination algorithm, NOE  distance restraints are used as 

upper bound  limits, because NOEs may be reduced by internal motions and exchange 

effects.  

 

2.2.2 Pseudocontact shift restraint 

In paramagnetic systems, the NMR lines are affected by the unpaired electrons that 

generate an extra contribution to the chemical shift, which is called hyperfine shift. The 

different values of the observed chemical shift between a paramagnetic system and a 

diamagnetic analog is  the sum of  the pseudocontact shift contribution δpcs and the 

contact shift contribution δcon. The contact shift contribution is correlated to the amount 

of unpaired spin density of the resonating nucleus(24): 

 

kT
SSgA

N

Beccon

γ
µ

δ
3

)1( +
=
h

     (2.22) 

where Ac is the nucleus-electron hyperfine coupling constant, ge is the free electron g 

factor, µB is the Bohr magneton, S is the electron spin moment, γN is the nuclear 

magnetogyric ratio, ħ is reduced Planck constant, k is Boltzmann constant, T is the 

temperature. 

The pseudocontact shift arises from the magnetic susceptibility anisotropy, and is given 

by(40-43): 
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where θ and φ identify the polar coordinates of the nucleus in the frame of the magnetic 

field susceptibility tensor, and  axχ∆ and rhχ∆  are the axial and rhombic anisotropy 

parameters of paramagnetic susceptibility tensor of the metal. Pseudocontact shift 

restraints alone cannot be used to solve the protein three-dimensional structure, but when 

used together with NOEs and dihedral angle restraints thay contain precious  information 

useful for protein refinement and for ab-initio structural calculations(44-53). Therefore 

they were  implemented into the  Xplor-NIH package. 

 

2.2.3 Residual dipolar coupling restraint 

Residual dipolar couplings, induced by alignment of the molecules with the external 

magnetic field B0, can provide important long-range restraints for structure 

determination(54). The presence of a paramagnetic center induces different energy values 

for the orientations of the protein related to the magnetic susceptibility tensor. The 

presence of this sizeable anisotropy in the latter tensor leads the average nucleus-nucleus 

dipolar coupling to a value different from zero. A small anisotropy of the magnetic 

susceptibility tensor is also present in diamagnetic proteins but is often smaller than that 

of paramagnetic systems. Due to the diamagnetic contribution, the magnetic 

susceptibility tensor anisotropies estimated from residual dipolar couplings are different 

from those calculated from  pseudocontact shifts. RDC values can be derived from the 

difference between the corresponding 1JHN values for the paramagnetic and the 

diamagnetic species, measured at the same field. In this case only the paramagnetic 

anisotropy is responsible of the experimentally obtained RDCs. 

The expression for the residual dipolar coupling between two directly coupled nuclei can 

be simplified to the form(42, 55)  

[ ]ϕθχθχ
π
γγ

π
2cossin23)1cos3(

2154
1 22

3

2
0

rhax
IS

SI

rkT
B

rdc ∆+−∆=
h

 (2.24) 

where ∆χax and ∆χrh are the axial and rhombic anisotropies of the molecular magnetic  

susceptibility tensor, θ and φ are polar coordinates describing the orientation of the I-S 

bond vector in the axis system of the tensor, rIS is the I-S distance, γI is the nuclear 

magnetogyric ratio of nucleus I, γS is the nuclear magnetogyric ratio of nucleus S, ħ is 

reduced Planck constant, k is Boltzmann constant, T is the temperature. 
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The long-range information content of the residual dipolar couplings is quite different 

from the short-range nature of the restraints derived from NOEs and pseudocontact shifts, 

and can significantly improve the quality of macromolecular NMR structures(56-58). 

Therefore, also paramagnetic RDC have been included in Xplor-NIH program (see 

appendix 4) . 

 

 

2.2.4 Relaxation rates derived restraint 

In paramagnetic proteins Nuclear relaxation rates (R1 and R2)of resonating nuclei  are 

affected by the presence of dipolar coupling with the unpaired electron. The 

paramagnetic contribution to longitudinal dipolar relaxation rate R1M is described by the 

equation(25): 

61 r
kR M =        (2.25) 

where r is the distance between paramagnetic center and resonating nuclei and k is a 

constant  
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1111 −−−− ++= sMrc ττττ       (2.27) 

where τc depend from the rotational correlation rate τr, the exchange rate τm and the 

electron relaxation rate τs, )1(222 += SSg Beeff µµ or )1(222 += JJg BJeff µµ  for lanthanides 

and actinides, γI is proton magnetogyric ratio, ωI and ωS are proton and electron Larmor 

frequency. The relaxation rate depends on the inverse of the 6th power of the metal-

nucleus distance. R1 value are experimentally available in a spherical shell where the 

effect is not too weak to be detected and not too strong to increase the line width so that 

the signal itself is not observable any more. The paramagnetic contribution of nuclear 

relaxation is used as upper distance limit restraint and it is obtained as difference between 

the longitudinal relaxation rate of paramagnetic and diamagnetic samples(59). 

Implementation of these restraints in Xplor-NIH is been part of the present work. 
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2.2.5 Cross-correlation rates between Curie spin relaxation and dipole-dipole 

relaxation restrain 

The paramagnetic center induces relaxation of nuclear spins due to the  presence of 

dipolar interaction between the static electron magnetic moment and the magnetic field. 

This interaction depends on the relative populations of the electronic energy levels. This 

contribution to relaxation is called Curie spin relaxation, and is modulated by the 

rotational correlation time of the molecule(60, 61).  

Curie spin relaxation and dipole-dipole nuclear relaxation have the same correlation time  

(the rotational correlation time τr). This causes the occurrence of cross correlation  effects 

between the two mechanisms, which give rise to differential  line broadening of the 

doublet components, α and β, in a coupled two-spin system(62). This can be written as 
DDCSall RRR −±= 22

,
2

βα       (2.28) 

where DDCSR −
2  is the cross correlation contribution to R2, and allR2  is the sum of all the 

other contributions. Measurements of DDCSR −
2 values provide structural information in 

macromolecules. In fact they are related to the distance, rIM, between the nucleus I and 

the paramagnetic centre M, and to the angle θ between the I-M direction and the I-J 

direction (J being the nucleus coupled to I) by the following equation, which is valid for 

an isotropically tumbling molecule with an isotropic susceptibility tensor(62): 
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rIJ is the distance between nuclei I and J with magnetogyric ratios γI and γJ, respectively, 

S is the electron spin quantum number, τr is the rotational correlation time, ωI is the 

precession frequency for the nuclear spin, and all the other symbols have their usual 

meaning. Note, for lanthanide ions, electron spin S and ge in equation 2.29, have to be 

replaced with the total angular momentum quantum number J and gJ respectively. 

The quantity that is experimentally measured is the difference in R2 values from the two 

doublet lines (i.e. βα
22 RR − ) indicated with Г. Cross correlation between chemical shift 

anisotropy and dipolar relaxation also affects the observed values of Γ, and must be 

removed by subtracting the corresponding values measured on a diamagnetic 
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analogue(63). Implementation of these restraints in Xplor-NIH is part of the present 

work. 
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2.3 Introduction to docking calculations 

 

Computational methodologies have become a crucial component of many drug discovery 

programs, from hit identification to lead optimization and beyond, and approaches such 

as ligand- or structure-based(64) virtual screening techniques are widely used in many 

discovery efforts(13). When only the structure of a target and its binding site are 

available, high-throughput docking is primarily used as a hit-identification tool. 

However, similar calculations are often used also later during lead optimization, in order 

to study  modifications of the enzyme structure through computer models before 

preceding  with compound synthesis. The availability of experimental restraints and a 

protocol to evaluate them would be very useful in order to calculate a correct protein-

ligand  conformation. 

 The docking process involves the prediction of ligand conformation and orientation (or 

posing) within a targeted binding site. The process begins with the application of docking 

algorithms that pose small molecules in the binding site. This in itself is challenging, as 

even relatively simple organic molecules can contain many conformational degrees of 

freedom. Sampling these degrees of freedom must be performed with sufficient accuracy 

to identify the conformation that best matches the receptor structure, and must be fast 

enough to permit the evaluation of thousands of compounds in a given docking run(65). 

The inclusion of few experimental restraints (like protein-ligand NOEs) in this 

calculation can reduce drastically the conformational space search and improve the 

accuracy of the calculation. 

Algorithms are complemented by scoring functions that are designed to predict the 

biological activity through the evaluation of interactions between compounds and 

potential targets. 

 

2.3.1 Molecular presentation of docking 

To evaluate various docking methods, it is important to consider how protein and ligand 

are represented. There are three basic representations of the receptor: atomic, surface and 

grid(66). Among these, atomic representation is generally only used in  standard 

molecular mechanics potential energy function(67) (as in Xplor-NIH see MD simulation 
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paragraph ) Surface-based docking programs are typically, but not exclusively, used in 

protein–protein docking(68). These methods attempt to align points on surfaces by 

minimizing the angle between the surfaces of opposing molecules(69). Therefore, a rigid 

body approximation is still the standard for many protein–protein docking techniques. 

The basic idea of grid approach is to store information about the receptor's energetic 

contributions on grid points so that it only needs to be read during ligand scoring(29). In 

the most basic form, grid points store two types of potentials: electrostatic and van der 

Waals. The final energy is calculated from the sum of the interaction energy of any atom 

of the ligand (atomic representation) and every grid point of the receptor. 

 

2.3.2 Search methods and molecular flexibility 

Ligand flexibility can be divided into two basic categories: random or stochastic methods 

(Monte Carlo, genetic algorithms), and simulation methods (molecular dynamics, energy 

minimization). 

Molecular dynamics is currently the most popular simulation approach. However, 

molecular dynamics simulations are often unable to cross high-energy barriers within 

feasible simulation time periods, and therefore might only accommodate ligands in local 

minima of the energy surface(65). The classical MD approach used to simulate protein–

ligand system interaction is the simulated annealing method (27). 

Random search algorithms operate by making random changes to either a single ligand or 

a population of ligands. A newly obtained ligand is evaluated on the basis of a pre-

defined probability function. Two popular random approaches are genetic algorithms(29, 

70, 71) and Monte Carlo search method(72). Genetic algorithms are used in several 

program including AutoDock (from 3.05 version), GOLD(73) and DOCK(74), Monte 

Carlo approach was used in AutoDock version  2.0.  

 

2.3.3 Scoring functions 

The evaluation and ranking of predicted ligand conformations is a crucial aspect of 

structure-based virtual screening. Even when binding conformations are correctly 

predicted, the calculations ultimately do not succeed if they do not differentiate correct 

poses from incorrect ones, and if 'true' ligands cannot be identified. Scoring functions 
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implemented in docking programs make various assumptions and simplifications in the 

evaluation of modeled complexes and do not fully account for a number of physical 

phenomena that determine molecular recognition — for example, entropic effects. 

Most scoring functions used in different docking and scoring programs (AutoDock, 

GOLD, Gscore(75)) are based on molecular mechanics force-field(76). This approach 

usually quantify the sum of two energies, the receptor–ligand interaction energy and 

internal ligand energy. Interactions between ligand and receptor are most often described 

by using van der Waals and electrostatic energy terms. The van der Waals energy term is 

given by a Lennard–Jones potential function. Electrostatic terms are accounted for by a 

Coulombic formulation with a distance-dependent dielectric function that lessens the 

contribution from charge–charge interactions. The functional form of the internal ligand 

energy is typically very similar to the protein–ligand interaction energy, and also includes 

van der Waals contributions and/or electrostatic terms.  

Standard force-field scoring functions have major limitations, because they were 

originally formulated to model enthalpic gas-phase contributions to structure and 

energetics, and do not include solvation and entropic terms. 

AutoDock extensions of force-field-based scoring functions include a torsional  entropy 

term for ligands, adding 0.3113 Kcal/mol for any torsional angles present in the ligand,  

and the inclusion of explicit protein–ligand hydrogen-bonding by a 12–10 Lennard–Jones 

potential with a directional component. 

 

2.3.4 Genetic algorithms 

For a protein-receptor with known three-dimensional structure, the ligand-protein 

docking problem basically consists of predicting the bound conformation of a ligand 

molecule within the protein active site. The docking problem is a difficult optimization 

problem involving many degrees of freedom, and the development of efficient docking 

algorithms and methodologies would be of enormous benefit in the design of new drugs. 

Genetic Algorithms(77, 78) are inspired in Darwin’s theory of evolution by natural 

selection and are powerful tools in difficult search and optimization problems. The GA 

works with a population of individuals where each individual represents a possible 

solution for the problem to be solved and, in ligand-protein docking problem, it is the 
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position of the ligand with respect to the protein. Therefore, a ligand conformation is 

represented by a chromosome constituted by real valued genes representing ligand 

translational, orientational and conformational degrees of freedom. The individuals are 

evaluated by a fitness function, that is, the total interaction energy between the protein 

and the ligand molecule and the intramolecular ligand energy. Individuals in the 

population are selected for reproduction in accordance with their fitness, and undergo 

mutation and crossover reproduction operators, to generate new individuals.  

The main idea of genetic algorithms was borrowed from genetics and natural selection. A 

population of  chromosomes encoding solutions to the problem is first generated and then 

it evolves through a process similar to biological evolution. Chromosomes encoding 

lower ligand-protein energy interaction survive, reproduce and combine to generate new 

chromosomes, which hopeful encode better solutions in the succeeding generations. 

Chromosomes with small fitness will gradually perish in the succeeding generations.  

The strength of genetic algorithms lies in its ability to handle a large and diverse set of 

variables, and have been considered more efficient then molecular dynamics methods like 

simulated annealing. 
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3.1 Modeling the Backbone Dynamics of Reduced and Oxidized 
Solvated Rat Microsomal Cytochrome b5 
[Biophys. J. 87, 498-512 (2004)] 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
 



Modeling the Backbone Dynamics of Reduced and Oxidized
Solvated Rat Microsomal Cytochrome b5

Andrea Giachetti,* Giovanni La Penna,*y Angelo Perico,y and Lucia Banci*
*Magnetic Resonance Center, University of Florence, Florence, Italy; and yNational Research Council,
Institute for Macromolecular Studies, Genoa, Italy

ABSTRACT In this article, a description of the statistics and dynamics of cytochrome b5 in both reduced and oxidized forms is
given. Results of molecular dynamics computer simulations in the explicit solvent have been combined with mode-coupling
diffusion models including and neglecting the molecule-solvent correlations. R1 and R1r nuclear magnetic relaxation parameters
of 15N in the protein backbone have been calculated and compared with experiments. Slight changes in charge density in the
heme upon oxidation produces a cascade of changes in charge distributions from heme propionates up to charged residues
;1.5 nm from Fe. These changes in charge distributions modify the molecular surface and the water shell surrounding the
protein. The statistical changes upon oxidation can be included in diffusive models that physically explain the upper and lower
limits of R1r relaxation parameters at high off-resonance fields.

INTRODUCTION

Electron transfer (ET, hereafter) proteins are involved in

a variety of important biological processes. These proteins

exist in different oxidation states and, in most cases, they

contain one or more metal ions which are donor or acceptor

of electrons (Bertini et al., 2001, 1994; Kadish et al., 1999;

Scott and Mauk, 1996). The different structural and

dynamical properties of the two oxidation states have been

the subject of a huge number of studies. In particular, the

mobility of the redox forms of these proteins might be

different and this difference can be related to protein function

(Banci et al., 1998b; Brooks et al., 1988; McCammon and

Harvey, 1987), molecular recognition and reorganization

energy (Canters and Van de Kamp, 1992; Corin et al., 1991;

Hake et al., 1992; Peerey et al., 1991; Walker and Tollin,

1991; Zhou and Kostic, 1992). Experimental, theoretical and

computational tools are all required to monitor and un-

derstand the structural and mobility differences between

redox forms at an atomic level.

Cytochrome b5 (Cyt b5, hereafter) is a largely wide-

spread ET protein found in a variety of mammalian and

avian species, and it has been extensively studied (Kadish

et al., 1999; Lederer, 1994; Mathews, 1985). The protein is

mainly found as a membrane-bound protein. However,

a hydrophilic domain was identified and isolated, and it still

retains its activity (Ito and Sato, 1968; Spatz and

Strittmatter, 1971; von Bodman et al., 1986). Because of

the moderate dimensions and availability, this domain

represents an ideal system for addressing in vitro problems

related to how the ET process occurs and how energy is

transferred and stored in living organisms (Canters and Van

de Kamp, 1992; Moore et al., 1986; Moore and Pettigrew,

1990; Scott and Mauk, 1996). Structures have been

determined for some isoforms through x-ray only for the

oxidized form, whereas solution structures of both oxidized

(Arnesano et al., 1998a) and reduced (Banci et al., 1997a;

Dangi et al., 1998b) forms of rat microsomal Cyt b5 have

become recently available, in addition to the crystal

structure of the oxidized bovine liver protein (Durley and

Mathews, 1996).

The comparison of the solution structures of Cyt b5 in the

two oxidation states revealed small differences, indicating

rearrangements that could be relevant in determining the

stability of the protein in the two redox states as well as in the

ET process. Nevertheless, the structural differences were not

significant enough to produce differences in physicochemical

properties like the solvent accessibility, backbone mobility,

and solvation entropy (Banci and Presenti, 2000; Dangi et al.,

1998a,b).

Local mobility has often been thought to be important in

controlling ET processes. Heteronuclear spin relaxation

experiments, measured through nuclear magnetic resonance

(NMR) spectroscopy, can provide direct information on

local mobility (Palmer, 2001; Wagner et al., 1993; Wagner,

1993). In particular, rotating frame relaxation experiments

have been used to reveal motions with characteristic times in

the range of micro to milliseconds (Desvaux et al., 1995;

Palmer et al., 2001). However, the interpretation of these

NMR data is complicated by the high degree of cooperativity

of molecular segments’ motions in the relevant relaxation

modes.

Two kinds of effects are expected with protein oxidation

change. First, the change in electron structure, localized on

the metal ion, affects the metal coordination geometry and the

active site structure. Second, the change in the charge density

in the active site modifies both the structure and mobility of
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the protein matrix and, eventually, of the protein-solvent

interface. Models that are able to include in a unique frame

local motions, as they are contained in the high frequency

relaxation data and in the rotating frame data, are therefore

required to connect molecular dynamics to NMR experi-

ments. Computer simulations, and especially molecular

dynamics (MD) simulations (Brooks et al., 1988; Kollman

and Merz, 1990; van Gunsteren, 1993), allow calculations of

NMR relaxation parameters taking into account the neces-

sary structural atomic details of biological macromolecules

(Case, 2002). Up to date, only a few MD and stochastic

simulations are long enough to give a good statistical

description of molecular rotational tumbling (Peter et al.,

2001; Stocker and van Gunsteren, 2000). Usually, the

measured NMR relaxation rates are analyzed within

a model-free approach (Clore et al., 1990; Lipari and Szabo,

1982) which describes the involved time correlation

functions by separating overall rotation and internal motions.

The parameters involved in the fitting procedure, restricted

or extended according to the sophistication of the fitting

equations, are essentially order parameters and rotational and

internal correlation times.

Prompers and Brüschweiler (2002) introduced a different

approach to the interpretation of the NMR dynamics of

proteins, named, in its more advanced form, isotropic

reorientational eigenmode dynamics. This method gives

first a statistical estimate of the isotropically averaged

covariance matrix of the second-rank orientations of the

network of relaxing vectors. Then, it derives the dynamics

from an MD simulation by describing the time evolution

of the projections, onto the static eigenvectors of the

covariance matrix, of the second-rank components related

to the relaxing vectors. The resulting approximate dynam-

ics normally produces an overestimate of the relaxation

rates that are more relevant in determining the NMR

relaxation parameters. This problem is overcome by a fitting

to the NMR relaxation data to decrease the lower relaxation

rates.

A more basic approach couples the diffusion theory, to

describe the time evolution of protein configuration, with

computer simulations, used to estimate the time-independent

statistics. This method has been applied both on MD (Fausti

et al., 2000; La Penna et al., 2003; Perico and Pratolongo,

1997) and Monte Carlo (La Penna et al., 2003) simulations.

In this article, we report a model of nuclear spin relaxation

parameters of Cyt b5 obtained by combining detailed MD

computer simulations of the protein in the explicit solvent

with diffusion theory. This tool allows the calculation of time

correlation functions relevant to NMR relaxation without the

need of the information on time evolution of configurational

variables contained in the MD computer simulation. The

structural and statistical properties obtained by MD are

summarized and the application of diffusion theory to the

calculation of molecular dynamics are presented. The theory

provides a model for the upper and lower limits of the

relaxation parameters, based on the statistical results of the

computer simulation of the atomic model and without the

need of parameter fitting or a priori assumptions on timescale

separation.

The biological relevance of these findings as well as

perspectives of this approach are discussed.

METHODS

Molecular dynamics simulation setup

The calculations to obtain the point charges and the MD statistics of Cyt b5
in explicit water have been performed with the package NWCHEM (HPCC

group, 2002). In protoporphyrin IX, or heme type b, only the Fe ion is

covalently bonded to the protein. In Cyt b5, the heme can be bonded in two

different orientations related by a 180� rotation around the CHC-CHA meso

direction. This possibility gives rise to two protein conformations called A
and B, the ratio of which depends on the origin of Cyt b5, being that

conformation A is always the most populated.

The point charges of the heme, the Fe-bonded histidines and the iron ion

(Fe(II) and Fe(III) in the reduced and oxidized states, respectively), have

been computed ab initio by using the RESP procedure (Bayly et al., 2002) as

it has been implemented in the NWCHEM package. For the oxidized form,

the Hartree-Fock calculations have been restricted to a single unpaired

electron, as it is experimentally found for the Fe13 ion in this complex.

First, a 6-31G basis-set has been used to optimize the geometry of the

heme only, where all methyl, vinyl, and propionate substituents in

protoporphyrin IX have been replaced with hydrogen atoms. The initial

D4h symmetry of the heme group has not been imposed (Rovira et al.,

2001). Second, two imidazole molecules have been added to the resulting

heme configurations with the imidazole planes translated and oriented as

in the Cyt b5 crystallographic structure of recombinant trypsin-solubilized

fragment of Cyt b5 (PDB entry 1EHB) (Wu et al., 2000). In the A

conformation, the imidazole planes are almost contained in the plane

formed by the two segments CHB-CHD of heme and Ne2(ligand 1)–

Ne2(ligand 2).

A detailed study of the electron energy obtained with Hartree-Fock

calculations using the 6-31G* basis-set has been performed. By changing

the orientation of one or two imidazole planes with respect to the CHB-CHD

segment, several local minima have been identified: the two imidazole

planes can be parallel to each other and parallel either to the Cmeso-Fe-Cmeso

line or the N(heme)-Fe-N(heme) line (two conformations, named I and II,

respectively); the two imidazole planes can be orthogonal to each other,

parallel either to the two orthogonal Cmeso-Fe-Cmeso lines, or parallel to the

two orthogonal N-Fe-N lines (two conformations, named III and IV,

respectively); finally, the imidazole can have planes oriented at 45�, one
parallel to the Cmeso-Fe-Cmeso line and the other parallel to the N-Fe-N line

(one conformation, named V). In both the oxidation states, conformation II

has been found to be the most stable and the other conformations have

therefore been discarded for the successive calculations.

Finally, the vinyl, methyl and propionate side chains have been added in

a standard geometry to the heme conformation II to construct a model of

protoporphyrin IX-(imidazole)2 complex. The geometry of this model has

been optimized with a 6-31G* basis-set in both the oxidation states. The

resulting molecular orbitals have been used for the subsequent RESP

calculations.

The choice of equivalent atoms on which constraining identical point

charges in the RESP calculation has been done is according to the AMBER

force field (Cornell et al., 1995), as included in the NWCHEM package. All

the atoms having the same point charge in the above database have been kept

equivalent in the RESP calculations. The excess of charge obtained by

linking the Cb of His in the d-protonated form to the imidazole has been

equally spread over the Cb and Hb atoms of His-39 and His-63.
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By comparing the results of RESP calculations for conformation II of

reduced and oxidized forms, the major delocalization of the 11 charge

excess is on Fe, on the four N heme atoms, and on the He1 and Hd2 atoms of

the imidazole ligands. Therefore, only those point charges localized on these

atoms have been changed in the oxidized form with respect to the reduced

form, adding 10.4 charge to Fe, 10.1 to each N heme atom, and 10.05 to

each of the He1 and Hd2 atoms of His-39 and His-63. The point charges of

the other atoms of heme and His ligands have been kept identical to the

reduced form. Point charges in reduced and oxidized forms are provided as

Supplementary Material.

Molecular dynamics (MD) trajectories have been simulated for the

reduced and oxidized forms of Cyt b5. Both simulations started from the

minimized averaged NMR structures (Arnesano et al., 1998a; Banci et al.,

1997a) of each oxidation state (1AQA and 1AW3 PDB entries, respectively)

with the missing starting and final residues added according to standard

geometries. The heme moiety is taken in the A conformation with respect to

the protein matrix in both the oxidation states. The net charges of residues

have been chosen as they are at pH ¼ 7, i.e., Glu, Asp, and the heme

propionates carry a net �1 charge (in electron units of charge) and Lys and

Arg 11. These starting structures have been energy-minimized in the

vacuum. The force field has been taken from the AMBER database included

in the NWCHEM package, except for the point charges modified according

to the procedure summarized above. The stretching and bending parameters

for the heme-His linkage have been taken identical to the C-N-Fe and N-Fe-

N environments in the heme (Arnesano et al., 1998a; Banci et al., 1997b),

whereas no energy restraint is applied on the orientation of the His imidazole

planes with respect to the heme. The latter choice has been motivated by the

need for introducing as little bias as possible in defining the heme orientation

with respect to the protein matrix.

A number of 10 and 9 sodium ions have been added to the starting

structures of reduced and oxidized forms, respectively, to balance the net

negative charges on the two oxidation states. The ions have been located

close to the most negative regions for the electrostatic potential computed on

the molecular surface. The resulting structures have been merged into cubic

boxes of TIP3P water molecules (Jorgensen et al., 1983). The side of the

cubic boxes have been set to have a distance of 1 nm between the solute

atom farthest from the solute center and the closest box side. All water

molecules with the oxygen atom closer than 0.25 nm from any solute atom

have been removed. An amount of 4371 and 3690 water molecules have

been added to the reduced and oxidized forms, respectively, and the box

sides were 5.25 and 4.97 nm.

The simulation boxes with the protein, sodium ions and water molecules

have been energy-minimized. In the following MD simulations a thermostat

and a barostat (Berendsen et al., 1984) have been used to keep the statistics

close to the NTP ensemble corresponding to the given pressure and

temperature. The pressure was always set to 0.1 MPa, and the

compressibility kept isotropic to keep the simulation box cubic. The

SHAKE algorithm (Ryckaert et al., 1977) was used to constrain the lengths

of bonds involving hydrogen atoms to their equilibrium values, with a time

step of 2 fs. A cutoff of 1 nm was used for the Lennard-Jones and direct-

space part of electrostatic interactions, and the smooth particle-mesh Ewald

algorithm (Essmann et al., 1995) was used for evaluating electrostatic

interactions. The solvent molecules were initially simulated at the

temperature of 300 K, then all systems were gradually heated from 0 to

300 K, with 5.8 ns of MD simulations at 300 K performed for both reduced

and oxidized systems.

The analysis of the time evolution of the radius of gyration (data not

shown) suggested that a rather long period of the trajectory is needed for the

system to reach equilibration in the given force field. The first 1.3 ns of the

trajectories have been excluded for the following analysis and the last 4.5 ns

(45,000 configurations) have been kept. Moreover, we have computed all the

following averages including 9000 configurations in the statistics, since the

distribution of square radius of gyration and the first 10 first-rank relaxation

modes (see below) did not change significantly reducing the number of

configurations by a factor 5.

To analyze in detail the charge density around the iron ion, we make use

of a suitable function emphasizing the changes of the radial part of the

charge density with the oxidation state. Once the distributions Pi(r) of

distances between charged atoms and Fe have been computed for each kind i
of charged atom or group, each distribution can be multiplied by the charge

carried by the related atom or group and the resulting charge density can be

properly normalized, as

gcðrÞ ¼
+M

i¼1
PiðrÞ zi

PidðrÞ
; (1)

whereM is the number of charge types summarizing the charge density, zi is
the point charge carried by each type of charge, and Pid(r) is the ideal

distance distribution as it is obtained for a uniform density of charge carriers

in the same shell at distance r from Fe.

We shall compute the above gc function using both the full set of atomic

point charges and a reduced set of point charges, assuming that the major

contribution to the charge density is due to side chains carrying net charges

and sodium ions. Four kinds of charges will be assumed to represent the

entire charge density:

1. The negative charge of carboxylate groups, located on the two

carboxylate oxygens of Glu and Asp residues (z1 ¼ �1=2) and on the

heme propionate oxygen atoms (46 atoms).

2. The positive charge of guanidinic groups of Arg, located on the two Nh

atoms (z2 ¼ 1=2) (6 atoms).

3. The positive charge of ammonium groups of Lys, located on the Nz

atom (z3 ¼ 1) (10 atoms).

4. The charge of the sodium ions, which carry the charge z4 ¼ 1 (10 and 9

atoms in the reduced and oxidized forms, respectively).

The distance distributions calculated for distance pairs involving Fe and

these groups have been averaged over all the equivalent groups in the protein

and divided by the same distribution of the corresponding ions as uniformly

distributed in the average volume of the simulation box.

Diffusion theory and diffusive models

Nuclear relaxation rates of Cyt b5 in both the oxidation states were

experimentally determined to understand the extent of configurational

fluctuations in the two redox states (Banci et al., 1998a; Dangi et al.,

1998a). Particularly relevant NMR relaxation parameters are the relaxation

rates of the z-component of the magnetization due to 15N nuclei in the

static magnetic field (R(Nz), or R1, hereafter) and in the rotating frame

(R(Nz#), or R1r hereafter). The R1r parameter is more sensitive to slow

motions affecting the protein backbone: its frequency dependence can

be experimentally determined, when affected by characteristic times

in the range of milli- and microseconds, due to the setup of the NMR

experiments.

In this work we shall ignore the effects of paramagnetic atoms on the

above relaxation rates. These effects have been estimated to be at maximum

0.14 and 0.17 Hz for R(Nz) and R(Nxy) (or R2), respectively, over

experimental average values of ;2 and 9 Hz for R1 and R1r, respectively,

in the oxidized form (Banci et al., 1998a; Dangi et al., 1998a). Therefore, the

paramagnetic effect accounts for a maximum variation of ,10% in the

measured data of the oxidized form.

The relationships between the above NMR relaxation rates and spectral

densities are given by the following equations (Peng and Wagner, 1992):

R1 ¼ dJðvH � vNÞ1 ð3d1 cÞJðvNÞ1 6dJðvH 1vNÞ;
(2)
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The meaning of the symbols contained in the above equations is

d ¼ g
2

Ng
2

H-
2

20
Æ1=r6æ; (4)

where gi is the gyromagnetic ratio of nucleus i and r is the modulus of the

given N-H vector that, in our model, has been kept constant (see previous

subsection),

c ¼ ðdvNÞ2

15
; (5)

where d is the chemical shift anisotropy of each nucleus N,

b ¼ arctanðv1

D
Þ; (6)

where v1 is half of the radio-frequency amplitude in the plane perpendicular

to the static magnetic field and D is the chemical shift in rad/s (Larmor

frequency) of each N nucleus, and finally,

ve ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
v

2

1 1D
2

q
: (7)

In the above equations, we have assumed that 15N nuclear spin relaxation is

governed by the modulation of the dipolar coupling with its bonded 1H and

of the chemical shift anisotropy. The time dependence of both these

interactions is determined by the same process: the spectral densities J in the
equations above contain the stochastic motions of the N-H bond, the

movement of this vector also being assumed to describe the motions of the

principal axis of the chemical shift tensor. We have assumed d ¼ 160 ppm

for all the N nuclei in the protein. The contribution of the chemical shift

exchange or modulation (Desvaux et al., 1995) can be, in principle,

included. It is here neglected because of the need of computationally

expensive models for including the functional dependence of 15N chemical

shift from the atomic configuration (Xu and Case, 2002).

The relationship between J and the time correlation function (TCF,

hereafter) statistically describing the contribution of the molecular dynamics

on spin transitions is given by Cavanagh et al. (1996), as

JðvÞ ¼ 2

Z N

0

cosðvtÞ TCFðtÞdt: (8)

Finally, the TCF is given by

TCFðtÞ ¼ +
2

M¼�2

Æ½Dð2Þ�
M;0 ðVðtÞÞ�½Dð2Þ

M;0ðVð0ÞÞ�æ

¼ ÆP2ðcosðbðtÞÞÞæ; (9)

where D
ð2Þ
M;0 are irreducible spherical tensors (Rose, 1957) and V is the

direction of the given N-H vector. P2 is the Legendre polynomial of order 2,

and b is here the angle that the N-H vector spans in time t.

A quantity that summarizes the mobility of the N-H vector is the integral

of the orientational part of the TCF,

t ¼
Z N

0

TCFðtÞdt: (10)

The quantity t is called correlation time of the given internuclear unit vector.

The mode-coupling diffusion (MCD) theory of the dynamics of

a biological macromolecule in solution is adopted here for the computation

of TCFs. The diffusion theory treats the solvent hydrodynamically and uses

a detailed molecular model for the macromolecule in terms of beads (atoms

or groups of atoms) connected by real or effective bonds diffusing in an

interatomic potential (the same used in the MD simulation). The beads are

represented as points of coordinates ri, with i running over the Na beads in

the frictional model, and friction coefficients zi ¼ 6ph ai, with h as the

solvent viscosity. The Stokes’ radii ai of the beads are calculated here by

using the solvent-accessible surface area (SASA) method (Pastor and

Karplus, 1988) with a zero probe radius, by summing the surfaces of each

constituent group (La Penna et al., 2000b).

In this work, we shall use two kinds of bead representations for the

macromolecule. The macromolecular model with beads located on solute

atoms (the ‘‘bare’’ model, hereafter) uses one bead for each amino acid

(positioned on the Ca atom) and one bead for the heme (positioned on Fe; La

Penna et al., 2000a). In the second model, the beads are positioned on the

water molecules surrounding the macromolecule (the ‘‘surface’’ model,

hereafter) and all the beads have the same Stokes’ radius of 0.14 nm (i.e., the

usual Stokes’ radius of the water molecule).

These bead frictional models, both with and without the inclusion of

water layers, have been widely used for rigid macromolecules (de la Torre

et al., 2000; Fernandes et al., 2002). The MCD approach in the form

summarized below constitutes the generalization of diffusion theory to

flexible macromolecules that gives the exact rotational diffusion in the limit

of rigid macromolecules (La Penna et al., 1999).

TheMCD approach (La Penna et al., 1999; Perico and Pratolongo, 1997),

can be briefly summarized as follows. The Na beads of the given frictional

model can be connected by Nb bonds (li, i ¼ 1, . . . , Nb). The variables li can
be organized in the 3 3 Nb dimensional array l containing all the bond

vectors li. This array entirely describes the model configuration, and its

dynamics is regulated by the operator L, adjoint to the diffusion

Smoluchowski operator D,

@l
@t

¼ Ll; L ¼ +
Na

i;j¼1

½=iDi;j=j � ð=iU=kBTÞDi;j=j�; (11)

where U is the potential energy of the beads as a function of the bead

coordinates, kB is the Boltzmann constant, and T is the absolute temperature.

The diffusion tensor D is given by

Di;j ¼ Di Hi;j; (12)

Hi;j ¼ 1 dI;j 1 zi Ti;jð1� di;jÞ; (13)

R1r ¼ df4sin2ðbÞJðveÞ1 ½sin4ðb
2
ÞJðvH � vN 1veÞ1 cos

4ðb
2
ÞJðvH � vN � veÞ�

1 3½sin4ðb
2
ÞJðvN � veÞ1 cos

4ðb
2
ÞJðvN 1veÞ�1

3

2
sin

2ðbÞ½JðvN 1veÞ1 JðvN � veÞ�

1 6cos
4ðb
2
ÞJðvH 1vN 1veÞg1 cf2

3
sin

2ðbÞJðveÞ1 ½sin4ðb
2
ÞJðvN � veÞ1 cos

4ðb
2
ÞJðvN 1veÞ�g: (3)�
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with H and T representing the hydrodynamic interaction matrix and the

Rotne-Prager (Rotne and Prager, 1969) tensor, respectively, and Di ¼ kBT/zi
is the diffusion coefficient of each bead.

By expanding the conditional probability (solution to the Smoluchowski

equation) in a complete set of eigenfunctions of L, the TCF of any

coordinate-dependent dynamic variable with zero average f(t) may be

expressed in the standard form

Æ f ðtÞ f ð0Þæ ¼ +
i

Æ f ciæ Æci f æ expð�li tÞ; (14)

where �li and ci are, respectively, the eigenvalues and the normalized

eigenfunctions of the operator L,

Lci ¼ �lici: (15)

This eigenvalue equation is solved by expansion of the eigenfunctions in

a suitable basis-set. Once a basis-set has been chosen, the eigenvalue

equation for the diffusion operator becomes a generalized eigenvalue

equation in matrix form that can be solved with standard methods. By using

the RM2-II basis-set (i.e., a second-order approximation) in MCD theory (La

Penna et al., 1999), the second-rank TCFs are sum of exponential functions,

with the constant li the rates of the relaxation modes. Note that the isotropic

reorientational eigenmode dynamics method, mentioned in the previous

section, gives an alternative derivation of these relaxation rates: the time

correlation functions for the projection on the static eigenvectors of the

covariance matrix of the second-rank tensor components related to relaxing

vectors (f in Eq. 14) are derived directly from the MD simulation.

Once the second-rank TCFs have been computed with the RM2-II basis-

set, they can be analytically Fourier-transformed to the spectral densities

(Eq. 8) and analytically integrated to give correlation times (Eq. 10). In the

MCD approach, the incomplete conformational sampling of MD affects the

rates and the coefficients in the multiexponential expansion of the TCFs of

interest (Eq. 14), introducing errors that increase with the rate.

RESULTS

Configurational statistics

The Fe atom in the heme group has been covalently bonded

to the Ne2 atoms of His-39 and His-63 to mimic the Fe axial

coordination in Cyt b5, but no torsional potential contribu-

tions related to all dihedral angles centered on the Fe-Ne2

bonds have been included. Therefore, it is meaningful to

analyze the deviations of these dihedral angles from the

NMR structures both in the reduced and oxidized states. In

the reduced form, the dihedral angles NC-Fe-Ne2-Ce1 in

His-39 and His-63 are �43 6 9 and 32 6 13�, respectively,
averaged over the MD trajectory, which compare with –45

and 25� in the most refined available solution structure

(1B5A PDB entry) (Dangi et al., 1998a).

For the oxidized form, the averages over the MD

trajectory of the same dihedral angles are �33 6 10 and

33 6 11�, respectively, compared to �39 and 21� of the

available crystallographic structure (1CYO PDB entry)

(Durley and Mathews, 1996) and �45 and 24� of the

NMR-minimized average structure (1AW3 PDB entry)

(Arnesano et al., 1998a). For both the redox forms, only

moderately larger average dihedral angles are observed

compared to NMR data. On average, the MD trajectories of

both the redox forms display the two imidazole planes

parallel to each other and only slightly rotated from the CB-

Fe-CD meso direction (conformation II in Methods,

corresponding to �45 and 145�) toward the NC-Fe-NA

direction. Conformation II has been found the most stable by

ab initio calculations (see Methods) and both MD-averaged

dihedral angles are consistent with this conformation within

statistical errors. Moreover, in the oxidized form the MD-

averaged dihedral angles are consistent with the values

derived by paramagnetic effects on NMR parameters (see

Fig. 5 in Banci et al., 2002).

Among the specific noncovalent interactions between the

heme group and the protein, the most important difference

between the two redox forms is in the behavior of the heme

propionate A. In the reduced form, the carboxylate group of

propionate A is highly screened by a sodium counterion and

it does not interact specifically with any protein atom (data

not shown). On the other hand, in the oxidized form the

carboxylate oxygen atoms are involved in strong hydrogen

bonds with the backbone amidic H atoms of Ser-64 and

His-63. The average N(Ser-64)-OA distance is 0.35 6 0.07

nm in the oxidized form, compared to 0.7 6 0.1 nm in the

reduced form. The effect of these hydrogen bonds is the

bending of the propionate side chain toward Fe and the heme

center in the oxidized state. The differences in the

conformation of propionate A are fully consistent with the

experimental solution structures (Arnesano et al., 1998a;

Banci et al., 1997a; Dangi et al., 1998b).

The effect of the different oxidation state on the secondary

structure can be monitored through the time evolution of the

state of each residue along the MD trajectories (Kabsch and

Sander, 1983). In Fig. 1, every 45 ps for each residue the

helical state is identified by a solid bar, with the b-sheet state

by a shaded bar, and compared to a-helices in the NMR

structures, shown as vertical bars on the left. It can be

observed that h1, h3, h4, and h5 are all maintained during the

simulation, showing a larger stability of h3 and h4 in the

oxidized state with respect to the reduced state. The region

corresponding to h2, a short helical portion in both NMR

structures, is disordered after MD equilibration, whereas h6

is partially lost in the oxidized state only. In both redox

forms, the b-sheet structure is well-maintained during the

whole MD simulation. Except for h2 and h6, the a-helical

and b-sheet populations obtained by the MD trajectories

represent the wobbling of the secondary structure elements

in both reduced and oxidized states solution structures.

The disruption of h2 (region 33–38) is also observed by

partial unfolding of the oxidized form of Cyt b5 in 2 M

guanidinium chloride (GdmCl) (Arnesano et al., 1998b,

2000), thus confirming the low stability of this protein

region. The behavior of the second ‘‘breaking point,’’ region

62–64 located in the loop between h4 and h5, is also

expected to be affected by GdmCl: the strong hydrogen

bonds of Ser-64 and His-63 with the heme propionate A (see

above) are weakened by increasing GdmCl concentration,
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thus partially unfolding the native structure with slight

influence on the secondary motives in the nearby helices (h4

and h5).

Because of the slow decay through space of electrostatic

interactions, the modification of charge density on the heme

group upon oxidation is expected to produce long-range

effects both on the protein matrix and on the solvent and ions

surrounding the protein. This may be particularly important

in Cyt b5 because the heme is close to flexible portions of the

protein and to the bulk polar environment (water and

counterions), where charged atoms are allowed to move

upon change in the electric field. The residues more sensitive

to a change of charge density in the heme are those

containing a net charge in the side chains, i.e., Glu–, Asp–,

Lys1, and Arg1. Any structural change affecting these

charged residues is also expected to affect, more or less

directly, the solvent and ionic protein environment. This

long-range effect can significantly contribute to the variation

of entropy upon heme oxidation.

In Cyt b5 at pH 7 there are 21 negatively charged (9 Asp

and 12 Glu) and 13 positively charged (10 Lys and 3 Arg)

residues. The further addition of the �2 and �1 charges of

the heme in the reduced and oxidized forms, respectively,

produces a net negative charge of �10 and �9 in the two

oxidation states, respectively. In our model the negative

charge in the molecule has been balanced by 10 and 9

sodium ions in the reduced and oxidized forms, respectively.

To summarize the different behavior of the negative and

positive charge locations in the two redox forms of the

protein, we have computed a set of charge density

distribution functions for the full atomic point charges used

in the MD simulation and for simplified representations of

net charges.

Assuming that the heme group did not significantly

change its position within its pocket, as it is revealed by the

very minor changes in the geometrical parameters with

respect to the His ligands, we analyzed the radial part of the

charge density distribution (i.e., gc(r) of Eq. 1) in terms of

distances between Fe and any other charged point in the

protein and sodium counterions.

The gc(r) function is plotted in Fig. 2 for the two redox

forms of the protein and using the atomic point charges. It

can be noticed that the function displays a rugged behavior in

the range 0–1 nm, which is a direct effect of the charge

density modification within the heme pocket. The peaks

within 0.5 and 1 nm contain the contributions of the heme

propionates (see below) and the smoother behavior of the

charge density beyond 1 nm is due to residues in the protein

FIGURE 1 Time evolution of secondary structure of

reduced (A) and oxidized (B) forms along the MD

simulations: helices are identified in solid bar, b-sheets in

shaded bar; all the other motives are not displayed. Time

resolution is 45 ps. Residues in a-helix in the NMR

structures are displayed as vertical bars on the left.
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matrix not directly bonded to the heme. Therefore, in this

latter region the changes in charge density with oxidation is

due to the structural change of the protein matrix and of the

counterion distribution around the heme pocket. It can be

observed that a significant change in charge density occurs at

;1.5 nm from Fe, where a negative contribution in the

reduced form is compensated by some positive contribution

in the oxidized form.

It must be noticed that the heme group in Cyt b5 is almost

on the protein-water interface with the charged propionates

on the entrance of the heme pocket. This means that most

of the charges represented in the gc(r) function are on the

opposite side with respect to the heme-solvent interface.

To separate the various contributions to charge density, we

have calculated the charge density contributions of those

classes of groups expected to be more relevant for

understanding the charge density modifications, i.e., the

groups of residues carrying a net negative or positive charge

and the sodium counterions (see Methods). In Fig. 3, the

gc(r) function for this reduced charge-set is plotted for the

two redox forms of Cyt b5. Different effects of the redox state
of Fe can be observed in the three r ranges 0–1 nm, 1–2 nm,

and beyond 2 nm. In the first range the closest negative

density in the oxidized form is due to the bending of one of

the two heme propionates. In the reduced form one of the 10

sodium ions makes a strong salt bridge with the A propionate

(data not shown), but no sodium ion can come too close to Fe

in the oxidized form because of the strong hydrogen bonds

between the propionate and surrounding atoms, i.e., the

backbone amidic H atoms of Ser-64 and His-63. In the

second range, 1 , r , 2 nm, the positive charge density

significantly changes upon heme oxidation beyond 1.2 nm.

In this region, a decomposition of gc in terms of positive

and negative contributions shows that negative charges

move farther from Fe and positive charges become closer to

Fe in the oxidized state, i.e., the opposite of what is expected.

The charge movement inverts the density oscillation in the

1–2 nm region and this behavior accounts for the change in

charge density in the model observed at distances ;1.5 nm

(Fig. 2). Beyond 2 nm, the effect of the change in oxidation

state becomes almost negligible.

A possible explanation of the charge density change

occurring with oxidation can now be given. In the reduced

form the negative charge closest to the heme group, i.e., the

propionates, are partially screened by positive mobile

counterions (in our model the sodium ions) that are allowed

to come close to the heme because of the structure of the

heme pocket and the less positive charge on the heme itself.

This screening allows other negative charges to come close

to the heme group. With oxidation of the heme and with the

consequent increase of positive charge on it, the propionates

slightly move toward the center of the heme and the heme

pocket is narrowed by other interactions like those between

propionate A and the amidic H of His-63 and Ser-64, the

latter being particularly strong. The sodium ions cannot

come close to the heme and the negative charges of the

propionates become less screened. In the oxidized form, the

negative charges close to the heme more efficiently repel

negative charges at larger distances (;1.5 nm) pushing

negative charges in this region farther from the heme,

whereas they attract positive charges at about the same

distance.

The molecular surface can be indirectly changed by the

electrostatic interactions because of possible change in the

distribution of hydrophobic and hydrophilic groups on the

surface accompanying the charge density modification. This

effect can be observed by looking at the time evolution of the

SASA computed for the whole molecule in the two different

oxidation states (Fig. 4) (Eisenhaber et al., 1995). It can be

observed that the molecular surface in the oxidized state

FIGURE 2 Charge radial distribution function of Eq. 1 in the text,

calculated with the atomic point charges. Reduced form (solid line) and

oxidized form (dotted line).

FIGURE 3 Total charge radial distribution functions calculated with

simplified point charges (see text). Reduced form (solid line) and oxidized

form (dotted line).
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tends to increase during the MD trajectory. Starting from

a value very similar to that of the reduced form, it becomes

;10% larger after 1 ns and back to the reduced form values

at the end of the trajectory. This behavior shows that the

molecule in the oxidized form is changing shape during the

trajectory whereas in the reduced state the starting shape is

more stable. A comparison with the time evolution of the

secondary structure (see Fig. 1) shows that the molecular

expansion in the oxidized form occurs when h2 is not

populated.

The two sets of observations above—the first concerning

the statistical change of charge density and the second

concerning the change in shape of the protein matrix,

occurring in the oxidized form with respect to the reduced

form—can be now linked together. The molecular expan-

sion is mainly related to a conformational change in the

C-terminal region. In Fig. 5, the configurations of reduced

and oxidized forms are represented at the time where the

molecular SASA increase is approximately at its maximum

(t ¼ 3 ns). The different position of the C-terminal residues

83–94, containing part of h6, in the oxidized form is evident:

the distance between this region and the main protein body

increases significantly. In the oxidized form, this configura-

tion displays the side chains of the negative residues Asp-53,

Glu-56, and Glu-59 farther from the side chains of residues

Arg-84, Lys-86, and Lys-89 compared to the same con-

figuration in the reduced form (data not shown). The

breaking of electrostatic interactions between these two sets

of opposite charges is related to the structural change

involving the residues 83–94 in the oxidized state.

Moreover, this event exposes the high density of negatively

charged residues in the region 43–60 to the solvent. The

latter region has been identified as one of the negative

patches of Cyt b5 involved in the interaction with the positive
patch of Cyt c (Banci et al., 2004; Qian et al., 2001; Rodgers
et al., 1988; Wu et al., 2001). Finally, significant deviations

from the x-ray structure have been observed in this region in

MD simulations of the bovine liver Cyt b5 (Storch and

Daggett, 1995), suggesting the importance of a modulation

in solvent accessibility of the negative patch for Cyt

b5-protein interaction. Indeed, in the bovine liver oxidized

Cyt b5 crystallographic structure (Durley and Mathews,

1996), residues 89–94 were not visible in the electron density

map and were thought to have multiple conformations.

Therefore, the movement of the C-terminal region is an

indirect long-range and global effect of the change in charge

density due to the change in oxidation state of iron that can

modulate the Cyt b5 affinity for Cyt c.
All the structural modifications described above for

the oxidized form are within 0.3 nm (estimated over Ca of

residues 1–88) from the x-ray bovine structure (Durley and

Mathews, 1996) and from rat microsomal NMR structure

(Arnesano et al., 1998a). This range of variability is

commonly observed as a consequence of the actual solution

environment at room conditions.

To conclude the analysis of conformational changes

occurring in Cyt b5 upon oxidation, we computed the

solute-solvent radial distribution function (RDF, hereafter),

g(r), following a reported procedure (La Penna et al., 2003).

This function contains relevant information on the structure

of the water shells surrounding the protein. In Fig. 6, the

RDF function of distance pairs involving any of the protein

atoms and any of the water oxygen atoms have been plotted

FIGURE 4 Time evolution of molecular SASA for the reduced (solid line)

and oxidized (dotted line) forms.

FIGURE 5 Configurations of reduced (left) and oxi-

dized (right) forms at 3 ns, corresponding to about the

maximum increase of molecular SASA in the oxidized

form. The heme is displayed with all the bonds connecting

heavy atoms and Fe is displayed as a sphere. Arrows point

to the C-terminus. Figure prepared with the MolMol

program (Koradi et al., 1996).
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for the reduced and oxidized forms. As already observed (La

Penna et al., 2003), the first peak of the function contains

pairs involving heavy protein atoms and the water oxygen in

the first solvent shell. In both cases, for large r-values the

RDF approaches values .1 because of the higher density of

water as obtained in the simulation box with respect to bulk

water at the same temperature and pressure conditions. The

most significant difference in the RDF between the two

redox forms is, however, concentrated in the first shell: in the

reduced form, a well-structured water shell can be observed

with water molecules ordered within 0.3 nm; in the oxidized

form, this water shell is looser, spreading up to 0.35 nm far

from the solute, and the distinction is no longer possible

between the first and second solvation shells. The less-

defined first water shell in the oxidized form is related to the

more fluctuating molecular surface. As observed for other

proteins and nucleic acids, the radial organization of the first

water shell is mainly due to hydrophilic and charged groups

exposed to the solvent by the molecular surface. In the

oxidized form of Cyt b5, these groups are more mobile, as is

shown by the wider distribution of both the Fe-negative and

Fe-positive radial charge distributions displayed in Fig. 3.

Therefore, a water shell has fewer chances to be created in

the oxidized form. All these observations suggest that the

decrease in water organization, as it occurs in the MD

simulation in explicit solvent, can be relevant for explaining

the positive entropy change upon oxidation of Cyt b5 (Dangi
et al., 1998a). The implications of these observations can be

consistently included in the following diffusive model.

Molecular dynamics and interpretation of
NMR experiments

The information acquired on the configurational statistics

and summarized in the previous subsection can be included

in the calculation of nuclear spin relaxation parameters by

using diffusion theory and diffusive models based on the

different statistics of friction points. As explained in

Methods, two hydrodynamic models will be applied here.

In the bare model each residue is modeled as a unique

friction point with a Stokes’ radius derived by the 0-probe

SASA of the entire residue. The friction points are located on

the Ca of each residue and on Fe for the heme group. In the

surface model, friction points are located on the molecular

surface as it is accessed by the solvent, i.e., on the surface

with area measured by the molecular SASA (see above). The

choice of the second model is motivated by the observed

modification of the molecular surface properties with

oxidation and by the importance of the structural changes

in the first shell of water surrounding the protein. The density

of friction points in this latter model will be set to the density

of water molecules as it is calculated directly from the MD

trajectory in the explicit solvent. The density of water

molecules in the first solvation shell is the integral of the

distribution used in computing the solute-solvent RDF in

Fig. 6 in the range where the first maximum in the RDF is

contained.

In the reduced form, the first peak in RDF is within

0.30 nm, and 360 6 13 water molecules have been counted

on average in this range. In the oxidized form, the first peak

is approximately in the range 0–0.35 nm, where 530 6 14

molecules are located. Therefore, the surface model for the

reduced form is made of 360 friction points located on the

surface, whereas in the oxidized form it is made of 530

friction points. Once the water density has been explicitly

calculated from the MD trajectory, friction locations are

chosen randomly on the molecular SASA, as already

described in La Penna et al. (2003).

By analyzing the first-rank rates obtained by the diffusive

bare and surface models, it is possible to derive estimates of

the diffusion tensor principal components of a molecule with

an average shape derived by the MD trajectory. The protein

in both redox states has l1 , l2 ; l3, thus representing

a diffusion tensor with eigenvalues in the order Dzz . Dxx ;

Dyy and a rod-like diffusion tensor. By using the relation-

ships in Table 2 of La Penna et al. (1999), we obtain the

results in Table 1 (this article). The ratio Dk/D? for both

models is comparable with the estimates in the literature

(Dangi et al., 1998a), even if a slightly less anisotropic

diffusion tensor is found here for the oxidized form (1.30

compared to 1.35). As expected, the diffusion tensor

eigenvalues decrease by using the solvated diffusive models

compared to the bare models, because of the larger size of the

FIGURE 6 Solute-solvent radial distribution function (RDF) for the

reduced (solid line) and oxidized (dotted line) forms.

TABLE 1 Diffusion tensor eigenvalues (3 1027 s21)

estimated from diffusion rates and their ratio

Model Reduced bare Oxidized bare Reduced surface Oxidized surface

Dk 4.56 4.69 2.69 2.54

D? 3.66 3.60 2.17 2.05

Dk/D? 1.26 1.30 1.24 1.24
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surface bead aggregates. However, the ratio does not change

with the model and the rotational diffusion anisotropies of

the two redox forms are not significantly different.

To analyze the behavior of the mobility of the N-H bonds

governing the 15N relaxation rates, we first computed the

integral of the P2(t) TCFs for each of the backbone amidic

bonds in the protein (i.e., the correlation times t of Eq. 10).

In Fig. 7, the correlation times have been plotted for the two

redox forms calculated with the ‘‘bare’’ model. For both the

redox forms, the correlation times are smaller in the turns and

loops connecting the helices than in the helices themselves,

with the exception of h2 (residues 33–38), which is rarely

populated in the MD simulations. The correlation times in

the oxidized forms are significantly smaller than in the

reduced form in at least four protein regions: residues 18–19,

h2, the first residues in h3 and in the C-terminal region,

starting from the end of h6 (residues 86–94). On the other

hand, His63 and the residues in the nearby sequence are more

rigid in the oxidized form than in the reduced form, because

of the strong interaction with the heme A propionate.

Summarizing, the mobility obtained by these correlation

times is consistent with other structural distributions

observed in the previous subsection. The a-helical popula-

tions of residues in the two redox forms show that h2

population is almost negligible and lower in the oxidized

than in the reduced form. Similarly, the higher mobility of

the C-terminus in the oxidized form reveals the wide range of

configurations achieved by this region in the oxidized state

(see above).

A direct comparison of R1
15N relaxivities can be made

between the values calculated through the two diffusive

models and experiments. The R1 values for reduced and

oxidized forms are shown in Fig. 8, A and B, respectively. It
can be observed that the choice of the diffusive model

produces mainly a shift of the data because of the global

change of relaxation rates. In both redox states the

experimental data show a smaller variation along the protein

chain compared to the calculated values, particularly in the

regions that have been found less ordered in the simulations.

The diffusive method allows the calculation of the P2(t) TCF
as the sum of many exponential functions, each decaying

with one of the eigenvalues (rates) of Langevin equation in

its matrix representation. The simplification of such TCF in

terms of two exponential functions is possible and the

amplitude of the function with the lowest rate is the so-called

Lipari-Szabo order parameter (Fausti et al., 1999). For this

protein, this simplification gives almost the same NMR

relaxivities of using the entire set of rates (data not shown),

thus showing that for these molecular statistics the in-

formation on the mobility pattern is all contained in the order

parameters and in the five lowest second-rank relaxation

modes. For both the models, the differences between

experiments and calculations arise from the low convergence

of the MD trajectories.

FIGURE 7 Correlation times (Eq. 10 in text) of H-N bonds in the reduced

(solid line) and oxidized (dotted line) forms calculated with the bare model.

Residues in a-helix in the NMR structures are displayed as horizontal bars

for reduced (top) and oxidized (bottom) forms.

FIGURE 8 R1 NMR relaxation rates of 15N at n(1H) ¼ 600 MHz for the

reduced (A) and oxidized (B) forms: experiments (squares with error bars),
results of the bare model (solid line), and results of the surface model (dotted

line).
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A careful analysis of the order parameters shows that in the

less ordered regions, like h2, the number of conformational

transitions affecting the N-H bond orientation during the

entire MD trajectories are only a few in number. The problem

of the statistical accuracy of order parameters in these

conditions has been discussed in the literature (Chandrase-

khar et al., 1992). For systems undertaking rare configura-

tional transitions, a more meaningful estimate of order

parameters can be performed by averaging data using blocks

of configurations not containing the transitions. In the present

case, it has been observed that this condition is fulfilled by

computing order parameters as averages of 15 independent

time windows of data averaged over 300 ps each.

In Fig. 9, the order parameters obtained with and without

block-averaging have been plotted for the two redox forms

and compared with the order parameters obtained by fitting

R1 relaxation rates (Dangi et al., 1998a). It can be observed

that rarely sampled conformational transitions in the less

ordered regions dramatically affect the order parameters and,

therefore, the mobility and the relaxation rates, but the

systematic removal of these statistical errors can partially

recover the experimental information and flatten the R1

variation within the molecular chain.

In Fig. 10, the computed R1r data at ve ¼ 1870 Hz are

compared with the experimental ones published in the

literature (Banci et al., 1998a). As expected, the factor of two

in the diffusion constants (see Table 1) is now appearing in

the relaxation rates, being that R1r is more sensitive to the

low frequency contributions to the spectral densities. In both

the reduced and oxidized forms, the low R1r relaxation rates

are captured by the bare model, whereas the high values are

better reproduced with the surface model. The behavior of

these relaxation rates with the position of the N atom in the

chain is almost the same in the two models and it displays the

same pattern shown by R1. Both calculated patterns are

governed by the order parameters of the N-H bond in the

different redox forms of the protein.

Apart from the correct reproduction of the N-H bond

mobility as it is contained in NMR experiments, it is

interesting to notice that in Figs. 8 and 10 experimental data

FIGURE 9 Lipari-Szabo order parameters for the reduced (A) and

oxidized (B) forms: results obtained by fitting R1 NMR experiments

(squares), results from averaging the MD trajectory (solid line), and from

averages with blocks of 300 ps each (dotted line).

FIGURE 10 Same as Fig. 8 for the R1r NMR relaxation rates of 15N at

n(1H) ¼ 600 MHz and ve ¼ 1870 Hz for the reduced (A) and oxidized (B)
forms.
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are almost contained within the two sets of data computed

with the two different diffusive models. Note, however, that

for low frequencies (R1r, Fig. 10) the curve for the bare

model is lower than that for the surface model, whereas it is

the opposite for high frequencies (R1, Fig. 8). This behavior

is expected, in that the bare model better describes the

hydrodynamic properties of the high-rates tumbling pro-

duced by the protein backbone chain friction, whereas the

surface model better describes the hydrodynamics of low-

rates cooperative motions concerning the tumbling of the

solvated molecule. The R1r relaxation rates are strongly

influenced by the use of solvated or nonsolvated diffusion

models. The choice of friction points located on the molecule

or on the solvent shell can change R1r values by a factor 2,

whereas the variation of R1 relaxivities is only ;30%.

The extent of this effect can be physically related to the

molecular solvation and surface. We have previously

observed that these two latter parameters display by far the

most evident differences between the statistics of the reduced

and oxidized forms of Cyt b5: the different charge density on
the heme produces structural changes that modify the molec-

ular surface: this produces a molecular expansion (Fig. 4) and

a looser solvation shell in the oxidized form (Fig. 6).

The bare and surface diffusive models can be considered

as lower and upper limits, respectively, for the R1r relaxation

rates or, in general, for the low frequency contributions to

spectral densities when the effects of the chemical shift

modulation are ignored. Any frequency dependence of the

NMR relaxation rates can then be related to a slow exchange

between the leading terms in the different diffusion models.

This kind of behavior is expected, for instance, when a

molecular statistics allows the equilibrium between a basin

of configurations A, with a first organized water shell, and

another basin of configurations B, in which the first shell of

water molecules is less defined. This is exactly the behavior

suggested by Fig. 4, where, in the oxidized form, the

molecule seems to return in a more compact form after the

expansion.

Typical rotating frame experiments are performed in the

fast exchange limit. Assuming ka as the unique conversion

rate from the basin of configurations A to the basin of

configurations B, and kb as the rate of the inverse process, the
NMR spectrum displays a single peak for each 15N nucleus

when the amplitude of chemical shift modulation within the

different conformations is smaller than k ¼ ka 1 kb. Within

this simplification, when v1 is larger than k and, therefore,

the contribution from these conformational transitions to the

R1r parameters of each 15N nucleus is zero, the relaxation

parameters tend to the population average for each nucleus.

The MD simulations for the two forms of Cyt b5 suggest that
when the population of basin A is 100%, the asymptotic

behavior of R1r would be the result of the bare model,

whereas in the opposite case, when the population of basin A

is zero, R1r would be the result of the surface model. These

different v1 asymptotic behaviors of R1r can then be

included in more complete models of R1r when chemical

exchange events are significant, both in the fast and slow

exchange limits (Trott and Palmer, 2002).

The MCD theory, in the present form, is not yet able to

derive the protein dynamics related to infrequent events

coupled with the molecular wobbling. Therefore, the RM2-II

MCD calculations cannot obtain the timescale 1/k for the

exchange between conformations revealed by the frequency

dependence of R1r in the experiments. Nevertheless, the

appearance of collective conformational exchange events in

the oxidized form accounts for the larger number of 15N

nuclei whose R1r relaxation rates are frequency-dependent in

the kHz region in the oxidized form with respect to the

reduced form. Within this frame, the populations and the rate

constant k within the two basins are the same for all the

nuclei. Therefore, the contribution to R1r parameters due to

chemical shift modulation depends only from the amplitude

of this modulation, i.e., the difference in chemical shift of the

nucleus in the two basins of conformations. This difference

strongly depends on the average position and hydration of

the nuclei within each basin.

CONCLUSIONS

Molecular dynamics simulations of 4.5 ns has been per-

formed for the Fe(II) and Fe(III) redox forms of Cyt b5, using
as starting configurations the structures independently

determined for each oxidation state. The two systems also

differ for the point charges of iron and a few atoms of its

ligands.

The configurational statistics obtained by MD simulations

have been analyzed in detail. The most populated confor-

mation of the histidine ligands has been found with the two

imidazole planes parallel to each other and almost parallel to

the B-D meso direction of the heme for both the oxidation

states. The average dihedral angles describing this confor-

mation are consistent with the solution NMR structures and

with the pattern of chemical shifts due to the unpaired

electron in the oxidized form.

One of the heme propionates is bent toward the iron ion in

the oxidized form, whereas in the reduced form it is screened

by a sodium ion. The bent conformation of the propionate in

the oxidized form is strongly stabilized by hydrogen bond

interactions with the backbone amidic H of Ser-64 and

His-63. These interactions prevent the approach of sodium

ions to the heme site and the screening of the heme

propionate negative charge.

The distribution of secondary structure motives reveals

that in both oxidation states the b-sheet structure is

maintained, as well as the core of a-helices h3–h5. Two

NMR-derived a-helices are found unstable. Helix 2 in both

redox forms is rarely populated, thus showing its large

propensity to unfolding as already suggested by NMR data in

GdmCl 2M solution. The mobility of this region is important

because it contains His-39 bonded to Fe. Helix 6 is less
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stable in the oxidized form because of the breaking of

electrostatic interactions between the positively charged

groups of the C-terminal and h6 region (residues 83–90) and

negatively charged residues in h4 region (residues 53–60). In

the oxidized form, the breaking of these interactions

increases the stability of helix 4 and the solvent exposure

of the region 53–60. This region has been identified as one of

the negative patches in the recognition of Cyt c and

modulation upon oxidation of the mobility and solvent

accessibility has been already suggested by analyzing MD

simulations of the bovine liver oxidized form.

The breaking of these electrostatic interactions and the

related increase in molecular surface are indirect conse-

quences of the larger negative charge close to Fe in the oxi-

dized state: the larger positive charge in the oxidized state of

iron is efficiently delocalized within the coordination site,

whereas the negative charge of the bent propionate and the

extrusion of a positive sodium ion from the active site has

a stronger effect on the charge distribution in the protein.

Negatively charged side chains at ;1.5 nm from Fe change

conformation and positively charged side chains, which are

in the reduced form involved in electrostatic interactions, are

therefore affected.

The change in size and nature of the molecular surface

occurring in the oxidized state has significant effects on the

structure of the first solvation shell: in the reduced form the

first water shell is relatively tightly bound to the protein,

whereas in the oxidized state it moves with the molecular

surface and it is, therefore, more mobile. The consequence

is that, on average, there are ;50% more water molecules

in the oxidized form than in the reduced one in the first

solvation shell, but most of these molecules are less

correlated to the solute.

The different structure of the solvation shell strongly

affects the hydrodynamic properties of the molecule as

suggested by reduction potential and NMR experiments.

Mode-coupling diffusion theory has then been applied to

calculate the molecular dynamics of H-N bonds in the

protein backbone. The Smoluchowski diffusion equation,

represented as the eigenvalue equation for the adjoint of the

diffusion operator, has been solved by computing averages

obtained along with the MD statistics. Two different

diffusive models of the solute molecule have been used:

a first bare model ignores the contribution of the solvation

shell to the molecular friction, whereas a second surface

model considers only the contribution of the first shell of

water molecules correlated to the solute. The number of

water molecules in this shell has been computed through the

analysis of the solute-solvent radial distribution function and

is not an adjustable parameter.

The results of the bare and surface diffusive models nicely

match the lower and upper limits, respectively, of 15N NMR

R1r relaxation measurements on both the redox forms of the

protein when chemical shift modulation contribution to

NMR relaxation is not effective. This result suggests that

a complete description of these relaxation parameters can be

given in terms of an exchange process between conforma-

tional basins related to different molecular shapes. The MD

statistics shows that the basin containing expanded mole-

cules is more populated in the oxidized state because of the

sampling of conformations where arrays of electrostatic

interactions are broken. Solvation analysis shows that the

sampling of these conformations produces a larger and

looser first solvation shell in the oxidized form. Diffusion

theory including the first shell contribution to the molecular

relaxation modes allows a quantification of the effects of this

difference onto the NMR relaxation parameters when

chemical shift modulation is not effective. The range for

R1 and R1r NMR parameters obtained by diffusion theory

matches the range obtained by measurements, without the

need of adjustable parameters.

Several NMR experimental techniques allow the direct

measurement of magnetic relaxation due to dipolar mecha-

nisms, inhibiting the effects of the chemical shift modulation

(Fushman et al., 1999). The interpretation of these data also

requires accurate modeling of population-averaged rota-

tional diffusion tensor components (Ghose et al., 2001) and,

therefore, the improvement of diffusion theory here reported

will be of great help.

The major limitation of the method is in the MD

conformational sampling of compact and expanded molec-

ular shapes: during;5 ns of simulation the expansion of the

oxidized form occurs only once and, therefore, no conver-

gence of dynamics is expected within these statistics and the

frequency dependence of NMR parameters is not captured.

Nevertheless, the presence or absence of such expanded

conformations is an indication of the occurrence of such

dynamical process as it is clearly demonstrated by NMR

parameters. Moreover, the distribution of the frequency

dependence in the kHz region of R1r among the whole

molecule can be better explained in terms of a global change

of hydrodynamic properties in the molecule, rather than in

terms of local barrier transitions.

The method here applied, i.e., the combination of

computer simulations of the configurational statistics with

diffusion theory to obtain the molecular dynamics, needs

only configurational averages. Therefore, many computa-

tional methods based on umbrella sampling (Bartels and

Karplus, 1998) or generalized-ensembles MD or Monte

Carlo (Mitsutake et al., 2001), which allow more efficient

sampling of molecular conformations, can be used and are

expected to allow a better interpretation of NMR relaxation

parameters related to slow conformational exchange pro-

cesses that are of crucial importance in biological events.

SUPPLEMENTARY MATERIAL

An online supplement to this article can be found by visiting

BJ Online at http://www.biophysj.org.
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Abstract

Modules that use paramagnetism-based NMR restraints have been developed and integrated in the well known
program for solution structure determination Xplor-NIH; the complete set of such modules is called PARArestraints
for Xplor-NIH. Paramagnetism-based restraints are paramagnetic relaxation enhancements, pseudocontact shifts,
residual dipolar couplings due to metal and overall magnetic anisotropy, and cross correlation between Curie
relaxation and nuclear-nuclear dipolar relaxation. The complete program has been tested by back-calculating NOEs
and paramagnetism-based restraints from the X-ray structure of cytochrome c553 from B. pasteurii. Furthermore,
the same experimental restraints previously used to determine the solution structure of cytochrome c553 itself, of
cytochrome b5, and of calbindin D9k with the program PARAMAGNETIC DYANA, have been used for structure
calculations by using PARArestraints for Xplor-NIH. The agreement between the two programs is quite satisfactory
and validates both protocols.

Introduction

NMR spectroscopy is a well established technique for
structural determination which flanks X-ray crystal-
lography, and its use is steadily increasing over the
years. Most of its applications are still devoted to non
metal containing or diamagnetic metal ion containing
proteins. This reflects an intrinsic difficulty in study-
ing, through NMR, systems containing paramagnetic
metal ions, which have profound effects in the NMR
spectra, often determining severe line broadening and
sizable reduction in the detectable constraints, partic-
ularly NOEs. However, when tailored experiments are
developed and optimised for paramagnetic proteins,
and signals affected by the paramagnetic center are
detected, the paramagnetism-induced effects on NMR
parameters are precious source of structural inform-
ation. In particular, these new type of restraints are
very useful to structurally define the region around the

∗To whom correspondence should be addressed. E-mail:
ivanobertini@cerm.unifi.it

metal ion (Bertini et al., 2001a, 2002a, b). Several ap-
plications have been reported up to now (Tolman et al.,
1995; Gochin and Roder, 1995; Huber et al., 1996;
Banci et al., 1996, 1997, 1998a; Bertini et al., 1997;
Bentrop et al., 1997; Bax and Tjandra, 1997; Turner
et al., 1998; Dunham et al., 1998; Arnesano et al.,
1998, 1999; Boisbouvier et al., 1999; Kechuan and
Gochin, 1999; Hus et al., 2000; Barbieri et al., 2002).
It was also shown that, in principle and in a few real
cases, paramagnetism-based restraints provide enough
information to obtain the fold of the protein backbone
if used in conjunction with few other information,
without any NOE restraints (Hus et al., 2000; Bertini
et al., 2002b).

Paramagnetism-based restraints originate from the
perturbations of the NMR parameters due to the coup-
ling between the nuclear spin and the unpaired elec-
tron spin. The paramagnetic contributions to nuclear
relaxation rates, the pseudocontact shifts, the resid-
ual dipolar couplings due to magnetic anisotropy of
the paramagnetic molecule, and the cross correlations
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between Curie and dipolar interactions depend on geo-
metrical properties of the molecule which, once ex-
tracted, can be used in structural calculations (Bertini
et al., 2001b, 2002a, b). Relaxation rate, pseudo-
contact shift and cross correlation restraints contain
information on the distance of the metal ion from the
resonating nuclei. Pseudocontact shift values also de-
pend on the orientation of the metal nucleus vector
in the magnetic susceptibility frame. Cross correlation
values provide information, e.g., on the angle between
the metal-nucleus direction and a nucleus-nucleus di-
pole direction. Self-orientation residual dipolar coup-
ling values provide information on the orientation of
dipole of the two coupled nuclei in the molecular
magnetic susceptibility frame.

The amount of information provided by these re-
straints can be so large that diamagnetic proteins
containing a metal binding site may be conveniently
investigated by substituting the diamagnetic metal ion
with a paramagnetic one (Bertini et al., 2001c). Fur-
thermore, it may be convenient to substitute different
paramagnetic metal ions in the same binding site, in
order to have several sets of data, which are often com-
plementary (Bertini et al., 2001a, d). Indeed, the metal
susceptibility tensor depends on the nature and the co-
ordination properties of the metal ion and therefore
different metal ions provide independent information.

The X-PLOR package (Clore et al., 1985), de-
rived from the program CHARMM, and its following
implementations (CNS) (Brunger et al., 1998) is one
of the most popular programs for obtaining protein
solution structures through structural restraints, simu-
lated annealing calculations and energy minimization.
The Xplor-NIH program (Schwieters et al., 2003) is
a version which contains all the functionality present
in the last release of X-PLOR, and incorporates new
features as the modules for torsion angle dynamics,
a C++ framework and the interfaces with Python
and TCL, and additional restraints for structure refine-
ment. Biomolecular solution structure determination
is achieved by minimizing a target function calcu-
lated by adding a term related to experimental NMR
restraints to the terms related to covalent geometry
and non-bonded interactions. Minimization proced-
ures comprise molecular dynamics in Cartesian and
torsion angle spaces, and conventional gradient-based
minimization.

Residual dipolar coupling restraints due to molecu-
lar magnetic anisotropy and/or to induced molecular
orientation were included in the program Xplor-NIH,
and their efficiency tested (Tjandra et al., 1997, 2000;

Clore et al., 1998; Clore and Garrett, 1999). Their
use was largely demonstrated to be relevant to solve
structural calculation problems (Tjandra et al., 1997;
Clore et al., 1999; Clore, 2000; Chou et al., 2000;
Sass et al., 2001; Clore and Bewley, 2002; de Alba
and Tjandra, 2002; Clore and Schwieters, 2003).
Pseudocontact shift restraints were also included in
the program Xplor-NIH and used to refine the struc-
tures of cytochrome c and its mutant L94V (Gochin
and Roder, 1995), to position the monomeric sub-
units within a dimer (Gaponenko et al., 2002), and
to obtain the structure of a DNA octamer complexed
to chromomycin-A3 (Tu and Gochin, 1999; Gochin,
2000). The pseudocontact shifts module is, however,
not distributed as a documented routine. Finally, also
paramagnetic enhancements to relaxation rates were
included as such as restraints in the CNS package
(Donaldson et al., 2003). However, a single program
package based on Xplor-NIH which permits the in-
tegrated use of all the paramagnetism-based restraints
does not exist. In our experience with the programs
Diana (Güntert et al., 1991), Dyana (Güntert et al.,
1997) and Cyana (Herrmann et al., 2002), only such
integration permits an efficient use of such restraints
by non specialists.

We have now included all the paramagnetism-
based restraints into the program Xplor-NIH in a
uniform way and by properly considering all their
interconnections. The whole set of modules which
allows the use of paramagnetic restraints is called
PARArestraints for Xplor-NIH. We have tested the
efficiency of the protocol on an already determined
solution structure (cytochrome c553 from B. pas-
teurii) using simulated values of pseudocontact shifts,
self-orientation residual dipolar couplings and Curie-
dipolar cross correlations. Then, three protein struc-
tures have been recalculated with PARArestraints for
Xplor-NIH by using the same set of experimental re-
straints used with the analogous PARAMAGNETIC
DYANA program (Güntert and Wüthrich, 1991; Gün-
tert et al., 1997; Banci et al., 1998b; Bertini et al.,
2002a). The results of the two approaches, i.e. PARA-
MAGNETIC DYANA and PARArestraints for Xplor-
NIH, are also compared. Although the tests are made
on 1H data, the program is suitable for heteronuclei as
well.
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Program implementation

The paramagnetic package implemented in Xplor-NIH
consists in the algorithms XDIPO_PCS, XDIPO_RDC,
XANGLE, XCCR and XT1DIST. The routines for
the introduction of pseudocontact shift and residual
dipolar coupling restraints are modifications of the
existing XDIPO routine (Tjandra et al., 2000).

Restraints have been implemented in the structure
calculations by using the typical least square energy
penalty:

E=
∑

l

wl

∑
i

[max(|Xi,obs−Xi,calc|−toli , 0)]2, (1)

where the index l runs over all classes of restraints,
the index i on all experimental data of each class; toli
indicates the tolerance on the ith restraint, and wl the
force constant of each class of restraints. Specific wl

values need to be defined whenever restraints of differ-
ent nature are used together in structural calculations.
The choice of the force constants is critical for a fruit-
ful use of all restraints, since it dramatically influences
the convergence of the calculations. The optimal force
constant for each class of restraints must be found in
order to make that restraint effective in structure calcu-
lations without an unreasonable increase of the energy
for the other restraints. Some results and guidelines on
this will be presented later.

The contributions to the energy gradient from each
class of restraints, needed to integrate the equations
of motion, are calculated as the first derivative of
the energy terms, E, with respect to the Cartesian
coordinates.

Inclusion of pseudocontact shift restraints

The presence of a paramagnetic metal ion induces a
shift on the nuclear resonances. This shift is determ-
ined by two contributions: A contact contribution, due
to through-bond nuclear spin electron spin coupling,
and a pseudocontact shift contribution. The pseudo-
contact term is due to the dipolar interaction between
a nuclear magnetic moment and an average induced
electron magnetic moment. The latter depends on the
scalar product of the metal magnetic susceptibility
tensor with the applied magnetic field vector. As a
result, the pseudocontact shift values depend on the
position of each observed nucleus in the magnetic
metal susceptibility frame, with origin on the metal
ion, and on the anisotropy of the latter, according to
the following equation (Kurland and McGarvey, 1970;
Bertini et al., 2001b, 2002a):

δ
pcs
i = 1

12πr3
i

[�χax(3 cos2 ϑi − 1)+
3
2�χrh sin2 ϑi cos 2ϕi],

(2)

where ri is the distance between the atom i and the
metal ion, ϑi and ϕi are the polar angles of atom i

with respect to the principal axes of the metal magnetic
susceptibility tensor centered on the metal ion, and

�χax = χzz − χxx+χyy

2 ,

�χrh = χxx − χyy.
(3)

In order to introduce such restraints in the calcula-
tion of the structure, a pseudoresidue has to be defined,
which describes the orientation and the origin of the
metal susceptibility tensor. The latter in general coin-
cides with the position of the metal ion (Banci et al.,
1996). Furthermore, the magnetic anisotropy values,
�χax and �χrh, must be obtained. They can be ob-
tained with the module FRUN in an iterative fashion.
FRUN calculates, through a best fit procedure, the val-
ues of the anisotropic part of the metal susceptibility
tensor from the measured pseudocontact shifts and the
available protein structure as inputs. In the first cycle
the tensor parameters can be estimated either theoret-
ically or from a preliminary protein structure obtained
using other restraints. In the latter case, a fit is done
over the five parameters χzz − χ, χxx − χyy , χxy , χxz

and χyz, as δpcs depends linearly on such parameters
in any arbitrary reference frame (Kemple et al., 1988),
and it does not depend on the trace of the magnetic
susceptibility tensor. A diagonalization of the aniso-
tropic part of the magnetic susceptibility tensor is then
performed to obtain the principal values of the tensor
and to calculate the anisotropy values in Equation 3.

The algorithm XDIPO_PCS, adapted from the ex-
isting algorithm XDIPO, applies pseudocontact shift
restraints in structural calculations, using, in addition
to the latter, also the values of �χax and �χrh as in-
put parameters. No assumption on the position of the
metal, and thus on the origin of the tensor, is needed.

In practical applications the following protocol
is suggested: (i) Calculate N preliminary structures
either without the inclusion of pseudocontact shift re-
straints, or by including pseudocontact shift restraints
and using theoretical estimates for the metal suscept-
ibility anisotropies, (ii) on each structure of a subset
characterized by the lowest global energy, calculate
the values of the metal susceptibility anisotropies by
fitting the experimental pseudocontact shift values
with FRUN, then average the anisotropies, (iii) calcu-
late N new structures including pseudocontact shifts
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and the new average metal susceptibility anisotropy
values, and so on until convergence is reached. The
values of the magnetic susceptibility anisotropies is
kept constant during the structure calculations (Banci
et al., 1996).The scheme is summarized in Figure 1.

Errors in the values of the magnetic susceptibil-
ity anisotropies can be estimated through the boot-
strap Monte Carlo method (Press et al., 1988), which
consists in calculating the standard deviation of the
different values obtained for the anisotropies after
multiple removal of about 35% of randomly selected
pseudocontact shifts.

Inclusion of residual dipolar coupling restraints

Self-orientation residual dipolar couplings (rdc) are
restraints of the same kind of the residual dipolar
coupling produced by the presence of an external
orienting agent. In paramagnetic molecules, protein
partial self-orientation in a magnetic field is induced
by the magnetic anisotropy of the electron magnetic
moment, as well as of the diamagnetic frame. As in the
case of externally induced partial orientation, its effect
on dipolar couplings depends on the coupled nuclei
vector orientation within the magnetic susceptibility
tensor and on the size of its anisotropy. The algorithm
to include these restraints in structural calculations is
XDIPO_RDC, also adapted from XDIPO. Residual di-
polar coupling values are provided by the following
equation, written for the X-H coupled nuclei (Bertini
et al., 2001b, 2002a; Banci et al., 1998a):

�νRDC(Hz) =

− 1

4π

B2
0

15kT

γXγH
h̄

2πr3
XH

[�χmol
ax (3 cos2 θ − 1)

+ 3
2�χmol

rh sin2 θ cos 2�],

(4)

where θ is the angle between the X-H vector and the z

axis of the χmol tensor, � is the angle which describes
the position of the projection of the X-H vector on the
xy plane of the χmol tensor, relative to the x axis, and
�χmol

ax and �χmol
rh are defined as

�χmol
ax = χmol

zz − χmol
xx + χmol

yy

2
,

�χmol
rh = χmol

xx − χmol
yy ,

(5)

analogously to Equation 3, where the magnetic mo-
lecular susceptibility anisotropy tensor is the sum of
the diamagnetic and the metal magnetic susceptibility
tensors.

The module FRUN can be again used for obtain-
ing �χmol

ax and �χmol
rh from fitting the experimental

rdc to the available structure. Structure calculations
and updates of the magnetic susceptibility anisotropies
are performed iteratively, in a similar fashion to that
described for the pseudocontact shift restraints.

Experimental residual dipolar couplings can be
obtained either by performing measurements at two
different fields or by performing measurements on
the paramagnetic and diamagnetic samples at a single
field. In the latter case, residual dipolar couplings,
as obtained by subtracting the 1J of the diamagnetic
species from the 1J of the paramagnetic species, only
depends on the paramagnetic metal ion contribution
to the magnetic susceptibility tensor that is the same
which determines pseudocontact shifts. Therefore, in
this case the magnetic susceptibility anisotropy tensor
obtained from pseudocontact shifts can be used in
Equation 4. Local motions can alter the measured re-
sidual dipolar coupling values with respect to what
calculated from Equation 4, the resulting effect being
that of obtaining smaller values of �χax and �χrh
(Tolman et al., 1997; Bertini et al., 2001c). The use of
�χax and �χrh values obtained from the pseudocon-
tact shift restraints actually evidenced the effects of in-
ternal mobility on residual dipolar couplings (Barbieri
et al., 2002).

A possible contribution to the difference between
the 1J values of the paramagnetic and diamagnetic
species due to the dynamic frequency shift (�νDFS)
should be also taken into account. The �νDFS con-
tribution to 1J , due to cross correlation between the
dipole-dipole relaxation and the Curie relaxation ori-
ginating from the coupling of the static magnetic
moment of the unpaired electron and the nuclear spin
is given by (Bertini et al., 2002b):

�νDFS = µ0

4π

3B0γHγXh̄χ

20π2(
γH

r3
HXr3

HS

3 cos2 θSHX − 1

2

ωIτ
2
r

1 + ω2
Iτ

2
r

+ γX

r3
HXr3

XS

3 cos2 θSXH − 1

2

ωXτ2
r

1 + ω2
Xτ2

r

)
,

(6)

where the angle θSij (i, j = H, X) is that between the
ij axis and the i-metal ion axis, riS is the i-metal ion
distance, the correlation time, τr, is determined by the
reorientation of the two vectors and

χ = µ0µ
2
Bg2

J

S(S + 1)

3kT
,

or

χ = µ0µ
2
Bg2

J

J (J + 1)

3kT
,



253

Figure 1. Scheme of the protocol for including pcs restraints in the structure calculation.

for lanthanides and actinides (gJ is the g electron
factor in lanthanides and actinides). Such contribu-
tion to 1J is small (with respect to residual dipolar
coupling values) and decreases with the third power
of the distance between the observed nuclei and the
metal ion. The second term in Equation 6, shown to
be present for the diamagnetic case (Werbelow, 1996),
was derived for the paramagnetic case by H. Des-
vaux (pers. commun.), who also predicted a third
smaller contribution (H. Desvaux, pers. commun.).
In any case, the overall paramagnetic dynamic fre-
quency shift to 1J is expected to be negligible, and

can be safely not taken into account in the structural
calculations.

The module XANGLE was also implemented to
use as restraints in structure calculations the polar θ

and φ angles describing the orientation of the vec-
tor connecting a pair of coupled nuclear spins with
respect to an arbitrary reference frame. This inform-
ation can be straightforwardly introduced in structure
calculation algorithms, thus making the use of the re-
sidual dipolar couplings restraints more efficient, as
otherwise they are difficult to handle due to the com-
plicated form of the corresponding energy surface,
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which causes large degeneracy in the solutions. Such
restraints may result useful when several sets of self-
orientation residual dipolar couplings are available, as
obtained from measurements on the same molecule
when different paramagnetic metal ions are alternat-
ively bound to the same binding site. Equation 4 can
be written in the general form, valid in any reference
system (Moltke and Grzesiek, 1999; Barbieri et al.,
2002) as

�νRDC(Hz) =

− 1

4π

B2
0

15kT

γXγHh̄

2πr3
XH

[
χzz − χ

2
(3 cos2 θ − 1)

+χxx − χyy

2
sin2 θ cos 2φ + χxy sin2 θ sin 2φ

+χxz sin 2θ cos φ + χyz sin 2θ sin φ

]
.

(7)

If the magnetic susceptibility anisotropy tensors can
be calculated from the pseudocontact shifts, the val-
ues of residual dipolar couplings obtained on systems
containing different metal ions (>2) can provide the
orientations of the internuclear vectors, in terms of θ

and φ angles. Having these experimental data, the fol-
lowing energy penalty term can be added to the global
energy penalty in the structural calculations (Barbieri
et al., 2002)

Eangles = wangles

∑
i

[1 − (ui · vi)
2], (8)

where wangles is the force constant for this class of
restraints, the ui vector has coordinates (sin θi cos φi ,
sin θi sin φi , cos θi) and

vi = (rH − rX)i

|rH − rX|i , (9)

where rX and rH are the coordinate vectors of the X
and H atoms, defined in any external reference system.
This restraint permits two equivalent minima, corres-
ponding to the two possible orientations (0◦ and 180◦)
of vi with respect to ui.

Inclusion of restraints derived from cross correlations
between Curie and dipolar relaxation

In a paramagnetic molecule the two components of a
spin doublet may experience a difference in linewidth
due to cross correlation between the nuclear dipole-
dipole relaxation and Curie relaxation, originating
from dipolar coupling between the nuclear spin and
the static time-averaged electron magnetic moment.

For the two components of the proton spin doublet in
a dipole-dipole coupled HX system, the difference in
linewidth, calculated in the assumption of isotropic χ

tensor, is given by (Bertini et al., 2002a)

�(�ν1/2) =
µ0

4π

B0γ
2
HγXh̄χ

10π2r3
HSr3

HX

3 cos2 θSHX −1

2

(
4τr + 3τr

1+ω2
Iτ

2
r

)

= 3 cos2 θSHX − 1

r3
HS

kCCR, (10)

where the symbols have the same meaning as in Equa-
tion 4. All terms not depending on the protein structure
can be collected in the constant kCCR. This contribu-
tion takes this form when the electron spin relaxation
is fast with respect to the rotational time, τr .

This contribution to transverse relaxation contains
structural information in terms of distances and angles
between two vectors. These restraints can be included
in structure calculations through a specific module
(XCCR). They can be applied with a constant weight-
ing factor, or the latter can be proportional to r3

HS times
a constant weighting factor, in such a way that also
nuclei far from the metal, and therefore characterized
by small cross-correlation values, can have a contri-
bution to the penalty energy. This latter approach is
recommended.

This module requires the value of the constant
kCCR as input. The module FANTACCR has been de-
veloped, analogously to those for the restraints previ-
ously described, for estimating the constant kCCR from
experimental data and available structures, through
best fit calculations to the experimental �(�ν1/2)

data.

Inclusion of relaxation rate restraints

The experimental relaxation rates of nuclear spins
coupled with unpaired electron spins are the sum of
a diamagnetic and a paramagnetic contributions. The
paramagnetic contribution is dominated (with the pos-
sible exception of nuclei separated by a few chemical
bonds from the metal ion) by the dipolar coupling
between the nuclear spin and the electron spin. The di-
polar contribution is proportional to the inverse of the
sixth power of the nuclear spin–metal ion (unpaired
electron) distance (see Equation 11), and thus it is
small for nuclei at large distance from the metal ion.
Diamagnetic contributions can be evaluated by per-
forming measurements on the diamagnetic analog of
the molecule, or upper limit values can be estimated by
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taking the average of the experimental relaxation rates
of the paramagnetic molecule that are below a given
threshold value. Furthermore, since for nuclei close to
the paramagnetic center the diamagnetic contribution
is small with respect to the paramagnetic contribution,
the assumption of an upper limit value for the diamag-
netic contribution produces a very small error on the
nuclear spin-unpaired electron distances.

The paramagnetic contribution to nuclear relaxa-
tion rates can thus be used to obtain distance restraints
between the observed nuclei and the metal ion. Ac-
tually, distances are usually used in structural calcu-
lations as upper distance limits, as a consequence of
the overestimation of the diamagnetic contribution de-
riving from the use of the second approach described
above and the consequent underestimation of the para-
magnetic enhancement. A module (XT1DIST) was
written to convert the rates into distances. With good
approximation, for nuclei not directly coordinated
to the metal ion, the relation between the paramag-
netic contribution to the relaxation rate R1M and the
metal-nucleus distance r is (Bertini et al., 2001b)

R1M = k/r6, (11)

where k is a constant. Distances can be generated from
relaxation rates in two different ways. If the correla-
tion time τc that modulates the nuclear spin–unpaired
electron coupling is known, the constant k can be
calculated from the Solomon equation

k = 2

15

(µ0

4π

)2
γ2

I µ
2
eff

[
7τc

1 + ω2
sτ

2
c

+ 3τc

1 + ω2
Iτ

2
c

]
,

(12)

where µ2
eff = g2

eµ
2
BS(S + 1) or µ2

eff = g2
J µ2

BJ (J + 1)

for lanthanides and actinides, µB is the electron Bohr
magneton, γI is the proton magnetogyric ratio, ge is
the so-called free electron g value, ωS is the electron
Larmor frequency, ωI is the proton Larmor frequency
and S is the electron spin quantum number. τc is
given by the sum of the rotational correlation rate, the
exchange rate and the electron relaxation rate

τ−1
c = τ−1

r + τ−1
M + τ−1

s (13)

and therefore it is essentially dominated by the fastest
process. The estimated nuclear spin–metal ion dis-
tances can then be used as upper distance limits in
structural calculations including a tolerance of 1 Å,
which is added to the value of r . If a protein structure
with good accuracy is already available, calculated for
instance using other restraints, an upper limit value for

the constant k can be calculated from the relaxation
rates as a function of the distance r . Once a k value
is obtained, Equation 11 is used again for obtaining r

from the values of R1M . In this way it is possible to
adjust the distance restraints related to measurements
of relaxation rates in an iterative fashion.

Structure calculations

An ab initio simulated annealing protocol was first
applied performing 12 000 steps at high temperature
(1000 K) and 6000 steps during cooling to 100 K
with temperature intervals of 50 K. At each temper-
ature, 333 steps of molecular dynamics simulation
were performed with a time step of 5 fs. The res-
ulting structures were then refined with a Powell
minimization. Energy minimizations were then per-
formed for 2000 steps each. Upper distance restraints
from NOE and relaxation rate measurements were
applied with a force constant of 209 kJ mol−1 Å−2

(50 kcal mol−1 Å−2) during the whole calculation.
Pseudocontact shifts, residual dipolar couplings and
cross correlations between Curie and dipolar interac-
tions were applied with force constants adjusted to
have comparable contributions to the global energy.

In order to perform structure calculations of heme
proteins, both b-type and c-type hemes were added to
the Xplor-NIH library. Special patch residues, which
are required to establish covalent linkages between the
c-type heme and the cysteine residues which are bound
to its vinyl substituents, were added as well. Ligands
to the metal ions are provided as structural informa-
tion, by the addition of upper distance limits between
the ligand nuclei and the metal ion.

Results and discussion

Overall strategy in the use of paramagnetic restraints

The paramagnetism-based restraints are of different
nature and have different geometric properties than
diamagnetic restraints. For this reason they signific-
antly contribute to increase the accuracy of the struc-
ture in addition to its precision. This property is based
on the fact that these restraints have different depend-
ences on the distance (r−3 for pcs and ccr, r−6 for
relaxation rates) and on angular properties (tensor ori-
entations for pcs and rdc, angles between vectors for
ccr).

In order to be particularly effective, these restraints
need to be applied since the early steps of the struc-
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Table 1. Energetic and structural parameters for the family of structures of cytochrome c553 calculated
with simulated data. Calculations are performed with Xplor-NIH using distance restraints only or distance
restraints and paramagmetism-based restraints

NOE only NOE + paramagnetic restraints

Total energy (103 J mol−1) 280.3 ± 0.0 283.3 ± 0.4

(Energy NOE, pcs+rdc+ccr) (0.00,−) (0.04, 2.64)

BB RMSD to the mean (Å) 0.39 ± 0.04 0.29 ± 0.03

HA RMSD to the mean (Å) 0.62 ± 0.04 0.52 ± 0.04

�χax from pcs (10−32 m3) 2.10 ± 0.09 2.21 ± 0.03

�χrh from pcs (10−32 m3) −0.21 ± 0.07 −0.18 ± 0.04

�χax from rdc (10−32 m3) 1.73 ± 0.15 2.18 ± 0.09

�χrh from rdc (10−32 m3) −0.18 ± 0.10 −0.16 ± 0.05

BB RMSD minimized X-ray/Xplor-NIH (Å) 0.47 ± 0.05 0.35 ± 0.04

HA RMSD Minimized X-ray/Xplor-NIH (Å) 0.81 ± 0.07 0.72 ± 0.04

Table 2. Order of magnitude for typical
absolute values of the axial magnetic
metal susceptibility tensor for some
common metal ions

Fe(III) (HS and LS) 3 × 10−32

Fe(II) HS 2 × 10−32

Co(II) HS 5 × 10−32

Ce(III), Nd(II), Eu(II) 2 × 10−32

Pr(III) 3 × 10−32

Sm(III) 2 × 10−33

Tb(III), Dy(III) 3 × 10−31

Ho(III),Tm(III) 2 × 10−31

Er(III),Yb(III) 1 × 10−31

tural calculations and the force constants used for
their inclusion in the energy penalty must be prop-
erly selected. For this purpose we have performed a
series of test structural calculations to calibrate the
weight of each class of restraints in such a way that
they have a comparable contribution to the penalty en-
ergy with respect to the ‘standard’ restraints since the
beginning of the calculations. It results that force con-
stants of 21 kJ mol−1 ppm−2 for pseudocontact shifts,
21 kJ mol−1 Hz−2 for residual dipolar couplings and
r3

HS × 4.2 × 10−3Å−3 J mol−1 Hz−2 (with r in Å)
for cross correlations are appropriate in most cases for
values of the axial magnetic susceptibility anisotropy
of the order of 2 × 10−32 m3. Force constants for pcs
and rdc should be set related to �χax, their values
being proportionally lower for larger �χax.

In order to use pcs and rdc from the beginning
in the structure calculation procedure, an estimation

of the magnetic susceptibility tensor anisotropies is
needed. Table 2 reports the typical values of �χax for
some metal ions. We will show later that such estima-
tion is generally enough for ensuring the convergence
of the protocol to the correct value.

All the paramagnetism-based restraints are related
to the metal ion, which constitutes the origin of each
class of interactions. Therefore, the coordinates of the
latter can be left free to vary and to be optimised
during the structural calculations. In such a way the
position of the metal ion can be carefully determined
on the basis of experimental data without any assump-
tion. Paramagnetic restraints therefore represent the
unique way to locate an NMR silent metal ion within
the molecular frame.

A comment is needed on the tolerance which
should be used for each class of restraints in Equa-
tion 1. This strongly depends on the error in determ-
ining the experimental data, which mainly resides in
the comparison with the diamagnetic values. In the
case of pseudocontact shifts, if the experimental shift
values for a corresponding diamagnetic molecule are
available, then pcs with relatively high accuracy can
be determined and low tolerance can be used. On
the contrary, if only an estimate of the diamagnetic
values can be obtained, larger tolerance should be
used. It had been already verified and tested that it
is appropriate to use a tolerance proportional to the
value itself (10%) down to a lower limit which can
be reasonably set between 0.1 and 0.3 ppm (Bertini
et al., 2002b). Typical fixed tolerance values for re-
sidual dipolar couplings are 0.1–0.3 Hz, and for cross
correlations are 0.1–0.2 Hz.
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Structure calculations using simulated data

The package was tested with structural restraints cal-
culated from the X-ray structure of the protein B. pas-
teurii cytochrome c553 (1C75) (Benini et al., 2000),
determined at 0.97 Å resolution. Such protein contains
a c-type heme with a hexacoordinate low-spin iron ion,
axially bound to His and Met residues. Since the X-ray
protein structure shows several bond and angle viola-
tions with respect to the Xplor-NIH library, it was first
minimized with the Xplor-NIH Powell minimization
routine, to be consistent with the structures calculated
through Xplor-NIH.

A set of 2639 upper proton-proton distance re-
straints randomly selected among those closer than
6 Å were generated by adding 1 Å to the distances
measured in the minimized structure. Pseudocontact
shifts (271 values), self-orientation residual dipolar
couplings (129 values) and cross correlations between
Curie and dipolar interactions (129 values) were cal-
culated for all N, HN, Hα and Cα atoms of the protein
backbone, with respect to the iron ion. For calculating
the pseudocontact shifts and the residual dipolar coup-
lings, the magnetic susceptibility anisotropy tensor
parameters as obtained from experimental NMR data
(Banci et al., 2002) were used. The tensor has the z

axis perpendicular to the heme plane and the x axis
along the pyrrole I–pyrrole III direction; the axial and
rhombic anisotropies were set to 2.20 and −0.18 ×
10−32 m3, respectively. To these paramagnetism-
based restraints a maximum error of ±10% with gaus-
sian distribution was applied. The tolerance on the
input data was set equal to 10% of the experimental
restraint, with lower limits of 0.15 ppm for pseudocon-
tact shifts, of 0.10 Hz for residual dipolar couplings,
and of 0.20 Hz for cross correlations.

We applied the protocol without using the final
correct magnetic susceptibility anisotropies. Ab initio
calculations of 50 structures were performed with the-
oretical estimated values for the magnetic susceptibil-
ity anisotropies, and the tensor was fitted over the best
5 structures. Figure 2 shows the trend of the magnetic
susceptibility anisotropy values, for three different ini-
tial values, with cycling structure and anisotropies
calculations. The figure shows that the convergence
is achieved after few cycles with very good accuracy,
thus demonstrating the correctness of the protocol.

The best 20 structures (the lowest energy struc-
tures) among the calculated 200 structures have a
backbone RMSD to the mean of 0.29 Å (Table 1).
The total energy was 283 kJ mol−1, the energy re-

Figure 2. Convergence of the �χ values (�χax: Top lines, �χrh:
Bottom lines) obtained from the fit of the pcs data (�) or the rdc data
(�). Three starting values for the tensor parameters are provided,
those obtained with the structure calculated without the paramag-
netism-based restraints, and the same increased or decreased of
33%.

Figure 3. Total energy (a) and its components (NOE: b; pcs: c; rdc:
d; ccr: e) during the simulated annealing process for the structure
calculation of cytochrome c553 using simulated data.

lated to NOE, pseudocontact shifts, residual dipolar
couplings and cross correlations being 0.04, 0.25, 1.72
and 0.67 kJ mol−1, respectively. Figure 3 reports the
total energy and its components during the simulated
annealing process. The backbone RMSD of the mean
structure to the minimized X-ray structure is 0.35 Å.

The backbone RMSD of the 20 best structures cal-
culated by including the same NOE restraints only,
and excluding all paramagnetism-based restraints, was
0.39 Å, with total and NOE energy of 280 and
0.00 kJ mol−1, respectively (Table 1). Energy val-
ues similar to those obtained in the presence of
paramagnetism-based restraints indicates that agree-
ment of such restraints does not result in a significant
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increase of other energy terms. This is, of course, ex-
pected as all restraints are consistent, and proves the
efficiency of the paramagnetic package. The backbone
RMSD of the mean structure to the minimized X-ray
structure is 0.47 Å. This proves that the presence of
the paramagnetism-based restraints actually reduces
the RMSD and improves the accuracy of the calculated
structures.

Structure calculations with experimental data

B. pasteurii cytochrome c553

The solution structure of oxidized B. pasteurii cyto-
chrome c553 was calculated with PARAMAGNETIC
DYANA using 1609 meaningful NOEs, 76 dihed-
ral angles and 59 pseudocontact shifts (Banci et al.,
2002). Pseudocontact shift values were used as re-
straints with a tolerance between 0.1 and 0.3 ppm. The
program provided values for the axial and rhombic
magnetic susceptibility anisotropy of 2.20 ± 0.10 and
−0.18 ± 0.15 × 10−32 m3, respectively. The BB
RMSD to the mean of the family was 0.25 ± 0.07 Å.

The structure was recalculated with the same re-
straints using Xplor-NIH. The protocol converged to
values for the axial and rhombic magnetic susceptib-
ility anisotropy of 1.97 ± 0.09 and −0.21 ± 0.16 ×
10−32 m3, respectively. The first family, calculated
without inclusion of pseudocontact shifts, provided
values for �χax and �χrh of 1.75±0.20 and −0.34±
0.19 × 10−32 m3, respectively. The experimental
versus calculated values of pseudocontact shifts, for
the two cases of such restraints being included or not
in the structure calculations, are reported in Figure 4.
The tensor is correctly positioned, as shown in Fig-
ure 5. The BB RMSD to the mean of the family of the
20 structures with lowest energy on the calculated 200
structures is 0.25 ± 0.04 Å (it is 0.33 ± 0.04 Å for
the family obtained without inclusion of the pseudo-
contact shift restraints). The BB RMSD between the
structures obtained with and without including the
pseudocontact shift restraints is 0.52 Å. The average
energy of the family obtained without including the
pseudocontact shift restraints is 288 ± 1 kJ mol−1; its
NOE contribution is 0.25 kJ mol−1. The average en-
ergy of the family obtained with including the pseudo-
contact shift restraints is 291 ± 1 kJ mol−1; its NOE
and pcs contributions are 0.17 and 3.81 kJ mol−1, re-
spectively. The RMSD between the Xplor-NIH and
the DYANA (1K3H) structures is 0.74 Å. The RMSD
between the X-ray and the PARAMAGNETIC DY-

ANA structure is 0.61 Å, that between the X-ray and
the Xplor-NIH structure is 0.86 Å.

Cytochrome b5

The solution structure of oxidized rat microsomal
cytochrome b5 is obtained after introduction of 1372
meaningful NOE data, 235 pseudocontact shifts and
62 residual dipolar couplings (Arnesano et al., 1998;
Banci et al., 1998a). Two tensors are introduced,
one to take into account the paramagnetic suscept-
ibility anisotropy tensor causing pseudocontact shifts
and one to take into account the overall molecular
magnetic susceptibility tensor causing the residual
dipolar couplings, measured from J -modulated ex-
periments at two different magnetic fields. The best
20 structures among 200 calculated structures have
a BB RMSD to the mean 0.59 ± 0.10 Å and the
resulting paramagnetic axial and rhombic susceptib-
ility anisotropy values are 3.01 ± 0.24 × 10−32 and
−1.40±0.22×10−32 m3, respectively. The molecular
axial and rhombic magnetic susceptibility values are
1.88 ± 0.23 × 10−32 and −0.71 ± 0.14 × 10−32 m3,
respectively. The average energy of the family ob-
tained without including the paramagnetism-based re-
straints is 439 ± 4 kJ mol−1; its NOE contribution is
4 kJ mol−1. The average energy of the family obtained
with including the paramagnetism-based restraints is
455 ± 6 kJ mol−1; its NOE, pcs and rdc contributions
are 6.7, 1.26 and 12.1 kJ mol−1, respectively. The fam-
ily obtained by using PARAMAGNETIC DYANA has
a BB RMSD to the mean 0.58 Å, the paramagnetic
susceptibility anisotropy tensor parameters are 2.8 ±
0.1 × 10−32 and −1.1 ± 0.2 × 10−32 m3 and the mo-
lecular susceptibility anisotropy tensor parameters are
2.20 ± 0.05 × 10−32 and −1.34 ± 0.04 × 10−32 m3.

Calbindin D9k

The protein calbindin D9k was extensively stud-
ied from our group in order to test/apply the use
of paramagnetism-based restraints (Allegrozzi et al.,
2000; Bertini et al., 2001a, d, 2002a; Barbieri et al.,
2002). The protein contains two diamagnetic cal-
cium(II) ions, which can alternatively be substituted
with paramagnetic lanthanide(III) ions without altera-
tion of the protein structure.

The complete set of paramagnetism-based re-
straints is available for this proteins, and they have
been included for solution structure calculations with
Xplor-NIH. Calculations have been done after in-
troduction of 1611 meaningful NOE data, 105 di-
hedral angles, 549 pseudocontact shifts, 60 residual
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Figure 4. Experimental versus calculated pcs for the cytochrome c553 structures obtained without (A) and with (B) the use of the pseudocontact
shifts for structure calculation.

dipolar couplings, 26 relaxation rates, 49 cross cor-
relations between Curie and dipolar interactions for
the cerium(III) substituted sample; 62 pseudocon-
tact shifts and 20 residual dipolar couplings for the
dysprosium(III) substituted sample; and 101 pseudo-
contact shifts and 37 residual dipolar couplings for
the ytterbium(III) substituted sample (Bertini et al.,
2001a; Barbieri et al., 2002). Three tensors have
been introduced to account for Ce(III), Dy(III) and
Yb(III) magnetic susceptibility tensors. Pseudocontact
shifts, residual dipolar couplings and cross correla-
tions relative to the same metal are referred to the
same tensor. In fact the residual dipolar couplings
were experimentally obtained by subtracting the HN
1J values of the diamagnetic sample from the HN
1J values of the paramagnetic sample. Therefore, the
same anisotropies are introduced in Equations 2 and
4, and the latter are calculated by fitting the pseudo-
contact shift values, as more accurate than the residual
dipolar couplings. The protocol converged to the fol-
lowing tensor anisotropies: 1.97 ± 0.10 × 10−32 and
−0.66 ± 0.07 × 10−32 m3 for Ce(III) �χax and �χrh,
respectively; 34.1 ± 1.9 × 10−32 and −21.1 ± 1.4 ×
10−32 m3 for Dy(III) �χax and �χrh, respectively;
7.46 ± 0.24 × 10−32 and −3.48 ± 0.39 × 10−32 m3

for Yb(III) �χax and �χrh, respectively. These values
agree remarkably well with the values obtained using
PARAMAGNETIC DYANA (Bertini et al., 2001). The
BB RMSD to the mean of the best 20 structures is
0.50 ± 0.08 Å. The average energy of the family is
413 ± 4 kJ mol−1; its NOE, dihedral, pcs, rdc and
ccr contributions are 17, 2.5, 12, 10 and 10 kJ mol−1,
respectively. The BB RMSD to the mean of the best 20

Figure 5. Calculated structure of cytochrome c553. The magnetic
susceptibility tensor axes are also shown.

structures of the family calculated using diamagnetic
restraints only is 0.61 ± 0.08 Å; the average energy
is 355 ± 1 kJ mol−1; its NOE and dihedral angles
contributions are 5 and 1 kJ mol−1, respectively.

Finally, the module XANGLE has been tested by
calculating the solution structure of the protein with
the same restraints indicated above but excluding the
rdc, and then by providing the polar angles defin-
ing the orientation of the NH vectors. These values
were obtained by fitting the residual dipolar couplings
measured on the Ce(III), Tb(III), Dy(III), Ho(III),
Er(III), Tm(III) or Yb(III) substituted protein, as de-
scribed in (Barbieri et al., 2002). In the absence of the
θ and φ restraints, the family of the best 20 structures



260

has a BB RMSD 0.59 ± 0.10 Å, with average energy
of 361 ± 1 kJ mol−1, whereas in the presence of the
θ and φ restraints, the family of the best 20 structures
has a BB RMSD 0.47 ± 0.08 Å, with average energy
of 371 ± 3 kJ mol−1.

Concluding remarks

Paramagnetic relaxation enhancements, pseudocon-
tact shifts, residual dipolar couplings due to partial
orientation, and cross-correlations between Curie re-
laxation and nuclear-nuclear dipolar relaxation have
been implemented as restraints in Xplor-NIH through
dedicated modules and/or protocols. In particular, for
paramagnetic relaxation enhancements the Xplor-NIH
NOE module is used within protocols for an effective
and cautious use of the restraints. The same holds for
pseudocontact shifts, for which the use of a tolerance
is recommended. A bootstrap Monte Carlo approach
is implemented to evaluate the error on the magnetic
susceptibility parameters. Such tensor is introduced
in a module written by modifying the already avail-
able residual dipolar coupling module of Xplor-NIH,
in order to efficiently use the metal-based contribu-
tion to the alignment of the metalloprotein in high
magnetic fields (calbindin case). Alternatively, the re-
sidual dipolar couplings due to the overall magnetic
anisotropy of the molecule can be used (cytochrome
b5 case). In this case, the overall magnetic aniso-
tropy tensor is obtained, and the resulting values
analyzed with the bootstrap Monte Carlo approach.
Finally, cross-correlations between Curie relaxation
and nuclear-nuclear dipolar relaxation can be provided
as restraints after evaluation of a constant which de-
pends on the observed nuclei, on the metal ion, on
temperature and on the protein rotational time.

The paramagnetic patch and the file saPARA.inp
can be downloaded from the web site:
http://www.postgenomicnmr.net.
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ABSTRACT  

A combination of in silico tools and experimental NMR data is proposed for relatively fast 

determination of protein-ligand structural models, and demonstrated from known inhibitors of 

matrix metalloproteinases (MMP). The 15N 1H HSQC spectral assignment and the 3D structure, 

either X-ray or NMR, are needed. In this method, the HSQC spectrum with or without the ligand is  

used to determine the interaction region of the ligand. Docking calculations are then performed to 

obtain a set of structural models. From the latter, the NOEs between the ligand and the protein can 

be predicted. Guided by these predictions, a number of NOEs can be detected and assigned through 

a HSQC NOESY experiment. These data are used as structural restraints to reject/refine the initial 

structural models through further in silico work. For a test protein (MMP-12, human macrophage 

metalloelastase), a final structure of a protein-ligand adduct was obtained which matches well with 

the full structural determination. A number of structural predictions were then made for adducts of a 

similar protein (MMP-1, human fibroblast collagenase) with the same and different ligands. The 

quality of the final results depended on the type and number of experimental NOEs but, in all cases, 

a well defined ligand conformation in the protein binding site was obtained. This protocol is 

proposed as a viable alternative to the many approaches described in the literature. 

 

 

 

 

 

 

Keywords: ligand-protein docking, NMR guided docking, MMP, flexible docking, NMR restraints 
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Introduction 

Rational drug design strategies must rely on the availability of high-throughput methods to 

experimentally determine the structure of candidate drug-target complexes.1 The obtained structural 

information is then used to improve and optimize the candidate drug in a cyclic procedure. 

Obtaining three-dimensional macromolecular structures is still a time consuming task. X-ray 

structure determination is becoming a high-throughput method,2 but the method requires the easy 

availability of protein crystals that are suitable for soaking with the various candidate drugs. NMR 

is also a high-throughput technique in drug discovery,3,4 but its power lies mostly in the earlier 

phases of the process, i.e. in the first screening of a relatively large number of compounds. NMR 

quickly provides information on binding affinity and on the region of interaction of the candidate 

drug with the target molecule.5 

NMR is of course also able to determine the three-dimensional structure of the adduct, but 

the procedure is time consuming.6 Moreover, obtaining a 3D structure depends on the full 

assignment of thousands of intra-protein NOESY cross peaks, while the only relevant ones are the 

few intermolecular cross peaks between protein and ligand signals. In silico prediction of the 

structure of the adduct through docking programs, while valuable in the early ligand design phases, 

is not reliable at this stage.7-9 Independently of the docking program used, in many cases more than 

one binding poses are found that do not significantly differ in predicted binding energies. 

The availability of a fast and reliable method able to provide a molecular model based on 

few experimental restraints is an ambitious goal for overcoming these problems. Recently, several 

efforts have been performed in this direction.10-13 For instance, a suite of NMR experiments has 

been recently proposed as a tool to provide structural information on protein-ligand adducts,12 

through intermolecular NOEs detected in selectively labeled proteins. The method is applicable to 

very large proteins once their three-dimensional structure is known.  

For smaller proteins, it is worth to investigate whether a few NOEs may be obtained even 

without selective labeling of the proteins. We propose here a combined use of computational tools 
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and a small number of experimental NMR restraints as an efficient way of selecting the correct 

binding pose among those proposed by docking programs. The experimental restraints are i) the 

HSQC chemical shifts to select the region of interest on the target, and ii) the few ligand-target 

NOEs that can be unambiguously identified from 15N NOESY-HSQC experiments. Besides the 

protein three-dimensional structure, only a singly 15N-labeled protein sample and a pre-existing 

assignment of its 15N 1H HSQC spectrum are required. 

The method has been validated by reproducing the known docked conformation of N-isobutyl-N-[4-

methoxyphenylsulfonyl]glycyl hydroxamic acid (NNGH, see chart I) bound to matrix 

metalloproteinase 12 (MMP-12, human fibroblast metalloelastase). The method has been then 

applied to obtain the docked conformations of NNGH and other three ligands (3-[[1-[[2-(Hydroxy-

methyl)-1-pyrrolidinyl]carbonyl]-2-methylpropyl]carbamoyl]-octanohydroxamic acid (Actinonin), 

N-[(2R)-2-(hydroxamidocarbonylmethyl)-4-methylpentanoyl]-L-tryptophan methylamide 

(Galardin), and (2R)-2-mercaptomethyl-4-methylpentanoyl-L-phenylalanyl-L-alanine amide 

(SIMP-1) (see Chart I) to MMP-1 (human fibroblast collagenase). MMPs belong to a family of 

zinc-dependent endopeptidases responsible for the metabolism of extracellular matrix proteins,14-16 

and alterations in their levels are implicated in a wide range of pathological states,17,18 so that these 

proteins represent attractive drug targets. 

 

Methods 

The protocol consists of the following steps, reported in Scheme I: a) identification of the 

protein binding site, b) calculation of possible protein-ligand adducts, c) prediction of the map of 

NOEs corresponding to each computed conformation, d) determination of few experimental 

restraints, able to select the real adduct among those calculated, e) validation and cyclic in silico 

refinement of the ligand position in the protein scaffold. The identification of the protein binding 

site can be conveniently performed from the analysis of the chemical shifts acquired in the presence 

and in the absence of the ligand. NOEs between ligand protons and protein protons are obtained 
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from 15N NOESY-HSQC spectra. The protocol requires that the protein structure and the 

assignment of its 15N 1H HSQC spectrum is known.  

HSQC spectra of the protein in the presence and in the absence of the ligand must be 

acquired. Most of the protein peaks will coincide in the two spectra. Only peaks corresponding to 

amide protein protons close to the ligand will be in different positions, but their shift is usually 

small enough to be easily assigned. This information is used to identify the protein binding site, 

according to the value of the combined 1H/15N shift perturbation upon complexation, given by ∆ = 

(∆δ(1H)2+(∆δ(15N)/6)2)1/2.19 The residues with a significantly large value of ∆, except those at 

sizably larger distance from all others, are used to identify the grid for docking calculations. The 

latter is centered on the protein surface atom closest to the center of the smallest sphere that 

comprises all the selected nitrogen atoms.  

Due to the complexity of the energy landscape on the path to the global minimum region,20 a 

specific ligand-protein docking program is invoked in order to accurately probe and select the 

conformations of the ligand according to appropriate scoring functions. We use the program 

Autodock because it has been amply validated and tested on the target proteins selected for this 

study. The docking program can be run to obtain clusters of the possible adducts. Such clusters are 

then used to predict NOEs between protein and ligand nuclei. In fact, a map of distances between  

ligand and protein nuclei can be obtained for each of the different clusters. The presence of cross 

peaks can thus be predicted for the different possible adducts and compared with the cross peaks 

actually present in the experimental spectra.  

The following experiments must be performed: 15N NOESY-HSQC spectra of the protein-

ligand adduct and of the free protein, and the 1D 1H spectrum of the free ligand in water. The latter 

experiment provides an estimate of where the chemical shifts of ligand signals in the adduct have to 

be looked for. The presence of intermolecular cross peaks, i.e. peaks between frequencies close to 

those of the free ligand in one dimension, and those of the protein amide protons predicted to be in 

the vicinity of the ligand in the other dimension, is checked. Such cross peaks, if absent in the free 
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protein spectrum and not attributable to nuclei of other neighboring protein residues, are 

unambiguously assigned. A good correspondence between expected and observed cross peaks is a 

clear indication of the goodness of the corresponding cluster. On the other hand, direct evidence of 

the non acceptability of some of the clusters generated by Autodock can be obtained. The 

experimental NOEs, translated into upper distance limits, can then be used to refine the remaining 

acceptable structures and possibly to further discriminate among them. The refinement procedure 

has been developed using Xplor-NIH. In such procedure, the protein side chains are left free to 

move, thus allowing a better docking to be obtained with respect to docking programs where the 

protein is completely rigid. 

The refinement procedure consists in loading the calculated adduct and performing an in 

vacuo molecular dynamics simulation in internal coordinates, with backbone atoms grouped 

together to constitute a rigid structure. A simulated annealing is performed by heating the system to 

1500 K and then cooling it to 50 K in steps of 50 K. At each temperature, 750 steps of molecular 

dynamics simulations are performed with time steps of 2 fs. The force constant of NOE restraints is 

fixed to 30 kcal mol−1 Å−2, and van der Waals, electrostatic terms and the protein and ligand force 

field (angles, bonds, dihedrals and impropers) are also included. The resulting structures are then 

refined with a Powell minimization, and ordered according to the value of the target function. The 

latter is calculated considering the ligand-residue and residue-residue interactions only for residues 

up to 8 Å from the ligand. This helps reducing the energy “noise” originating from slight changes in 

residue-residue interactions far away from the ligand site. In all cases, the best 10 structures over 

200 calculated through Xplor-NIH starting from each tentative docking structure are very similar to 

one another. 

The structure of the adduct is thus calculated through the consecutive use of the program 

Autodock and the refinement procedure working in Xplor-NIH. Xplor-NIH calculations can 

significantly change the protein side chain positions after complexation. Therefore, cycling between 

Autodock and Xplor-NIH refinement is necessary until convergence to a fixed protein structure is 
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achieved. We have tested that such approach can actually select the correct ligand-protein docking, 

among those proposed by Autodock. Furthermore, the introduction of experimental data and the 

allowed mobility of the protein side chains provide more confidence in the obtained adduct. 

MMP systems, the receptors that we used in this work, have a catalytic zinc ion as active 

center, coordinated to three histidines. The three zinc-coordinated histidines were treated as the 

neutral form with the hydrogen on ND1, whereas other histidines used the default option with 

hydrogen on NE2. Glutamates were treated as charged form as default, except the catalytically 

essential glutamate 219,21 at the second shell of the zinc binding site. The latter residue was 

protonated, with the hydrogen on the oxygen nearest to the catalytic zinc, or deprotonated 

depending on whether the zinc donor atom closest to it was deprotonated (hydroxamate ligands)21 

or protonated (thiol ligands). In order to take into account the electron density delocalization due to 

coordination of ligands, the charge of the zinc ion was distributed among the protein ligands.21 

 

Results 

Test with a known structure: MMP-12-NNGH  

NNGH is a broad spectrum MMP inhibitor able to interact with both the catalytic zinc and 

the S1’ cavity.6,22 In particular, it is able to bind MMP-12 with nanomolar affinity (Kd = 10 nM)6, 

and for this reason it has been chosen as a model system to study protein-inhibitor interactions. Its 

molecular structure is reported in Chart I. 

The structure of MMP-12 complexed to NNGH is already known,6 as both the X-ray (Figure 

1A) and the NMR structures of the adduct have been solved. Therefore, we used such system as a 

test for our protocol. The HSQC spectra of the protein without and with the NNGH in solution were 

acquired. Inspection of residues showing significant chemical shift perturbation (see Table 1) 

permitted to define the ligand binding region as the protein catalytic site (defined here as constituted 

by the zinc binding region, the S1’ pocket and the substrate binding groove) with reasonable 

accuracy. As expected from the crystal structure of the MMP-12-NNGH adduct, among the affected 
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resonances are residues 210, 211, 215 and 216 on the alpha helix at the bottom of zinc binding site, 

residues 237, 239-240 and 242 forming the hydrophobic S1’ cavity, and residues 179-182 and 184 

on the strand facing both the catalytic metal and the S1’ pocket (Figure 1B). 

Calculations were performed using the X-ray structure of the protein (PDB 1Y93) at 1.03 Å 

resolution.6 Autodock was used to select the lower docking energy conformations. Docked 

conformations were clustered according to a maximal RMSD of 1 Å (Figure 2). The docking 

energies for the first, second, third and fourth clusters were –15.89, −15.84, −15.01 and −14.44 kcal 

mol−1, respectively. The second cluster is in accordance with the X-ray structure of the adduct (PDB 

1RMZ).6 The plane containing the hydroxamic group in the first and third cluster is oriented 

perpendicularly to the plane containing the hydroxamic group in the second cluster. The p-methoxy-

phenyl group enters more deeply in the S1’ pocket in the first than in the third cluster. In the fourth 

cluster the p-methoxy-phenyl group does not sit in the S1’ pocket.  

These structures were separately refined with Xplor-NIH using the already available NOEs 

with protein backbone NH atoms (see Figure 3B).6 The second cluster remains essentially 

unchanged, with total energy −1184 kcal mol−1 (see Figure 2). The structure calculated using the 

third cluster as starting conformation is similar to the previous one, with total energy –1179 kcal 

mol−1. The structure calculated from the first cluster has total energy –1062 kcal mol−1, and no 

coordination of the hydroxamic group to the metal ion; the one calculated from the fourth cluster 

has total energy –734 kcal mol−1, and the p-methoxy-phenyl group outside the S1’ pocket.  

Slight changes in the side-chain protein structure were obtained, and new Autodock 

calculations were thus performed using the three lowest energy Xplor-NIH protein structures. 

Remarkably, the lowest docking energy clusters calculated by Autodock now converge to similar 

conformations using the second and third Xplor-NIH protein structure (see Figure 2). These 

conformations are in agreement with the X-ray structure, with docking energy from –15.85 kcal 

mol−1 to –15.63 kcal mol−1. Xplor-NIH refinements provided structures (see Fig. 2 and Fig. 3B) 
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with lowest total energy from −1197 to −1180 kcal mol−1, in agreement with the X-ray structure 

(see Figure 3A). 

Analogous calculations were performed also using the X-ray structure PDB 1OS9, with 1.85 

Å resolution.23 In this structure the active site of one molecule is not hosting an external ligand but 

the N-terminal part of the neighboring protein molecule. The calculations converged to the same 

adduct obtained starting from the 1Y93 structure. 

 

Determination of structural models for ligand adducts of MMP-1 

NNGH itself and three other known strong inhibitors of MMPs were selected as 

representatives of different classes of ligands and tested against MMP-1. The test consists in 

following the protocol described above and checking whether i) unambiguously NOEs could be 

obtained and ii) the cycling between Autodock and Xplor-NIH calculations permits the selection of 

one ligand conformation. Calculations were performed using the X-ray structure of the inhibitor-

free protein (PDB 1CGE) with 1.90 Å resolution.24  

 

MMP-1-NNGH 

The first ligand examined is the same ligand used to validate the protocol with MMP-12. 

The structure of the NNGH adduct with MMP-1 is not known, although it is reasonable to believe 

that it will adopt a similar conformation. We measured an IC50 value for the adduct of 174 nM.  

Chemical shift perturbation affects the zinc binding histidine 228 and the neighbouring 

residues 226, 227 and 229, residues 239-240 and 243 forming the S1’ hydrophobic pocket, residues 

215, 217 and 219 on the alpha-helix where the metal binding site is inserted, and residues 180 and 

184 on the parallel strand (see Fig. 1C). This is an expected feature, but it is a new independent 

experimental information based on which an Autodock grid was generated. The grid resulted nicely 

centered around the known catalytic site. Autodock calculations using this grid were thus 

performed. 
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The four lower docking energy clusters were analysed. The docking energies were –14.68, 

−13.99, −13.94, −13.81 kcal mol-1, respectively. The structures in the first and third clusters show 

similar hydroxamate coordination to the catalytic zinc. The ligands in the second cluster are 

oriented similarly to those in the first cluster, but the hydroxamic acid is coordinated to zinc only 

though the carboxylic oxygen. The structures in the fourth cluster show coordination of the 

sulphonate oxygen (SO) atoms to zinc. In all cases the p-methoxy-phenyl group sits in the S1’ 

hydrophobic pocket. The position of the i-butyl group changes in the four adducts. In the first and 

second clusters it prevents the formation of hydrogen bonding between the hydroxamic HN and 

alanine 182 oxygen, whereas the latter hydrogen bond is present in the third cluster. 

NOE restraints were obtained in the following way. In the 15N NOESY-HSQC spectrum, a 

cross peak at chemical shift of 11.7 ppm is present in the N leucine181 plane (Fig. 4). Such a shift is 

too high to be assigned to a protein signal, as no tryptophan residue is close to the active site. 

Therefore, it was assigned to the unique amide proton of NNGH. Aromatic protons of NNGH are 

close to N of residues glycine 221, histidine 222, alanine 216 and arginine 214 according to the 

structures calculated by Autodock. We have searched in the spectrum all the long range NOEs 

between aromatic protons and amide groups of these residues. New peaks in the spectrum of the 

adduct, which cannot be due to intraprotein interactions, actually appear in the aromatic region (Fig. 

4), and were assigned as reported in Table 2. 

 The structural families obtained with Xplor-NIH starting from the first three lowest 

Autodock docking energy structures converged to the same conformation (see Fig. 5). This 

conformation was similar to the conformation of the third Autodock cluster, with the exception that 

the sulfur oxygen H-bonded to alanine 182 was the most external oxygen atom rather than the 

internal one. The lowest total energies were –622, −617, −615 kcal mol-1, respectively. The lowest 

total energy of the structural family obtained with Xplor-NIH starting from the fourth Autodock 

structure was −592 kcal mol-1. This adduct, slightly different from the other three for the fact that 

zinc coordination by hydroxamate was loose, can be excluded due to its larger energy. 
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 No appreciable changes in the protein sidechain positions are observed and thus further 

Autodock/Xplor-NIH cycles were not needed. Therefore, the structural family shown in Fig. 3C 

represents an experimentally validated and unique structural model for the MMP-1-NNGH adduct. 

 

MMP-1-Actinonin 

Actinonin, whose molecular structure is reported in Chart I, is a well known inhibitor of 

aminopeptidases and peptide deformylase.25 It is also a strong inhibitor for some MMPs, with a Ki 

of 300 nM for its adduct with MMP-1.26  

Chemical shift perturbations again allow us to map the region of interest on the protein 

surface. Residues 215, 217, 218, 220, 223 and 227 forming the metal binding site, residues 235, 236 

and 249 on the loop that covers the S1’ pocket, and residues 180 and 182 on the spatially close 

strand (see Figure 1D) define the ligand binding region, and were used for the definition of the 

Autodock grid. Despite the non complete correspondence of the affected residues with those found 

for the NNGH adduct, the resulting grid was quite similar. Four clusters were then calculated 

(docked conformations were again clustered according to a maximal RMSD of 1.0 Å, see Figure 6). 

In all structures the hydroxamate is bound to the catalytic zinc. However, whereas in the first two 

structures the pentyl group is located inside the S1’ hydrophobic pocket and the external propyl 

group is differently oriented, in the third and fourth structures the two groups are interchanged. The 

lowest docking energy for the structures in the four clusters were –19.91, −19.11, −18.82, −18.62 

kcal mol-1, respectively. 

Cross peaks of all protons belonging to the ligand with the HN protein protons expected at 

distances shorter than 5 Å for one or another cluster were looked for in the 15N NOESY-HSQC 

spectrum. Since the NH of tyrosine 240 has two unassigned cross peaks at frequencies typical of 

methyls, they must be related to two methyl groups which are close in the structure of the adduct. 

From the clusters generated by Autodock, they can only be H’ and H’’’.  The following peaks were 

thus assigned: (a) methyl protons H’’’ with tyrosine 240 and with the aligned threonine 241; and (b) 
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H’ with tyrosine 240. Among the clusters generated by Autodock, the third and fourth clusters can 

be readily excluded, because in such structures the above cross peaks could not be observed. 

Therefore, by looking at the other two clusters, we also assigned the following cross peaks, which 

cannot be assigned to other intraresidue protons or to sidechain protons of close residues: (c) 

alanine 184 with H1, and tyrosine 240 with H6, as such protons are the closest to the coupled HN 

protons; (d) leucine 181 and tyrosine 240 with H’, as they are aligned and close to one another.  

Xplor-NIH calculations were thus performed to refine the selected Autodock structures. 

Actually, we performed the calculations not only starting from the first two structures, but also 

starting from the structures excluded according to the observation of the 15N NOESY-HSQC 

spectrum. The first and second family of structures calculated with Xplor-NIH are very similar to 

the corresponding Autodock structures; the third Xplor-NIH structural family shows significant 

rearrangements in the position of the ligand branches, but the pentyl group remains located outside 

the hydrophobic pocket; in the fourth Xplor-NIH structural family the pentyl group lies in the 

hydrophobic pocket, thus resulting similar to the first and second families. Xplor-NIH energies for 

the four families are –870, −862, −811 and −840 kcal mol-1, respectively. This indicates that the 

third structure, quite different from the other three, is not acceptable. The calculations show that the 

method is indeed robust. In fact, the first two Autodock structures that were selected from the 

observation of the NMR spectra actually have the lowest energy, whereas the third has a sizably 

larger energy even after Xplor-NIH refinement. Interestingly, the fourth Autodock structure, 

initially completely different from the first two, was brought by Xplor-NIH calculations to converge 

with the first two.  

A second Autodock and Xplor-NIH cycle was performed starting from the lowest energy 

protein structure. The calculated Xplor-NIH structures, in fact, showed slightly different positions 

of protein sidechains, in particular of residues leucine 181, proline 238 and tyrosine 240. Such new 

protein conformation was provided to Autodock for a new docking calculation. The best four 

Autodock clusters (docking energy –20.61, −19.07, −18.99, −18.88 kcal mol-1) were then provided 
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to Xplor-NIH. The first, third and fourth clusters display both the hydroxamate and the pentyl group 

in similar positions; the second one is completely different (the hydroxamate does not bind the zinc 

ion). All lowest energy Xplor-NIH structures (see Fig. 3D), with the exception of those calculated 

starting from the second Autodock structures, converged to the third Autodock conformation, and 

are equivalent to the lowest energy Xplor-NIH family calculated in the first cycle. The total 

energies for these structures are –881, −880 and –870 kcal mol-1. The Xplor-NIH structure 

calculated starting from the second Autodock structure has a total energy of –810 kcal mol-1, and 

can thus be excluded. Therefore, the structure family of Fig. 3D is a unique structural model for the 

MMP-1-Actinonin adduct. 

 

MMP-1-Galardin 

Galardin (see Chart I) is a broad spectrum peptidomimetic inhibitor of MMPs16 with an IC50 

of 1.5 nM for MMP-1.27 Chemical shift perturbation involved residues 215, 216, 218, 220, 223 and 

227-228 at the metal binding site, 236-237, 240 and 243 at the large loop covering the S1’ cavity, 

and 179 and 183 at the strand facing the S1’ cavity and the metal binding site (Figure 1E). These 

residues were used to define the Autodock grid, which again was found very similar to the previous 

ones. The four lowest docking energy clusters calculated by Autodock (–19.79, −19.51, −18.59, 

−17.48 kcal mol-1, respectively) showed the following features (see Figure 7). In the first, second 

and third cluster the i-butyl group enters the S1’ pocket, whereas in the fourth cluster it is outside. 

The structures in the first and second clusters are very similar, as they differ only for the orientation 

of the indole group, positioned outside the S1’ pocket. The structures in the third and fourth cluster 

are quite different from those in the first and second cluster, including the position of the indole 

group, which in any case remains outside the S1’ pocket.  

In the 15N NOESY-HSQC spectrum, two cross peaks are present in the N phenylalanine 242 

and tyrosine 240 planes. Such peaks are at chemical shifts typical of methyl groups and cannot be 

assigned to any intraresidue proton or proton of close residues. Since in Galardin there are three 
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methyl groups, two of them being close in the structure, the latter (H’ and H’’) were assigned to 

these peaks.  Another cross peak is present, which cannot be assigned to protein protons, in the 

plane of tyrosine 240. This cross peak falls into the aliphatic region, and therefore it could be 

provided by CH or CH2 protons. Since such proton must be close to H’ and H’’, which have also a 

cross peak with tyrosine 240, it was assigned to H6 or H7. 

Xplor-NIH calculations change only slightly the conformations obtained with Autodock 

relatively to the first three clusters. The structure obtained starting from the fourth Autodock cluster 

is instead modified by the NOE restraints to have the i-butyl group inside the S1’ pocket as in the 

other three clusters. The total energy of the Xplor-NIH structures are –575, −578, −565 and –527 

kcal mol-1, respectively. Only small changes in the side chain positions have been observed, 

regarding in particular residues from 238 to 241. 

The three protein structures with the smallest Xplor-NIH energy were used to repeat 

Autodock calculations. In the first case Autodock produced the two lowest docking energy clusters 

very similar to those obtained in the first run (−18.87 and –18.57 kcal mol-1), whereas the third and 

fourth clusters (with docking energy –18.08 kcal mol-1) have now the indole group inside the S1’ 

pocket. These conformations can be excluded by the observed NOEs. It is remarkable that such 

faulty Autodock behaviour occurs in the second round, i.e. after adjustment of the structure by 

Xplor-NIH minimization. This observation underlines the need for experimental restraints to gain 

confidence in in silico models. In the second case, the three lowest docking energy clusters are 

again very similar to those obtained in the first run (−19.59, −19.56 and –18.14 kcal mol-1), whereas 

in the fourth cluster (with docking energy –17.83 kcal mol-1) the i-butyl group is outside the S1’ 

pocket. In the third case, the lowest docking energy cluster is again similar, with energy −18.42 kcal 

mol-1. The Xplor-NIH calculations performed with the four lowest docking energy structures as 

starting conformations converged to a unique conformation (−586, −584, −576 and −576 kcal mol-

1), except for the indole group which, being outside the S1’ pocket, is free to move (Figure 3E). 
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Again, the family of  Fig. 3E can be confidently taken as a validated structural model for the 

Galardin adduct of MMP-1. 

 

MMP-1-SIMP-1 

 SIMP-1 is a polypeptide derivative able to inhibit collagenases.16 Its molecular structure is 

reported in Chart I. We measured an IC50 value  for the adduct of 46 nM. In the MMP-1-SIMP-1 

adduct, affected resonances include residues 215, 217-218, 220, 222-223 and 227-228 on the alpha 

helix of the zinc binding site, residues 235-237, 239-240 and 242 forming the S1’ cavity, and 

residues 179-180 and 184 on the strand facing both the catalytic metal and the S1’ pocket (Figure 

1F). The four clusters with smallest docking energy calculated by Autodock (see Figure 8) have 

docking energy of –16.15, −15.92, −15.76 and –15.72 kcal mol-1. In the first and second clusters the 

sulfur atom coordinates the catalytic zinc; in the first cluster the S1’ pocket interacts with the ligand 

benzyl group, in the second with the i-butyl group. In the third cluster the sulfur atom is hydrogen 

bonded to the oxygen of glycine 179, on the other site of the catalytic pocket with respect to the 

zinc ion, and the ligand benzyl group sits in the S1’ pocket. In the fourth cluster, the ligand is 

oriented similarly as in the first cluster, but the ligand sulfur atom is loosely coordinated to the zinc 

ion, and hydrogen bonded to glutamate 219.  

In the 15N NOESY-HSQC spectrum, in the N plane of residue leucine 181, there are two 

signals in the aromatic region which cannot be assigned to protein side chains. Therefore, they must 

be assigned to protons of the aromatic ring of the SIMP-1. Two cross peaks, one of low and one of 

high intensity, are present in the N plane of tyrosine 240 at frequencies typical of methyl groups, 

which cannot be assigned to intraresidue or sequential contacts. In one of the clusters calculated by 

Autodock, N of tyrosine 240 is close to two of the three methyls of SIMP-1, H’ being closest than 

H’’, and thus the cross peaks were correspondingly assigned (see Table 2). A further distance 

restraint is determined from another cross peak in the N plane of threonine 241, aligned with the 

signal assigned to H’’.  
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 Xplor-NIH calculations select the second Autodock cluster as the correct one. In fact it 

remains almost unchanged after refinement, with total energy –709 kcal mol-1. Calculations 

performed starting from the other clusters provide structures very different from the starting ligand 

conformation, and with the ligand not coordinated to the zinc ion. Their total energies are larger 

than –634 kcal mol-1 and such structures are thus excluded. 

 Slight changes in the protein side chain positions are observed, in particular on residues 180, 

214 and 219. A second Autodock calculation was thus performed. The first three clusters (with 

docking energy of –16.15, −16.12 and −15.88 kcal mol-1, respectively) show a ligand pose similar 

to that calculated in the first and fourth clusters of the first Autodock run. The fourth cluster, with 

docking energy –15.77 kcal mol-1, is instead similar to the pose already identified as correct. Xplor-

NIH calculations again confirmed such structure as the correct one, with total energy –708 kcal mol-

1. The corresponding family is shown in Fig. 3F. This family represents the validated structural 

model of the MMP-1-SIMP-1 adduct. 

 

Backbone mobility 

 In order to test the protocol for possible protein backbone rearrangements upon 

complexation, Xplor-NIH calculations were also performed with allowing the protein backbone to 

move in the protein region affected by chemical shift perturbation. In all cases we found no 

appreciable differences in the results. In fact, for all adducts the lowest energy structures 

corresponded to those identified as correct in the calculations performed with rigid backbones.  

 

Discussion 

A protocol has been developed to merge the “pure” docking capability of Autodock (or 

other docking programs) with the exploitation of available experimental restraints. For the relatively 

strong ligands (Kdiss ~ µM or less) elected here, the protocol has been shown to be efficient, robust 

and reliable. As shown in Scheme I, the protein binding site is identified from chemical shift 
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perturbation in the HSQC spectrum of the protein upon complexation. The observation of shift 

perturbations on passing from the assigned spectrum of the free protein to the spectrum of the 

adduct permits the definition of the protein grid to be used in Autodock calculations. Autodock 

usually provides several clusters of structures for the adduct, which often have similar docking 

energy. These structures are used to calculate maps of NOEs, to be compared with NOEs actually 

observed in the 15N NOESY-HSQC spectrum of the adduct. A few ligand-protein NOEs can always 

be assigned, and the latter can be used as restraints in Xplor-NIH calculations for selection, 

validation and refinement of the Autodock structures. One-two cycles at most may be needed in 

case Xplor-NIH calculations modify some protein side chain positions with respect to the structure 

provided to Autodock. All these steps could be performed semi-automatically, if required. 

The protocol relies on the following information to be available: the protein structure; the 

assigned HSQC spectrum of the free protein; the 15N NOESY-HSQC spectrum of the free protein; 

the HSQC and 15N NOESY-HSQC spectra of the protein-ligand adduct; and the 1D 1H spectrum of 

the ligand. The protocol has been developed in order to avoid preparation of doubly-labelled 

samples and assignment of protein side chains, thus resulting in a much faster throughput. 

We have shown that such approach is actually efficient in finding the protein-ligand 

structure for four adducts of MMP-1 with different ligands. The peculiarity which makes this 

approach successful in the cases here examined is the combination of a docking program, able to 

quickly and efficiently sample the possible binding poses, with a molecular dynamics program, 

which selects the proposed poses using few non ambiguous experimental data. In this way the 

efficiency of the former program is coupled to the complexity of the latter, which also allows for 

protein side chain movements. The program has been deliberately tested using only non ambiguous 

NOEs obtainable from the assignment of HN, but it is obviously open to the use of additional or 

different restraints. We decided to use the chemical shift perturbations only for the determination of 

the grid to be used for the docking program calculations, without including them as restraints in the 

molecular dynamics program due to their ambiguous nature, although ambiguous restrains could be 
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in principle used, either as such, as recently proposed,13 or through calculation of j-surfaces.10 The 

use of chemical shift perturbations for the determination of the grid is much less stringent than their 

use as constraints, as a few “second sphere” shifts erroneously mistaken for first sphere shifts may 

drive the ligand in wrong positions, while the resulting grids are expected to be only somewhat 

broadened. As a matter of fact, differences in perturbed residues from one ligand to another do not 

result in grossly different grids, and the latter, in all cases, encompassed the whole catalytic site.  

Several predicting programs for protein-ligand adducts have been proposed in the literature. 

Inclusion of biochemical and biophysical data in docking protocols, called guided docking,28,29 is a 

common approach to reduce the conformational variety of the proposed solutions. Some other 

programs7-9,30-35 work totally in silico, without experimental information on the investigated adduct, 

and perform docking calculations with an improved level of sophistication. They can be successful, 

but the level of confidence for the proposed adduct is difficult to establish. Furthermore, a strong 

bias towards known solutions or preconceived requirements is introduced if the docking is 

restrained according to chemical information derived from databases of protein-ligand complexes. 

Other programs36-39 use the experimental NMR information more systematically, thus being similar 

to structural determination programs and therefore more time consuming. NMR-derived restraints 

were also used in docking programs to identify the location of the ligand binding10 and to restrict 

the conformational space for molecular modeling routines.11 NMR experiments on selectively 

labeled proteins were also used to obtain structural information on protein-ligand complexes.12 This 

approach, although more expensive than the one here proposed, is probably the only viable in case 

of large proteins. To our knowledge this is the first time that an approach is proposed where few 

experimental data are used to select and refine poses proposed by fast docking programs. 

Autodock has been selected among the docking programs because in the case of MMPs it 

was demonstrated to be a robust program with good docking accuracy and reliability, including the 

correct geometry of the zinc binding groups.21,40 It employs a genetic algorithm searching function, 

able to efficiently sample large search spaces. Different docking programs could however be used if 
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considered more reliable in other cases. In the same way, other molecular dynamic programs could 

be used instead of Xplor-NIH. We used Xplor-NIH as an NMR-oriented wide spread general 

program for structural calculations using simulated annealing. Ligand growing procedures30 may 

also be implemented in Xplor-NIH, resulting probably useful especially in case of large ligands. 

Although the presence of the metal ion in MMPs tends to restrict the number of Autodock 

clusters by favoring poses where the hydroxamic moiety is coordinated to the metal, the protocol is 

expected to be useful also in case of proteins not containing catalytic ions. Actually, docking 

programs are developed to work mainly in their absence, and, in case they propose several different 

conformations, the detection of NOEs may result decisive for the selection of the correct one. 

Indeed, as we have seen, Autodock does not always succeed in correctly binding the metal to the 

hydroxamic moiety. Furthermore, in the absence of the metal, further H-bonds or van der Waals 

contacts should occur for strong ligands, which would likely provide additional intermolecular 

NOEs. 

We have shown that it is possible to obtain few intermolecular experimental NOEs through 

fast NMR experiments without the necessity to assign all protein NOESY cross peaks. Only 

unambiguous NOEs between protein and ligand protons have been considered; therefore, cross 

peaks were assigned to ligand protons only if they could not be reasonably assigned to any protein 

side chain proton, taking into account the structural adducts proposed by Autodock. In all cases here 

addressed, experimental restraints have been shown to be necessary and sufficient to extract the 

adduct conformation among the several proposed by Autodock with similar docking energy, and 

thus are used to validate them. Furthermore, the approach proposed can also be useful to refine the 

structure of the ligand-protein adduct, especially because local small modifications in the protein 

structure (of side chains, if sufficient as in the present case, but also in the protein backbone, if 

needed – see below) can be accommodated by cycling between Autodock/Xplor-NIH runs. This 

makes the present approach preferable to the direct introduction of distance restraints in docking 

programs with a fixed protein matrix.  
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The solution structure of the inhibitor-free MMP-1, obtained from a series of 3D triple-

resonance NMR experiments, shows nearly identical both backbone and secondary structures than 

the crystallographic structures.41 Furthermore, the backbones of the solution structures of the 

inhibitor-free MMP-1 and of the MMP-1 complexed with a sulfonamide derivative of the 

hydroxamic acid compound have been shown to be essentially identical,42 although mobility 

measurements indicate that the region near the active site is highly mobile.41,42 It is thus reasonable, 

at least in our case, to assume that the protein backbone remains rigid during complexation in 

solution, and with structure identical to the crystallographic structure. 

Although not necessary for the present calculations, also the protein backbone could be 

allowed to (partially) move in Xplor-NIH calculations (see results). This could be important if 

modest backbone rearrangements are expected upon ligand binding, as could be indicated by 

chemical shift perturbations spread out over a wider region.  

It is known that effective MMP inhibitors achieve tight binding via extensive van der Waals 

contacts with the hydrophobic interior of S1’ and by strong electrostatic interactions with zinc and 

nearby charged or polar side chains.43 All calculated adducts indeed show ligand coordination to the 

catalytic zinc and the formation of a net of hydrogen bonds between ligand and protein residues. 

This result is not trivial as it may seem, as several of the initially obtained Autodock structures had 

severely distorted – or were even lacking – hydroxamate coordination to the zinc ion. 

The distance between zinc and hydroxamate oxygens is in all calculated structures between 

1.95 and 2.25 Å. The O-Zn-O angle is always between 86 and 93°. The coordination geometry is 

distorted square-pyramidal in MMP-12-NNGH and MMP-1-Actinonin, and distorted trigonal 

bipyramidal, with hydroxamic O2 and N histidine 222 in axial positions, in MMP-1-NNGH and 

Galardin. All hydrogen bonding interactions between MMPs and ligands are reported in Table 3. In 

particular, H-bonds are present in all adducts with NNGH, Actinonin and Galardin between oxygen 

of alanine 182 and the amide proton of the hydroxamic group, as well as between the protonated 

glutamate 219 and the oxygen of the hydroxamic group. H bonds are also present between ligands 
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and HN of Leu 181, as previously seen in the MMP-1-CGS42 and in the MMP-12-NNGH adducts. 

In the MMP-1-SIMP-1 adduct, with a distorted tetrahedral coordination geometry around the zinc 

ion, constituted by the three histidine nitrogen atoms and the sulfur SIMP-1 atom, a net of hydrogen 

bonds is formed, connecting the ligand to the protein atoms (see Table 3). Both the coordination 

geometry and the H-bonding network can be used to assess the reliability of the obtained adducts. 

In all the adducts, the inhibitors establish enough interactions to reach nanomolar affinity. In 

particular, all the ligands bind the metal, place a lipophylic moiety into the S1’ cavity and establish 

two or more hydrogen bonds with atoms of the protein groove. This binding mode is reasonable and 

is indeed adopted by many strong ligands of MMPs. 

Cycling between fast docking programs and Xplor-NIH calculations can be used to assess 

ligand-protein structures also in the presence of restraints different from NOEs. Diamagnetic 

residual dipolar couplings have already been demonstrated to be extremely useful to predict the 

structure of protein-protein adducts.20,44-46 Also pseudocontact shifts have been used for the study of 

protein-protein docking.47 Paramagnetism-based restraints, and in particular paramagnetic 

relaxation rates, pseudocontact shifts and residual dipolar couplings, arising when a paramagnetic 

metal ion is coordinated to the protein, could be employed as restraints in the proposed protocol for 

protein-ligand docking. Xplor-NIH has the advantage that it already contains the tools needed to 

deal with such restraints.48  

 

Conclusions 

A novel protocol to obtain validated structural models of protein-ligand complexes has been 

developed and applied for the determination of the structure of the adducts of the protein MMP-1 

with four different ligands. The method was shown to be reliable, as tested for the known structure 

of the adduct of one of these ligands with MMP-12. It uses NMR derived restraints obtained using 

singly (15N) labelled proteins. The strategy that we propose promises to be generally useful also for 
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the structural determination of different protein-ligand adducts, whenever the structure of the free 

protein is known and the structural changes upon complexation are not expected to be dramatic. 

 

Experimental section 

Sample preparation  

The fragment of human fibroblast collagenase corresponding to proMMP-1 (Pro21-Pro269) and 

bearing an additional methionine at the N-terminal, was expressed in E. coli. The cDNA was cloned 

into the pET21 vector (Novagen) using Nde I and Xho I as restriction enzymes. The E. coli strain 

BL21 Codon Plus cells, transfected with the above vector, were grown in 2 × YT media at 37°C. 

The protein expression was induced during the exponential growth phase with 0.5 mM of IPTG. 

Cells were harvested for 4 h after induction. Uniform 15N-labeled protein was obtained by growing 

the transfected BL21 Codon Plus cells in minimal media at 37°C. The cells were lysed by 

sonication and the inclusion bodies, containing the proMMP-1, were solubilized in 2 M urea; 20 

mM Tris pH 8.0. The protein was purified on the Hitrap Q column (Pharmacia) with a buffer 

containing 2 M urea and 20 mM Tris (pH 8.0). The elution was performed using a linear gradient of 

NaCl up to 0.35 M. The purified protein was then refolded by using a multi-step dialysis against 

solutions containing 50 mM Tris (pH 7.2); 10 mM CaCl2; 0.1 mM ZnCl2; 0.3 M NaCl. The refolded 

protein was exchanged, by dialysis, against a buffer with 10 mM Tris pH 7.2; 5 mM CaCl2; 0.1 mM 

ZnCl2; 0.3 M NaCl. The protein was activated by 1 mM APMA (4-aminophenylmercuric acetate) at 

4°C overnight and dialyzed with a buffer containing 10 mM Tris pH 7.2; 5 mM CaCl2; 0.1 mM 

ZnCl2; 0.3 M NaCl; 0.2 M Acetohydroxamic acid (AHA). The activated protein (Val 101- Pro 269) 

was concentrated using an Amicon stirrer and Centriprep concentrators, fitted with a YM10 

membrane in nitrogen atmosphere at 4°C. Catalytic domain of MMP-1 was purified using size-

exclusion chromatography with the final dialysis buffer and concentrated up to 0.5 mM using an 

Centriprep concentrators in nitrogen atmosphere at 4°C. The final protein sample was dialysed 
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against a solution containing 50 mM sodium acetate, 100 mM NaCl, 5 mM CaCl2, 0.1 mM ZnCl2, 

with 10% of D2O (pH 6.5). 

Inhibited proteins were prepared by titration of the free-MMP-1 with equimolar amounts of 

NNGH, SIMP-1, Galardin and Actinonin. 

NNGH, Galardin and Actinonin were purchased by BIOMOL international, SIMP-1 was 

purchased by Peptide International, Inc. 

 

 In vitro assay 

The compounds were evaluated for their ability to inhibit the hydrolysis of fluorescence-quenched 

peptide substrate Mca-Pro-Leu-Gly-Leu-Dpa-Ala-Arg-NH2 (Biomol, Inc.). The assays were 

performed in 50 mM HEPES buffer, containing 10 mM CaCl2, 0.05% Brij-35, at pH 7, using 1 nM 

of MMP-1 catalytic domain and 1 µM of peptide. The enzyme was incubated at 25 °C with 

increasing concentration of inhibitor and the florescence (excitationmax 328 nm; emissionmax 393 

nm) was measured for 3 minutes after the addition of the substrate using a Varian Eclipse 

fluorimeter. Fitting of rates as a function of inhibitor concentration provided the IC50 values. In our 

experimental conditions with low enzyme concentration and peptide concentration much lower than  

KM (the concentration of the substrate that leads to half maximal velocity of the enzymatic 

hydrolysis reaction), the IC50 values provide a good estimate of the dissociation constant of the 

adduct. The inhibitor N-Isobutyl-N-[4-methoxyphenylsulfonyl]glycyl hydroxamic acid (Biomol, 

Inc.) was used as control. 

 

NMR measurements  

1H-15N HSQC experiments implemented with the sensitivity enhancement scheme49 and 15N-

NOESY-HSQC spectra50 were performed on the free MMP-1 catalytic domain and on each protein-

ligand adduct. 15N-NOESY-HSQC experiments were acquired with a mixing time of 110 ms and 

with data sets comprising 256(1H)×64(15N)×2048(1H) data points. The NMR spectra were recorded 
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on Avance 900  Bruker spectrometer, operating at proton nominal frequencies of 900.13 MHz and 

equipped with a triple resonance cryoprobe. All NMR experiments, recorded at 298 K, were 

processed using the standard Bruker software (XWINNMR), and analyzed through the XEASY 

program.51 

 

Computer programs 

Autodock 3.0.5 was used to predict protein-ligand docking. It uses a Lamarckian genetic 

algorithm as global optimizer combined with energy minimization as a local search method.52 Its 

scoring function is provided by the sum, with empirically determined scaling factors, of a Lennard-

Jones 12-6 dispersion/repulsion term, a directional 12-10 hydrogen bond term, a coulombic 

electrostatic potential, a term related to unfavorable entropy due to restrictions in conformational 

degree of freedom of the ligand, and a desolvation term. The PDB file was processed by Autodock 

Tool Kit. Reliable zinc parameters were provided as in Ref. 21. A box of 70×70×70 points with a 

grid spacing of 0.375 Å was defined as docking space. The ligands were generated and minimized 

using semiempirical calculations (AM1 type GAUSSIAN98),53 and the pdbq files, comprising all 

protons, were provided to Autodock after all the Gasteiger-Marseli charges54 were assigned by 

BABEL. For each run, a maximum number of 28,000 genetic algorithm operations were generated 

on a single population of 50 individuals. For each ligand a total of 100 docking runs were 

performed, and the results were ranked according to the docking energy. Crossover, mutation, and 

elitism weights were set to 0.80, 0.02 and 1, respectively. 

All minimization and dynamics calculations were carried out using the program Xplor-

NIH.55,56 The parameter and topology files for the ligands were generated using Xplo2D,57 the 

improper angles being manually edited and the dihedral angles being set with force constant equal 

to zero. Protein electrostatic and van der Waal energy parameters have been evaluated using 

CHARMM nonbonded parameters.58 
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 Table 1.  MMPs residues subjected to significant chemical shifts perturbations are indicated 

in bold. Chemical shifts for residues in italics are not available. 

 
 

Seq. 163        171  174            186  204     209

MMP12+NNGH a F A R G A H G D D .. F D G K G G I L A H A F G .. T T H S G G 
MMP1+NNGH F V R G D H R D N .. F D G P G G N L A H A F Q .. T N N F R E 
MMP1+Act F V R G D H R D N .. F D G P G G N L A H A F Q .. T N N F R E 
MMP1+SIMP1 F V R G D H R D N .. F D G P G G N L A H A F Q .. T N N F R E 
MMP1+Gal F V R G D H R D N .. F D G P G G N L A H A F Q .. T N N F R E 
 

Seq. 210                    230  235        243 249

MMP12+NNGH a T N L F L T A V H E I G H S L G L G H S S .. V M F P T Y K Y V S 
MMP1+NNGH Y N L H R V A A H E L G H S L G L S H S T .. L M Y P S Y T F S A 
MMP1+Act Y N L H R V A A H E L G H S L G L S H S T .. L M Y P S Y T F S A 
MMP1+SIMP1 Y N L H R V A A H E L G H S L G L S H S T .. L M Y P S Y T F S A 
MMP1+Gal Y N L H R V A A H E L G H S L G L S H S T .. L M Y P S Y T F S A 
 
a Residue numbers refer to the MMP-1 sequence. 
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Table 2. Observed NOEs between MMP-1 amide protons and ligand protons 

 

 

 181 182 184 214 216 221 240 241 242 

NNGH H1   (H10,
H11) 

(H10,
H11) 

H12 
H13 

   

Actinonin H’ (H3, 
H4)  
H6 

H1    H’’’ 
H’ 
H6 

H’’’ 
(H23,
H24) 

 

Galardin       H’ 
H’’ 
(H6, 
H7) 

 H’ 
H’’ 

 

SIMP-1 (H17, 
H18, 
H19, 
H20, 
H21) 

     H’ 
H’’ 

H’’  
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Table 3. Predicted H-bonds between protein and ligand nuclei  

MMP-12-NNGH 181 LEU  HN    NNGH  O4 / O3 

 182 ALA  HN    NNGH  O3  

 219 GLU  HO1   NNGH  O1    

 NNGH  H1  182 ALA  O     

MMP-1-NNGH 182 ALA HN NNGH O4 

 219 GLU  HO1 NNGH  O1 

 NNGH  H1 182 ALA  O 

MMP-1-Actinonin 181 LEU  HN ACT  O3 

 219 GLU  HO1 ACT  O1 

 240 TYR HN ACT O4 

 ACT  H1 182 ALA  O 

 ACT N2 238 PRO O 

MMP-1-Galardin 181 LEU  HN GAL  O3 

 182 ALA HN GAL O3 

 219 GLU  HO1 GAL  O1 

 240 TYR HN GAL O4 

 GAL  H5 238 PRO  O 

 GAL  H1 182 ALA  O 

MMP-1-SIMP-1 181 LEU  HN SIMP1  O1 

 182 ALA  HN SIMP1  O1 

 240 TYR  HN SIMP1  O2 

 SIMP1 H8 238 PRO  O 

 SIMP1  H1 219 GLU  OE1 

 SIMP1 H23 179 GLY  O 

 SIMP1 H26 210 TYR  OH 
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Caption to the figures 

Figure 1. X-ray structure of the MMP-12-NNGH adduct (PDB: 1RMZ) (A); Residues of 

MMP-12 affected by chemical shift perturbation upon complexation with NNGH (B); residues of 

MMP-1 affected by chemical shift perturbation upon complexation with NNGH (C), Actinonin (D), 

Galardin (E) and SIMP-1 (F) (see Table 2). 

Figure 2.  Representative structures of the MMP-12-NNGH adduct for the four lowest 

energy clusters obtained from Autodock (first row), Xplor-NIH (second row), a second Autodock 

run (third row) and further Xplor-NIH calculations (fourth row).  The final validated structures are 

highlighted. 

Figure 3. X-ray structure of the MMP-12-NNGH adduct (A); structures calculated with the 

proposed protocol of the MMP-12-NNGH adduct (B); structures calculated with the proposed 

protocol for the adduct of MMP-1 with NNGH (C), Actinonin (D), Galardin (E), SIMP-1 (F). 

Labels in panels B-F indicate the residue numbers of amino acids exhibiting NOE contacts to the 

ligands. 

Figure 4. Protein-ligand cross peaks observed in the 15N NOESY-HSQC spectrum of the 

MMP-1-NNGH sample.  

Figure 5. Representative structures of the MMP-1-NNGH adduct for the four lowest energy 

clusters obtained from Autodock (first row), and from Xplor-NIH (second row). At this point 

convergence was obtained. The final validated structures are highlighted. 

Figure 6.  Representative structures of the MMP-1-Actinonin adduct for the four lowest 

energy clusters obtained from Autodock (first row), Xplor-NIH calculations (second row), a second 

Autodock run (third row) and further Xplor-NIH calculations (fourth row).  The final validated 

structures are highlighted. 

Figure 7.  Representative structures of the MMP-1-Galardin adduct for the four lowest 

energy clusters obtained from Autodock (first row), Xplor-NIH calculations (second row), a second 

Autodock run (third row) and further Xplor-NIH calculations (fourth row).  The final validated 
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structures are highlighted. The configuration of the indole ring is not defined because of lack of 

experimental restraints and strong energetic preference in Xplor-NIH calculations. 

Figure 8.  Representative structures of the MMP-1-SIMP-1 adduct for the four lowest 

energy clusters obtained from Autodock (first row), Xplor-NIH calculations (second row), a second 

Autodock run (third row) and further Xplor-NIH calculations (fourth row).  The final validated 

structures are highlighted. 
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Figure 1 
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Figure 2 
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Figure 3 
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Figure 4 
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Figure 5 
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Figure 6 
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Figure 7 
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Figure 8 
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Scheme I 
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Graphic abstract 
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4. Conclusions 
 

 

In the frame of the Course of Doctorate in Structural Biology, my research activity was 

focused to the development of theoretical techniques that employ molecular dynamics 

simulations. As a result, several computer protocols have been developed in different 

fields of research in structural biology. They comprise programs (i) to retrieve the model-

free order parameters from molecular dynamics simulations, (ii) to calculate 3-D protein 

structures through the use of paramagnetism-based restraints, and (iii) to obtain the 

conformation of protein-ligand adducts using few NMR data. All programs have been 

tested and applied to different biological systems. 

The analysis of 4.5 ns MD simulation of  Fe2+ and Fe3+ redox forms of cyt b5 in water 

show  that the average orientation of the imidazole ring of histidines coordinated to the 

iron ion is parallel to the orientation of the B-D meso direction of hem atoms  for both 

orientation state. The dihedral angles of this conformation are consistent with the solution 

NMR structure. Furthermore one propionate of the heme  shows different conformations 

in the two redox forms, in the oxidized form being bent toward the Fe3+ ion because is 

strongly stabilized by hydrogen bond interaction with the backbone amidic H of Ser-64, 

in reduced form it is instead screened by solvate  sodium ion. Analysis of order parameter 

show that in some ordered regions, as for instance in the second α-helix (residue 32-43), 

the N-H bond orientations may have different stable conformations. The transitions 

between these conformations decrease the value of the order parameter calculated using 

the whole MD trajectory. To take in account this configuration transiction the system was 

studied using the block averaging-method(1). As a result the agreement with the 

experimental data is improved (especially in the oxidized form).The program is available 

for future analysis of different systems.  

Paramagnetism-based restraints were included in the Xplor-NIH package for protein 

solution  structure. Xplor-NIH was found to be an efficient tool for exploiting structural 

information contained in NMR parameters. Paramagnetism-based restraints are 

paramagnetic relaxation enhancements, pseudocontact shifts, residual dipolar couplings 
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due to magnetic susceptibility anisotropy, and cross correlation between Curie relaxation 

and nuclear-nuclear dipolar relaxation. A protocol was developed for their optimal use, as 

obtained from extensive tests performed on different proteins, and made available 

through publication on the web. Although such restraints could be already be used in 

PARAMAGNETIC DYANA(2), their introduction in Xplor-NIH was judged to be 

important to encourage the large number of researchers which use this program to include 

this type of restraints in their structure calculations.  

Finally, I developed a novel protocol for obtaining and validating models of protein-

ligand complexes. Two different programs were used in order to take advantage of the 

respective strengths, and merged into a single protocol. Two proteins belonging to the 

family of the Matrix Metalloproteinases  were used to test and validate the protocol. The 

quality of the final results depended on the type and number of experimental NOEs but, 

in all cases, a well defined ligand conformation in the protein binding site was obtained. 

The strategy proposed ended up begin generally useful for the determination of protein-

ligand structure, whenever the structure of the free protein is known and the structural 

changes upon complexation are minor. This protocol can be useful in a high-throughput 

approach for structure calculation of protein-ligand adducts.  

The physical methods presented in this research aim to elucidate the determination of 

biomolecular structure, dynamics and binding. Biomolecules interact to form complexes 

and their dynamics are important for function because they aid interaction and enable 

access to binding sites. All experimental and computational physical methods presented 

here measure or provide insights into protein and protein-ligand conformations.  

The molecular dynamics simulations have benefited from advances in computer 

processing power and memory capacities and from novel physical formulations, which 

permits more realistic simulations. The results available from this work make clear that 

the computational methods applied to structural biology will play an ever more important 

role for our understanding of biology in the future. 
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