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Introduction

The characterization of Z/γ∗ + jets production at the Large Hadron Collider
(LHC), with the vector boson decaying leptonically, is one of the goals of early
physics analyses of the Compact Muon Solenoid (CMS) experiment.

In the context of the Standard Model, the study of the production of electroweak
bosons plus jets allows for tests of pQCD. The production cross section scales with
the strong coupling constant for each additional jet. While current theoretical
predictions at LO and at NLO are in good agreement with data, in order to establish
guidance for higher order pQCD, comparison with data for a larger number of jets
is needed. The study of the Z/γ∗+jets process is also crucial for the understanding
of the Higgs boson production background in the mass range 130 GeV − 500 GeV ,
where the H → ZZ∗ → 4` is the most important channel for the Higgs boson
detection. Also, Z/W + jets events represent a background for many new physics
searches, such as Super-Symmetry or the inclusive hadronic searches of Dark Matter,
based on jets and missing energy. Finally these events are very useful for the
calibration of the CMS calorimeters response, using the balancing of the jets and
the recoiling Z boson.

The present work is focused on Z bosons decaying in the electronic channel. In
particular, the pp collision data at

√
s = 7 TeV collected at CMS during all the

2010 are analyzed, for a total integrated luminosity of L = (36.2 ± 1.4) pb−1.
After a brief description of the Standard Model, with particular attention to

the electroweak and QCD sectors, the CMS detector is presented together with the
reconstruction algorithms that give us access to higher level objects built from the
raw energy deposits recorded by the various subdetectors. The cuts adopted for
selecting Z → e+e− + jets events are then described, and the kinematic variables
of the reconstructed objects are compared with the Monte Carlo predictions for the
selected events. Two different pT cuts are taken into account for jets in the selected
events: pjetT > 15 GeV and pjetT > 30 GeV .

Particular attention has been devoted to the efficiency measurement, performed
by using a data driven method called the “Tag & Probe” method. A data driven
measurement of the selection efficiency is indeed preferable, in order to avoid large
systematic errors due to imperfections in the Monte Carlo simulations.

Finally the inclusive jet rate measurements obtained both for pjetT > 15 GeV
and pjetT > 30 GeV are shown and the cross section σ (Z+ ≥ n jets) is evaluated
for both cases. The results are compared with Monte Carlo predictions (consid-
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ering MADGRAPH and PYTHIA generators with different tunes) and the systematic
uncertainties that affect the measurement are discussed in detail.

Unless otherwise stated natural units ~ = c = 1 are used throughout this work.



Chapter 1

Electroweak physics and QCD at
LHC

In this chapter the Standard Model of electroweak and strong interaction is
briefly described. The Standard Model [1] is a quantum field theory based on
a SU(3)c ⊗ SU(2)L ⊗ U(1)Y local gauge symmetry. As shown in the following
the above symmetry can be satisfied only if the fermion fields are massless: this
fact contrasts with the experimental observation of massive fermions. A mechanism
known as spontaneous symmetry breaking is used in the Standard Model to provide
elementary particles with mass, without violating the local gauge symmetry. This
mechanism requires the existence of a new field still unobserved, named Higgs field.

It will be shown how the request for a local gauge symmetry together with the
spontaneous symmetry breaking of the SU(2)L⊗U(1)Y symmetry leads to the pre-
diction of the existence of the weak gauge bosons Z and W± and how them and
the fermion fields acquire mass through the interaction with the Higgs field. The
unbroken U(1)em symmetry will be demonstrate to be responsible for the electro-
magnetic interaction mediated by the photon γ. Finally the strong interaction will
be included in this picture, through the request of a local SU(3)c gauge symmetry,
that is mediated by eight colored gluons.

Within this framework the phenomenology of the production of Z and W±

bosons will be put into evidence, since their production rate at LHC is unprece-
dentedly high allowing very precise measurements. In particular the process pp→
Z + jets, which constitutes the subject of this thesis, will be described.

Unless otherwise stated natural units ~ = c = 1 are used throughout this work.

1.1 The Standard Model

The Standard Model (SM) is the theory which provides the best description of
the particle interaction phenomenology at the energies explored so far. The SM is
built with six spin-1

2
particles called leptons and six spin-1

2
particles called quarks.

They all constitute the matter fields and can interact through three fundamental
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forces, the electromagnetic force, the weak force and the strong force. The Gravi-
tational force is not described by the SM, since it is not extensible to the general
relativity. Leptons and quarks are classified in three generations:

(
νe
e

) (
νµ
µ

) (
ντ
τ

)
, (1.1)

(
u

d

) (
s

c

) (
t

b

)
. (1.2)

There is no evidence for a fourth generation so far.

• Lepton doublets (Eq. (1.1)) are composed by a charged particle, electron e,
muon µ and tauon τ , with electric charge Q = −1, and by a neutral particle,
the electronic neutrino νe, the muonic neutrino νµ and the tauonic neutrino
ντ . The first group of particles can interact via electromagnetic and weak
forces, while the neutrinos only via the weak force.

• Quark doublets (Eq. (1.2)) are composed instead by a particle with electric
charge Q = +2

3
, up (u), charm (c) and top (t), and by a particle of electric

charge Q = −1
3
, down (d), strange (s) and bottom (b). The quarks can

interact via electromagnetic, weak and strong forces.

For each particle a corresponding antiparticle exists, with the same mass but
opposite quantum numbers. Ordinary matter consists of leptons and hadrons. The
latters are particles composed by quarks and are classified in two categories: mesons,
which are bound states of a quark and an antiquark, and baryons, which are bound
states of three quarks. In the SM the three fundamental interactions are mediated
by spin-1 bosons:

Strong : mediated by eight gluons g;

Weak : mediated by W+, W− and Z;

Electromagnetic : mediated by the photon γ.

Weak and electromagnetic forces are actually two manifestations of the same
fundamental interaction, called electroweak interaction. The theory of electroweak
interaction has been formulated by S.L. Glashow [2], A. Salam [3] and S. Weinberg
[4] as an SU(2) ⊗ U(1) local gauge theory, and will be briefly described in the
following section.
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1.2 Weak isospin and hypercharge

In 1957 the Madame Wu [5] and Garwin-Lederman-Weinrich [6] experiments
confirmed the parity violation for weak charged current interactions. Weak charged
current interactions were proven experimentally to prefer final states with left
handed particles or right handed antiparticles [7]. The absence of the “mirror
image” states, i.e. right handed particles and left handed antiparticles, is a clear
violation of parity invariance.

According to the Fermi’s four fermion theory [8] of weak charged interactions,
the invariant amplitude for weak interaction is given by the product of two conserved
charged currents. For example, considering the νee

− → e−νe scattering process, the
two conserved currents are:

Jµ ≡ J+
µ = ūνγµue and J†µ ≡ J−µ = ūeγµuν , (1.3)

where uν and ue are respectively the neutrino and electron Dirac spinors and the +
and − superscripts are to indicate the charge-raising and charge-lowering character
of the currents, respectively. The weak interaction amplitude is therefore given by:

M =
4G√

2
(Jµ)+(Jµ)− .

Charge conservation requires that M is the product of a charge-raising and a charge-
lowering current. The parity violation of the weak interaction shown in the experi-
ments can be take into account by rewriting the charged currents in the following
form:

J+
µ = ūνγµ

1

2
(1− γ5)ue , (1.4)

J−µ = ūeγµ
1

2
(1− γ5)uν . (1.5)

The term 1
2
(1 − γ5) = PL is a projector that projects out just particles with left

handed helicity and antiparticles with right handed helicity. If indeed the Dirac
equation for massless fermions is decoupled introducing two-component spinors
φ1(p) and φ2(p), the first describing left handed particles and right handed an-
tiparticles, the second one describing instead right handed particles and left handed
antiparticles [1]. The effect of the PL projector on the neutrino spinor is shown in
the following equation:

1

2
(1− γ5)uν =

(
I 0
0 0

)(
φ1

φ2

)
=

(
φ1

0

)
= (uν)L . (1.6)

The PL projector therefore projects out just νL and ν̄R, where the subscripts L and
R denote left handed and right handed spinors respectively. The (uν)L term is the
projected Dirac spinor, which represents both νL and ν̄R. The currents shown in
Eq. (1.4) and (1.5) are said to have a V-A form, where V-A is an acronym of Vector
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minus Axial. In fact these currents present a mixture of a vector term (γµ) and an
axial-vector term (γ5γµ). This mixture automatically violates parity conservation,
as shown above.

In the high energy limit it is possible to apply the same procedure to the massive
fermions, obtaining from Eq. (1.4) and (1.5):

J+
µ = (ūν)Lγµ(ue)L , J−µ = (ūe)Lγµ(uν)L .

Hereafter the Dirac spinors are denoted by using the particle names, e.g. ūν ≡
ν̄, ue ≡ e, etc. With this notation the weak charge currents become

J+
µ = ν̄LγµeL , J−µ = ēLγµνL . (1.7)

The two charged currents can be rewritten in an useful two-dimensional form.
To this purpose the doublet

χL =

(
ν

e−

)

L

(1.8)

is introduced. Also the “step-up” and “step-down” operators τ± = 1
2
(τ1 ± iτ2) are

introduced, where τi with i = 1, 2, 3 are the Pauli spin matrices. The charged
currents then become:

J+
µ = χ̄Lγµτ+χL , (1.9)

J−µ = χ̄Lγµτ−χL . (1.10)

In order to complete the SU(2) invariance of the theory a third conserved current
should exist with the form

J3
µ = χ̄Lγµτ3χL = ν̄LγµνL − ēLγµeL . (1.11)

An “isospin” triplet of weak currents is therefore constructed, J±µ and J3
µ. However,

the J3
µ current cannot be identified with the neutral current, since J3

µ involves only
left handed fermions, while the observed weak neutral current Jncµ has both left
handed and right handed components [1]. Also the electromagnetic current involves
both left and right handed components, and it does not couple with the chargeless
neutrino, thus it is not easily connected to J3

µ.
In order to save the SU(2)L symmetry (where the L subscript is to remind that

the weak isospin current couples only left handed fermions) the electromagnetic cur-
rent Jemµ must be included in this picture. Since neither Jncµ or Jemµ respects SU(2)L
symmetry, the idea is to form two orthogonal combinations which do have definite
transformation properties under SU(2)L: one combination, J3

µ, is to complete the
weak isospin triplet, while the second, JYµ , is unchanged by SU(2)L transformations,
i.e. it is a weak isospin singlet. The weak hypercharge current is called JYµ and is
given by

JYµ = ψ̄γµY ψ . (1.12)
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Lepton T T3 Q Y

ν`,L
1
2

1
2

0 −1

e−L
1
2
−1

2
−1 −1

e−R 0 0 −1 −2

(a)

Quark T T3 Q Y

uL
1
2

1
2

2
3

1
3

dL
1
2
−1

2
−1

3
1
3

uR 0 0 2
3

4
3

dR 0 0 −1
3
−2

3

(b)

Table 1.1: Quantum numbers of lepton (a) (`=e, µ, τ) and quark (b)
([u, d]=[u, d], [c, s], [t, b]) helicity states: electric chargeQem in unit of e, weak isospin
T with third axis projection T3 and weak hypercharge Y are shown.

The weak hypercharge Y is defined by

Q = T 3 +
Y

2
, (1.13)

where Q is the electric charge, while T 3 =
∫
J3

0 (x)d3x is the charge associated to J3
µ

and it is called the “weak isospin” quantum number. The electromagnetic current
is expressed as a linear combination of J3

µ and JYµ :

Jemµ = J3
µ +

1

2
JYµ . (1.14)

Just as Q generates the group U(1)em, so the hypercharge operator Y generates a
symmetry group U(1)Y . The electromagnetic interaction is therefore incorporated
by enlarging the symmetry group to SU(2)L⊗U(1)Y . Eq. (1.14) represents the elec-
troweak unification, that is the unification of weak and electromagnetic interaction.
In Sec. 1.3 it will be shown how the weak neutral current can be expressed as an
analogous linear combination. The charge, hypercharge and weak isospin quantum
numbers of electrons and quarks are summarized in Table 1.1.

1.3 Electroweak interaction

To complete the electroweak unification the current-current interaction scheme
used so far must be modified, assuming that the current-current structure is an
effective interaction which results from the exchange of massive vector bosons with
only a small momentum transfer. The QED basic interaction is given by

− ie(Jem)µAµ , (1.15)
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where the Aµ gauge fields represent the photon exchange. Just as the electromag-
netic current is coupled to the photon, it can be assumed that the electroweak
currents are coupled to vector bosons.

The SM consists of an isotriplet of vector fields W i
µ coupled with strength g to

the weak isospin currents J iµ = χ̄Lγµ
1
2
τiχL, together with a single vector field Bµ

coupled to the weak hypercharge current JYµ with strength conventionally taken to
be g′/2. The basic electroweak interaction is therefore:

− ig(J i)µW i
µ − i

g′

2
(JY )µBµ . (1.16)

After the change of variables

W± =

√
1

2
(W 1

µ ∓W 2
µ) , (1.17)

the representation with the charge-raising and charge-lowering currents is retrieved:

−i g√
2

(J+)µW+
µ − i

g√
2

(J−)µW−
µ

−ig(J3)µW 3
µ − i

g′

2
(JY )µBµ . (1.18)

The fields W±
µ describe massive charged bosons, whereas W 3

µ and Bµ are neutral
fields. The first row of Eq. (1.18) describes therefore the charged current sector,
while the second row describes the neutral current sector.

The electromagnetic interaction is embedded in Eq. (1.18). Indeed, when the
boson masses are generated by symmetry breaking (see Sec. 1.4), the two neutral
fields W 3

µ and Bµ must mix in such a way that the physical states, i.e. the mass
eigenstates, are [1]:

Aµ = Bµ cos θW +W 3
µ sin θW (massless) , (1.19)

Zµ = −Bµ sin θW +W 3
µ cos θW (massive) , (1.20)

where θW is called the Weinberg angle. After this change of variables, the neutral
sector may be therefore rewritten as follows:

− igJ3
µ(W 3)µ − ig

′

2
JYµ B

µ

= −i
(
g sin θWJ

3
µ + g′ cos θW

JYµ
2

)
Aµ

− i
(
g cos θWJ

3
µ − g′ sin θW

JYµ
2

)
Zµ . (1.21)
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The first term is the electromagnetic interaction, and so, considering the Eq. (1.14),
the expression in the brackets must be

eJemµ ≡ e(J3
µ +

1

2
JYµ ) . (1.22)

Therefore we have
g sin θW = g′ cos θW = e , (1.23)

that is the Weinberg angle is given by the ratio of the two independent group
constants, tan θW = g′/g. Using Eq. (1.23) the weak neutral current interaction of
Eq. (1.21) may be expressed in the form

− i g

cos θW
(J3
µ − sin2 θWJ

em
µ )Zµ ≡ −i g

cos θW
Jncµ Z

µ , (1.24)

where the definition of the weak neutral conserved current Jncµ has been introduced
as

Jncµ = J3
µ − sin2 θWJ

em
µ . (1.25)

The right handed component of Jncµ (the original problem) has been arranged to
cancel with that in sin2 θWJ

em
µ in order to leave a pure left handed J3

µ of SU(2)L,
where sin2 θW must be determined by experiment.

In conclusion, electromagnetic and weak neutral currents can be expressed as
linear combination of J3

µ and JYµ . Electromagnetism and weak neutral current are
therefore tightly bound and live in between the SU(2)L and the U(1)Y symmetries
of the lagrangian.

1.3.1 Electroweak lagrangian

The lagrangian density which expresses the unified SU(2)L⊗U(1)Y electroweak
theory may be expressed by a part containing the interaction terms shown in the
previous sections and in another part containing kinematic terms. The first one can
be also obtained by introducing the covariant derivatives in place of the ordinary
derivatives in the massless fermion lagrangian1 L =

∑
f ψ̄iγ

µ∂µψ (where the sum
is extended over all the fermions f). Covariant derivatives which preserve the
local SU(2)L ⊗ U(1)Y gauge invariance have the following form, making use of the
previously introduced gauge fields:

Dµ = ∂µ + ig ~Wµ ·
~τ

2
− ig

′

2
Y Bµ . (1.26)

After the replacement of the ordinary derivatives with the covariant ones, the la-
grangian density becomes:

L =
∑

f

ψ̄iγµDµψ =
∑

f

ψ̄iγµ∂µψ + Lint , (1.27)

1The mass terms will be reintroduced in the following section in a gauge invariant way through
the Higgs mechanism.
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where the interaction term grouped the electromagnetic, charged weak current and
neutral weak current terms described in the previous section

Lint = Lem + Lcc + Lnc . (1.28)

Making use of Eq. (1.15), (1.18) and (1.24) the three interaction terms can be
expressed as

Lem = −ie(Jem)µAµ , (1.29)

Lcc = −i g√
2

(
(J+)µW+

µ + (J−)µW−
µ

)
, (1.30)

Lnc = −i g

cos θW

(
(J3)µ − sin2 θW (Jem)µ

)
Zµ = −i g

cos θW
(Jnc)µZµ . (1.31)

To complete the dynamics the second part of the lagrangian must be introduced,
i.e. the kinematic terms of the gauge fields ~Wµ and Bµ. The tensor associated to

the gauge field ~Wµ is

Eα
µν = ∂µW

α
ν − ∂νWα

µ − gεαβγW β
µW

γ
ν , (1.32)

and the corresponding lagrangian density is given by

LW = −1

4
~Eµν · ~Eµν . (1.33)

The kinematic terms for the gauge field Bµ is instead given by

LB = −1

4
FµνF

µν , Fµν = ∂µBν − ∂νBµ . (1.34)

The electroweak lagrangian density, invariant under local gauge transformations of
the group SU(2)L ⊗ U(1)Y , can be therefore expressed as

LEWK =
∑

f

ψ̄iγµDµψ −
1

4
FµνF

µν − 1

4
~Eµν · ~Eµν , (1.35)

where the sum is extended over all the fermions f .

1.4 Higgs mechanism

Lagrangian density described in Eq. (1.35) do not contain mass terms for the
fermions. This is in striking contrast with what is observed experimentally. A mass
term in such lagrangian densities indeed would break the SU(2)L ⊗ U(1)Y gauge
symmetry, leading to an unrenormalizable theory which would lose all predictive
power [1].

This problem can be overcome introducing new fields, known as Higgs fields,
organized in doublets, whose potential is invariant under SU(2)L ⊗ U(1)Y local
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gauge transformations. The Higgs field lagrangian, in its global gauge invariant
form, is written as

LHiggs = (∂µφ
†)(∂µφ)− µ2φ†φ− λ(φ†φ)2, (1.36)

where φ is a spin-1
2

spinor, µ is a complex parameter and λ is a real positive
parameter. The corresponding hamiltonian density H is

H = (∂µφ
†)(∂µφ) + V , (1.37)

where the potential V reads

V = µ2φ†φ+ λ(φ†φ)2. (1.38)

The fundamental state of the system is obtained through the minimization of the
potential V . If µ2 > 0 the fundamental state is φ = 0 and it preserves all the
symmetries of the lagrangian. If µ2 < 0, the derivative of the potential with respect
to φ†φ leads to the following minimum condition:

µ2 + 2λφ†φ = 0 . (1.39)

Eq. (1.39) can be satisfied in infinite different ways because a global SU(2)L⊗U(1)Y
transformation leaves the φ†φ product unaffected.

The lagrangian of Eq. (1.36) is not invariant under local SU(2)L⊗U(1)Y trans-
formations because the derivatives do not linearly transform under a transformation
depending on xµ. In order to achieve the local SU(2)L⊗U(1)Y gauge invariance the
ordinary derivatives must be replaced with the covariant ones of Eq. (1.26), which
transform linearly under an SU(2)L ⊗ U(1)Y transformation.

The Higgs lagrangian, now SU(2)L⊗U(1)Y locally invariant by construction, is
therefore:

LHiggs = (Dµφ)†(Dµφ)− µ2φ†φ− λ(φ†φ)2 − 1

4
~Eµν · ~Eµν − 1

4
FµνF

µν , (1.40)

where ~Eµν and Fµν are defined in Eq. (1.32) and (1.34).
As in the globally invariant version of the lagrangian, if µ2 < 0 a degenerate

fundamental state is found. By choosing a particular vacuum state the symmetry
is broken. A fundamental state can be chosen with form

φ0 =

(
0

η

)
, η =

√
−µ

2

2λ
. (1.41)

Let’s apply an x dependent perturbation to the vacuum state:

φ =

(
0

η + σ(x)√
2

)
. (1.42)
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Expanding the lagrangian density in Eq. (1.40) around the ground state and after
the change of variables described in Eq. (1.17), (1.19) and (1.20), the following
expression for the lagrangian density is obtained:

LHiggs =
1

2
∂µσ∂

µσ + µ2σ2 +

−1

4
AµνA

µν +

−1

4
(W+†

µνW
µν+ +W−†

µνW
µν−) +

g2η2

4
(W+†

µ W µ+ +W−†
µ W µ−) +

−1

4
ZµνZ

µν +
g2η2

4 cos2 θW
ZµZ

µ +

+interaction terms, (1.43)

The first line in Eq. (1.43) represents the Higgs boson scalar fields, with mass√
−2µ2, the second line represents a massless field identified with the electromag-

netic field, the third line represents W± fields, with mass gη/
√

2 and finally the
fourth line represents the Z field with mass gη/(

√
2 cos θW ). Thanks to the Higgs

mechanism the mass terms for the vector bosons has been therefore obtained with-
out breaking the local SU(2)L ⊗ U(1)Y gauge symmetry.

From Eq. (1.43) the mass of the vector bosons can be expressed as

mW =
gη√

2
, (1.44)

mZ =
gη√

2 cos θW
=

mW

cos θW
. (1.45)

Eq. (1.44) and Eq. (1.45) point out a dependence of the vector bosons masses from
the θW angle and the parameter η, which is related to the GF Fermi constant by
the equation2:

η2 =
1

2
√

2GF

' (174 GeV )2 . (1.46)

It is therefore possible to estimate the W and Z masses starting from α = e2

4π
,

GF and sin2 θW , the latter very precisely measured at LEP collider. Theoretical
predictions show an excellent agreement with the experimental values obtained at
CERN experiments SPS and LEP [9–11] and at Fermilab experiments CDF [12] and
D0 [13], confirming therefore the model validity. In Table 1.2 the current measured
mass values for vector bosons W e Z are shown.

Starting from Eq. (1.43) and (1.41) the mass of the Higgs boson may be expressed
as

mH =
√
−2µ2 = 2η

√
λ . (1.47)

2The relation between η and GF is given by requiring the agreement of the Glashow, Weinberg
and Salam model with the Fermi weak interaction theory.



1.4 Higgs mechanism 13

Mass ( GeV ) Full width ( GeV )

mW 80.399± 0.023 2.085± 0.042
mZ 91.1876± 0.0021 2.4952± 0.0023

Table 1.2: Current measured values of W and Z masses and full widths [14].

The Higgs boson mass depends therefore not only on the η parameter but also on
the Higgs fields self coupling constant λ. The theoretical uncertainties on λ do not
allow a precise prediction of the Higgs boson mass. The current limits are provided
by LEP [15] and Tevatron [16] experiments:

mH > 114 GeV (LEP)

158 GeV < mH < 175 GeV (Tevatron)
(1.48)

at the 95% of confidence level. The Higgs production at LHC follows the processes
shown in Fig. 1.1, where the gluon-gluon fusion constitutes the more relevant con-
tribution. There are also many decay channels, whose width depends on the Higgs
boson mass as shown in Fig. 1.2.

1.4.1 Fermion mass terms

Now it can be demonstrated how mass terms for the fermions can arise through
the interaction with the Higgs field, without breaking the SU(2)L⊗U(1)Y symmetry.
Introducing an interaction term of the fermions with the Higgs field, in the context of
spontaneous symmetry breaking, makes it possible to assign masses to the fermions.

18 La fisica di LHC e di CMS

Un risultato analogo si ottiene per gli altri fermioni.

I limiti attuali sulla massa del bosone di Higgs vengono dalla ricerca effettuata al LEP

e al Tevatron e sono mH > 114 GeV (LEP) e 158 GeV < mH < 175 GeV (Tevatron) al

95% del livello di confidenza [14]. La produzione del bosone di Higgs a LHC avviene

tramite i processi riportati in figura 1.2, di cui il processo di fusione di due gluoni (detto

gluon-gluon fusion) è il contributo dominante. Le larghezze di decadimento del bosone

di Higgs nei vari canali dipendono dal valore della sua massa, come mostrato in figura

1.3.

Figura 1.2: Principali meccanismi di produzione del bosone di Higgs.

1.3 Superamento del Modello Standard

Numerose predizioni del Modello Standard su osservabili sperimentali sono state ve-

rificate con un livello di precisione pari al O(10−3), fino alla scala di energia dell’ordine

delle centinaia di GeV (scala elettrodebole). Il Modello Standard però non spiega alcune

evidenze cosmologiche: non fornisce candidati per l’interpretazione della Materia Oscu-

ra e non ha meccanismi tali da giustificare l’asimmetria tra barioni e antibarioni osservata

nell’Universo. Inoltre non prevede che i neutrini abbiano massa non nulla, proprietà di-

Figure 1.1: Main Higgs boson production processes.
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7.31.3 Associated production

In the Higgsstrahlung process (Fig. 7.76(c)), the Higgs boson is produced in association
with a W± or Z boson, which can be used to tag the event. The cross section for this
process is several orders of magnitude lower than gg and V V fusion ones. The QCD cor-
rections are quite large and the next-to-leading order cross section results to be increased
by a factor of 1.2÷ 1.4 with respect to the leading order one.

The last process, illustrated in Fig. 7.76(d), is the associated production of a Higgs
boson with a tt̄ pair. Also the cross section for this process is orders of magnitude lower
than those of gg and V V fusion, but the presence of the tt̄ pair in the final state can
provide a good experimental signature. The higher order corrections increase the cross
section of a factor of about 1.2.

7.32 Higgs boson decay

The branching ratios of the different Higgs boson decay channels are shown in Fig. 7.78
as a function of the Higgs boson mass. Fermionic decay modes dominate the branching
ratio in the low mass region (up to ∼150 GeV/c2). In particular, the channel H→bb̄ has
the highest branching ratio since the b quark is the heaviest fermion available. When the
decay channels into vector boson pairs open up, they quickly dominate. A peak in the
H→W+W− decay is visible around 160 GeV/c2, when the production of two on-shell W ’s
becomes possible and the production of a real ZZ pair is still not allowed. At high masses
(∼350 GeV/c2), also tt̄ pairs can be produced.

BR(H)

bb
_

τ+τ−

cc
_

gg

WW

ZZ

tt-

γγ Zγ

MH [GeV]
50 100 200 500 1000

10
-3

10
-2

10
-1

1

Figure 7.78: Branching ratios for different Higgs boson decay channels as a function of the
Higgs boson mass. They are calculated with the program HDECAY [10] which includes the
dominant higher order corrections to the decay width.

As shown in Fig. 7.78, the branching ratios change dramatically across the possible
range of the Higgs boson mass requiring different strategies for the different Higgs boson
mass range. The most promising decay channels for the Higgs boson discovery do not only
depend on the corresponding branching ratios, but also on the capability of experimentally
detecting the signal rejecting the backgrounds. Fully hadronic events are the most copious
final states from Higgs boson decays. These decays can not be easily resolved when merged

144

Figure 1.2: Higgs boson decay branching ratios versus boson mass.

This can be done via a Yukawa coupling with coupling constant gf , with form:

Lfermion
mass = −

∑

f

gf (ψ̄
f
Lφψ

f
R + ψ̄fRφ

†ψfL) , (1.49)

where ψL and ψR are fermion’s helicity eigenstates.
For example Eq. (1.49) reads for the electrons:

Lelectron
mass = −g`(χ̄LφχR + χ̄Rφ

†χL) , (1.50)

which can be divided in two terms by using Eq. (1.42) for the Higgs field and
Eq. (1.8) for the lepton doublet:

Lelectron
mass = −g`η(ēLeR + ēReL)− g`√

2
(ēLeR + ēReL)σ(x) , (1.51)

g` being the Yukawa coupling constant for the lepton family. The mass term for
the electron is therefore:

me = g`η . (1.52)

1.5 Strong interaction

Out of the quark model proposed by Gell-Mann [17] in 1964, the idea of the
“colour” quantum number was proposed by Han and Nambu [18] in 1965 to avoid
the apparent paradox that the quark model seemed to require a violation of the
Pauli exclusion principle to describe hadron spectroscopy. Quantum Chromo Dy-
namics (QCD) was then quantized as a gauge theory with SU(3)c symmetry in
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1973 by Fritzsch [19], Gross and Wilczec [20], Weinberg [21]. The colour symmetry
produces new massless gauge bosons called gluons (in number of eight, as the SU(3)
generators), which mediate the strong interaction with coupling constant αS.

QCD coupling constant αS ranges over several orders of magnitude when moving
from hard, i.e. large momentum transfer processes, to soft processes [22]. Its value
grows as the momentum transfer decreases. This effect is known as “asymptotic
freedom”, and it justifies the use of perturbation theory (perturbative QCD or
pQCD) when describing hard processes. At small energies (large distances), where
the value of the coupling constant becomes large, the theory behaves in a non-
perturbative way; in such a regime the isolated quark or gluon cross sections vanish
and are replaced by bound state dynamics. This effect is known as “confinement”
and it justifies the non-observation of free quarks and gluons.

1.5.1 QCD lagrangian

QCD is an SU(3)c gauge theory whose lagrangian is written in the following
form:

LQCD = Linvar + Lgauge fix + Lghost . (1.53)

Linvar is invariant under local SU(3)c transformations and reads:

Linvar =
∑

f

ψ̄f
(
iγµDµ −mf

)
ψf −

1

4
F a
µνF

µν
a , (1.54)

where f runs over the six quark fields, Dµ is the covariant derivative:

Dµ = ∂µ + igAaµTa , (1.55)

and
F a
µν = ∂µA

a
ν − ∂νAaµ − gCabcAbµAcν , (1.56)

where Aaµ are the fields of the eight colored gluons, Ta are the eight generators of
SU(3), Cabc are the structure constants that define the commutation rules of the
SU(3) generators.
Lgauge fix and Lghost in Eq. (1.53) are terms needed for technical reasons con-

nected to how the quantization of the QCD lagrangian is performed [23].

1.5.2 Parton density functions

The cross section for a pp → N process at a hadronic collider is conveniently
expressed as

dσpp→N =

∫ 1

0

dx1

∫ 1

0

dx2f1(x1, µ
2
F )f2(x2, µ

2
F )dσ̂pp→N(µ2) (1.57)

In this expression σ̂ is the parton level cross section, x1 and x2 are the momentum
fraction of the proton momentum carried by the two colliding partons, f1,2 are the
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Figure 2.2: Parton Distribution Functions at Q2 = 10000 GeV2 [11]

Figure 1.3: Distribution of xf(x) as a function of the momentum fraction x at the
electroweak scale (µ2 = 10, 000 GeV 2) [24].

parton density functions (PDFs) describing the probability that a parton carries
momentum fraction x1,2 and µ is the factorization scale, as to say the scale at which
the separation between the hard perturbative interaction and the long distance, non-
perturbative, evolution of the produced partons takes place. The PDFs for quarks
and gluons at the electroweak scale µ2 = 10, 000 GeV 2 as obtained from fits based
on HERA and Tevatron data are shown in Fig. 1.3.

PDFs evolution with scale is governed by the DGLAP equation [25], as long as
αS(µ) remains in the perturbative validity region. DGLAP equation allows global
fits of a variety of data taken from different experiments, at different scales. Two
collaborations are the main provider of global PDFs fits, CTEQ [26] and MRST [27].

1.5.3 Infrared and collinear safe observables

One of the most remarkable successes of pQCD is the prediction of jet inclusive
cross section in e+e− collisions. Jets are collimated sprays of hadrons. Even if
hadrons are the result of a non perturbative process involving the quarks and gluons
produced in the hard process, pQCD is very good at predicting jet cross section.
The reason is that quarks and gluons are produced in the “bulk” of the process,
and involve a high momentum transfer. Quarks and gluons originated in the hard
process then undergo the non-perturbative hadronization process, but this happens
at much lower energies (and much higher distances). Hadronization happens too
late to modify substantially the topology of the event. This is an example of the
“factorization” properties of QCD cross section calculation that will be shown in
the next section.
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Let’s consider the e+e− collider case. The lowest order process contributing to
the inclusive jet cross section is e+e− → qq̄, with a γ or a Z boson exchanged in
the s-channel. The leading order cross section, in case of γ exchange is [28]

dσ

d cos θ
= 3

∑

q

πα2Q2
q

2s
(1 + cos2 θ) , (1.58)

where θ is the emission angle of the q line with respect to the direction along the
beams, Qq is the charge of the quark and s is the center of mass energy.

When moving to the next to leading order we have to account for possible
additional gluon emission out of the quark or antiquark lines, leading to a qq̄g final
state as shown in Fig. 1.4:

3.3 Parton showers 43

the Parton Shower is said to be pT -ordered. Another possible choice is the energy
weighted opening angle of each emission, E2✓2; angular ordering is used in HERWIG.

Let’s now consider in detail a virtuality ordered final state shower. Let us
consider a qq̄g final state (Fig. 3.2). If we let xi = 2Ei/

p
s (i=q, q̄, g) be the energy

g(3)

q̄(2)

q(1)

Z/�⇤

Figure 3.2: A qq̄g final state.

fractions of the final state particles we see that the following holds:

1� x2 =
m2

13

s
, (3.5)

where m13 is the invariant mass of the qg pair, and thus the virtuality Q2 of the
intermediate fermion line. The limit x2 ! 1 corresponds to the collinear emis-
sion limit (Q2 = m2

13 ! 0) as long as massless final state particles are concerned
(a massless particle can split and remain massless only if the emission is soft or
collinear). In this limit x1 corresponds to the energy fraction z = E1/E13, thus
x1 ⇡ z, x3 ⇡ 1� z.

The splitting probability dPa!bc in the limit of collinear emission is conveniently
expressed in terms of z and t = ln(Q2/⇤2) as:

dPa!bc(t, z) =
X

bc

↵abc

2⇡
Pa!bc(z)dtdz, (3.6)

where dt = dQ2

Q2 , ↵abc is the coupling constant that governs the splitting (either ↵S

or ↵QED), Pa!bc(z) is called splitting kernel.
The splitting kernels are derived from the Feynman amplitude in the limit of

collinear splitting. They are universal and have the following form:

Pq!qg =
4

3

1 + z2

1� z
,

Pg!gg = 3
(1� z(1� z))2

z(1� z)
, (3.7)

Pg!qq̄ =
nf

2
(z2 + (1� z)2).

where nf is the number of quark flavours.

Figure 1.4: A qq̄g final state.

The corresponding cross section, considering quarks and gluons on the mass
shell, is conveniently expressed if the energy fractions xi are introduced as follows

xi =
2Ei√
s
, i = 1, 2, 3 , (1.59)

where 1, 2 denote q and q̄ respectively, and 3 denotes the gluon, as shown in Fig. 1.4.
With this notation the cross section for emission of an additional gluon is

dσ

dx1dx2

∝ αS
x2

1 + x2
2

(1− x1)(1− x2)
. (1.60)

Since 1−x1 = x2E3(1− cos θ2,3)/
√
s and 1−x2 = x1E3(1− cos θ1,3)/

√
s, Eq. (1.60)

is divergent when either the gluon is soft or when it is collinear with the line from
which it originates.

These divergences are of course not physical, but only due to the fact that
only next to leading order real emission contributions have been considered. The
recipe to cure these divergences is to use a regularization procedure, introducing a
cutoff: in this way divergences are replaced with large logarithms, function of the
cutoff. Then, in this particular case, taking into account also the virtual diagrams
completely cancels divergences at NLO.
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Divergences like the ones encountered here always arise whenever a real emission
line is added. If a quantity is free of such divergences it is called an infrared-
collinear safe quantity. To make it possible to compare observables measured from
experiments with theoretical prediction it is important to define observables in an
infrared-collinear safe fashion. An observable O(p1, pN), function of N measured
momenta pi, is infrared safe if it is unchanged by adding a soft particle, i.e.

O(p1, . . . , pN) = O(p1, . . . , pN , ε), where ε2 is small , (1.61)

while it is collinear safe if it is unchanged by the splitting of a four-momentum, i.e.

O(p1, . . . , pi, . . . , pN) = O(p1, . . . , pi1, pi2, . . . , pN), where pi1 + pi2 = pi . (1.62)

For what concerns jets, an infrared-collinear safe jet measurement must keep
therefore unchanged the number of jets in an event if a soft particle is added or
if the four-momentum of a particle is split into two. A good jet reconstruction
algorithm must therefore produce infrared-collinear safe objects. Such an algorithm
is called IRC-safe algorithm. In Sec. 5.1 of Chapter 5 the two main IRC-safe jet
reconstruction algorithms adopted by CMS experiment will be described.

1.6 The pp→ Z + jets process

The present work concerns the study of the pp → Z + jets process, and it is
focused on Z bosons decaying to electrons only. The importance of studying such
a process is related to the following reasons:

• In the context of the SM, the study of the production of electroweak bosons
with N jets allows for tests of pQCD. The production cross section scales with
the strong coupling constant for each additional jet. While current theoretical
predictions at Leading Order (LO) and at Next to Leading Order (NLO) are
in good agreement with data, in order to establish guidance for higher order
pQCD, comparison with data for a larger number of jets is needed.

• In particular the study of the pp→ Z + jets process is crucial for the under-
standing of the Higgs boson production background since H → ZZ∗ → 4` is
one of the most promising channels for the Higgs boson detection in the mass
range 130 GeV −500 GeV , with the exception of a small interval near 160 GeV
where the H → ZZ∗ branching ratio has a big drop due to the opening of the
WW on-shell production [24].

• The leptonic decays ofW and Z accompanied by jets offer also the opportunity
to search for new physics beyond the SM. Many extensions of the SM predict
new particles with electroweak couplings that decay into the SM gauge bosons
W , Z, and γ, accompanied by jets. Any production of new heavy particles
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with quantum numbers conserved by the strong interaction and electroweak
couplings is likely to contribute to signatures with one or more electroweak
gauge bosons. Additional jets will always be present at some level from initial-
state radiation, and may also be products of cascade decays of new heavy
particles.

• The Z + jets channel is also a possible background for new physics processes.
The Z → νν̄ + jets process is indeed an irreducible background to inclusive
hadronic searches of Dark Matter, based on jets and missing energy [29].

• Finally, from a detector point of view, the electronic channel of Z decay allows
to calibrate the electromagnetic calorimeter and to refine the track reconstruc-
tion algorithms, thanks to its clear signature.

1.6.1 Z boson production and decay

The dominant production mechanism for vector bosons in pp collisions is the
weak Drell-Yan production process [30], where a quark and an antiquark annihilate
to form a vector boson: the reaction pp→ W+X is dominated by the annihilation of
the ud̄→ W+ and dū→ W− while the pp→ Z+X is dominated by the annihilation
of the uū, dd̄ → Z. Calculations of the total production cross sections for W and
Z bosons incorporate parton cross sections, parton density functions, higher-order
QCD effects, and coupling factors of the different quarks and antiquarks to the W
and Z bosons.

Current cross section calculations are limited by uncertainties in PDFs, as well
as higher-order QCD and electroweak radiative corrections. Due to the perturbative
QCD limitations, PDFs are determined experimentally either from deep inelastic
lepton-nucleon scattering experiments (like ZEUS and H1 at HERA) or from other
hadron scattering experiments (e.g. Tevatron). Combining Fig. 1.3, which shows
the PDF distributions at the electroweak scale, with the LHC kinematic plot shown
in Fig. 1.5, one can see that over the measurable rapidity range (|η| < 2.4) gluons
are the dominating partons. The scattering mostly happen therefore between sea
quarks generated by the g → qq̄ splitting process.

As previously shown in Eq. (1.57), for a generic process pipj → Z+X, where pi
and pj are the interacting partons of the protons, the cross section can be calculated
as follows:

σZ =
∑

i,j

PDF (χi, χj, Q
2)⊗ σpipj→Z+X , (1.63)

where χi and χj are the proton momentum fraction that pi and pj are carrying
respectively. The Z/γ∗ inclusive production cross section as computed by FEWZ
[32] package at NNLO is:

σinclZ = (3048± 132) pb , (1.64)
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Figure 2.3: The LHC kinematic plane showing the relation between the parton variables

(x, Q2) and kinematic variables corresponding to a final state of mass M produced with

rapidity y at the LHC [12] for 7 TeV collision energy.

Figure 1.5: The LHC kinematic plane showing the relation between the parton
variables (x,Q2) and kinematic variables corresponding to a final state of mass M
produced with rapidity y at LHC for 7 TeV collision energy [31].

if the mass of the boson is restricted to be above 50 GeV and only leptonic decay
channels are considered. TheW and Z production cross sections times the electronic
branching ratio as a function os the collider energy are shown in Fig. 1.6, along with
experimental observations from previous experiments.

The Z boson decays hadronically with a branching ratio of almost 70%. Invisible
decays to neutrinos account for 20% of the decays while the remaining are leptonic
decays to electrons, muons and taus, in almost equal amounts. In Table 1.3 a
detail list of the Z decay branching ratios is shown. As stated before this study
is focused on the electronic channel, which account for approximately 3.4% of the
total branching ratio.

1.6.2 Associated jet production

The majority of Z bosons are produced at rest in the transverse plane or with
very little transverse momentum. Production of hard outgoing partons (jets) gives
a transverse momentum to the Z boson, leading to more complex and interesting
events as stated at the beginning of this Section.
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measurements from the UA1, UA2, CDF and D0 experiments are also shown [13].

Figure 1.6: Predictions fro the total W,Z production cross section times electronic
branching ratio in pp̄ and pp collisions as a function of the collider energy

√
s.

Experimental measurements from UA1, UA2, CDF and D0 experiments are also
shown [33].

Decay Mode Branching Ratio

e+e− (3.363± 0.004)%
µ+µ− (3.366± 0.004)%
τ+τ− (3.370± 0.008)%

invisible (20.00± 0.06)%
hadrons (69.91± 0.06)%

Table 1.3: Summary of Z decay modes [14].

The number of processes contributing to these final states increases as the num-
ber of jets goes up. For example, while there are only 9 processes contributing to
Z + 1 jets events, for Z + 4 jets events there are 485 tree-level processes [34]. For
high Q2 the value of the strong coupling constant is αs � 1, therefore multiple
exchanges involving terms in α2

s, α
3
s, ... have decreasing cross sections. Feynman

diagrams of Z production in association with 1 and 2 outgoing jets in the final state
are shown in Fig. 1.7, the first originating from a quark-gluon interaction and the
second from a gluon-gluon interaction. Due to the difficulty in calculating the ex-



22 1 Electroweak physics and QCD at LHC

20

Z

g

q

q

(a)

g

g
q

Z

q̄

(b)

Figure 2.7: Quark-gluon and gluon-gluon Z production Feynman diagrams. (a) shows a

gq interaction and (d) shows Z production via gluon-gluon fusion with two jets in the final
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Figure 2.7: Quark-gluon and gluon-gluon Z production Feynman diagrams. (a) shows a

gq interaction and (d) shows Z production via gluon-gluon fusion with two jets in the final

state.

(b)

Figure 1.7: Quark-gluon (a) and gluon-gluon (b) Z production Feynman diagrams,
with 1 and 2 jets in the final state respectively.

tra loops involved in higher order calculations, it is very difficult to calculate cross
sections even at NLO. Current state-of-the-art calculations go up to Z + 3 jets at
NLO [35]. Precise measurements allow to validate pQCD predictions and to help
to properly model and constrain background for other searches.



Chapter 2

The CMS experiment at LHC

The Large Hadron Collider (LHC) [36–39] is the most powerful collider ever
built. It started its activity on October 21st 2008 and it will run for the next two
decades. LHC investigates processes with really tiny cross sections, down to a few
femtobarns.

The two main reasons that drove the choice of a hadron collider instead of an
electron collider like LEP [9–11] are the possibility to reach center of mass energies
much higher than LEP and the wider energy spectrum that can be explored by
a hadron machine. The first goal can be achieved thanks to the lower amount of
synchrotron radiation emitted by circulating hadrons. Compared to electron, the
energy loss is reduced by a factor of O(me/mp)

4. The second issue is desirable for
a machine involved in the discovery of new physics, and can be achieved thanks
to the composite nature of protons, despite the production of many low energies
particles in a complex environment.

In this chapter the main characteristics of LHC are briefly reviewed, and in
particular the LHC experiment this work is involved in, i.e. the Compact Muon
Solenoid (CMS) [40], will be described.

2.1 The Large Hadron Collider

The LHC accelerator has been installed in the underground tunnel which housed
the LEP electron-positron collider until 2000. Two counter circulating proton beams
flow in the 27 km LHC ring, placed near Geneva at a depth varying from 50 m to
175 m. LHC is projected to produce 7 TeV proton beams, resulting in an energy
in the center of mass frame equal to 14 TeV. This energy is 70 times the energy
reached by LEP and 7 times the energy reached by Tevatron [41], the hadron collider
placed at Fermilab of Chicago (USA) which was the most powerful accelerator
before the LHC. Also Lead nuclei may be accelerated by LHC, at the energy of 2.76
TeV/nucleon in the center of mass frame.

The acceleration is performed in several stages. The proton injection starts
at the duo-plasmatron, which is the proton source. A linear accelerator (LINAC)
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Figure 2.1: A schematic view of the LHC accelerator complex.

boosts the protons to energy of 750 KeV using Radio Frequency Quadruples. A
30µs pulse is then ejected into the Proton Synchrotron Booster (PSB) which in-
creases the energy to 1.4 GeV . The LHC bunch train with 25 ns spacing starts
in the Proton Synchrotron (PS), where the energy increases to 25 GeV . Then the
protons are accelerated up to 450 GeV by the Super Proton Synchrotron (SPS), and
they are finally injected into the LHC. In the LHC ring, the acceleration continues
until the protons reach the energy of 3.5 TeV (7 TeV in the future). A schematic
description of the LHC accelerator complex and its services is shown in Fig. 2.1.
The two beams collide in four interaction points, where the four main experiments

are built. Two general purpose experiments, called ATLAS [42] and CMS [40],
perform general Standard Model measurements and seek for new physics; one ex-
periment called LHCb [43] is dedicated to B meson physics and it will carry out
precise measurements of CP violation; one experiment called ALICE [44] investi-
gates heavy ion physics. This collider is capable of investigating mass scales from
the order of a few GeV, as in the case of B meson physics, up to a few TeV, for the
discovery of new vector bosons or quark compositeness. In order to extend the LHC
capability to explore new physics rare processes an enormous effort has been made
to raise the proton momentum as much as possible. In particular, a very sophis-
ticated magnet system is needed to keep such high momentum protons within the
machine orbit. The magnetic field needed to keep the protons on a circular orbit is
given by Eq. (2.1):

B[T ] =
p[ GeV ]

0.3ρ[m]
, (2.1)
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where B is the magnetic field (expressed in Tesla), p is the momentum (expressed
in GeV) and ρ is the orbit radius (expressed in meters). For a circumference of
about 27 km, the magnetic field needed for 7 TeV protons is about 5.4 T. Actually,
since LHC is made of curved and rectilinear sections, the bending magnetic super-
conductor dipoles have to produce an 8.3 T magnetic field. This value is close to
the technological edge for superconducting magnets nowadays. To reach this huge
magnetic field intensity the dipoles are kept below 1.9 K by a superfluid helium
cooling system.

Since the beam energy is limited by the bending power of the magnetic system
and by the circumference of the machine, another handle to raise the rate of inter-
esting and rare events is the luminosity L. The event rate n for a process with cross
section σ is

n = Lσ . (2.2)

The luminosity is connected to the beam properties with the following approxi-
mated formula [14]:

L = f
n1n2

4πσxσy
, (2.3)

where n1 and n2 are the number of particles in beam 1 and 2 respectively, f is
the collision frequency, σx and σy are transverse dimensions of the beams. At the
LHC nominal luminosity the proton bunches will collide at a frequency of about 40
MHz, corresponding to a spatial separation between bunches of about 7.5 m. The
transverse dimensions of the beam can be squeezed down to 15 µm.

The need for such a high luminosity has driven the choice of a proton-proton
collider, instead of a proton-antiproton. In fact, even if a proton-antiproton machine
has the advantage that both beams can be kept in the same beampipe, to produce
the number of antiprotons needed to reach the desired luminosity is an unfeasible
task.

In the hard proton proton collision, with high transferred momentum, the center
of mass energy

√
ŝ is connected to the total center of mass energy

√
s as:

√
ŝ =
√
x1x2s , (2.4)

where x1 and x2 are the energy fractions of the two partons participating in the
hard scattering.

The center of mass of the two hardly interacting partons is not motionless in the
experiment frame, but rather it is on average boosted along the direction defined by
the colliding beams. For this reason boost invariant observables ave very important
to characterize the event. One of such observables is the transverse momentum
pT , defined as the projection of the momentum vector on a plane perpendicular to
the beam axis. Lorentz boost indeed does not transform coordinates in the plane
orthogonal to the boost direction.

Another useful observable is the rapidity y, defined as

y =
1

2
ln
E + pz
E − pz

= tanh−1
(pz
E

)
, (2.5)
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where E is the particle energy and pz the projection of particle momentum along
the beam direction. Under a boost along z with speed β, y undergoes the following
transformation: y → y − tanh−1 β, hence rapidity differences are invariant and
therefore also the shape of the rapidity distribution dN/dy is invariant. In the
ultrarelativistic approximation the rapidity y is the same as the pseudorapidity η
defined as

η = − ln
(

tan
θ

2

)
. (2.6)

It is often useful to refer to pseudorapidity as it depends only on the direction of
the three-vector.

2.1.1 The LHC schedule

On September 10th 2008 the LHC circulated for the first time a single proton
beam, constituted by a single proton bunch. During a test performed on September
19th 2008 an accident occurred in sector 3 and 4: a quench in about 100 bending
magnets caused a loss of approximately six tonnes of liquid helium, which was
vented into the tunnel, and a temperature rise of about 100 K in some of the
affected magnets. The accident forced a shutdown of about one year, in order to
repair the damaged sectors and to check all the system. Therefore a revision of the
plans for the first years of running was also necessary. In particular the beam energy
and luminosity have been lowered for the first year of running. On November 20th
2009 LHC restarted its activity with one beam circulating at 450 GeV of energy,
and on November 23rd for the first time two counter circulating beams flew around
the LHC ring and the first collisions at 900 GeV in the center of mass frame were
observed. On November 30th 2009, with proton beams at 1.18 TeV, LHC has
become the most powerful accelerator ever built, and on December 16th the first
collisions at

√
s = 2.36 TeV were observed. After a few months of stop, a new

plan for the first period of running was approved at the Chamonix conference on
February 2010. The main decision taken in that context was to run for about the
first 24 months at 3.5 TeV per beam, i.e. with collisions at 7 TeV in center of mass
frame.

On March 30th 2010 LHC started its physics program with the first collisions
at 3.5 TeV per beam. The luminosity has been increased during all 2010, starting
from a value of 5·1027 cm−2s−1 up to about 2·1032 cm−2s−1 at the end of the running
period planned for the 2010, i.e. November 3rd. In Fig. 2.2 the instant luminosity
produced during all the 2010 is shown. The integrated luminosity collected by the
CMS experiment for the first year of activity is shown in Fig. 2.3, and it corresponds
to a total amount of about 47 pb−1 delivered to CMS and 43 pb−1 actually recorded
by the experiment.

In the fall of 2010 LHC produced also its first heavy ion collisions in center of
ALICE, ATLAS and CMS experiments. From November 8th up to December 6th,
Pb ion collisions took place indeed in the LHC ring at an energy of 574 TeV in
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Figure 2.2: Maximum instantaneous luminosity per day delivered to CMS during
stable beams at 7 TeV centre-of-mass energy, expressed in µb−1 · s−1. The plot is
related to the 2010 data taken period.

Figure 2.3: Integrated luminosity versus time delivered to (red), and recorded by
CMS (blue) during stable beams at 7 TeV centre-of-mass energy. The plot is related
to the 2010 data taken period and the integrated luminosity is expressed in pb−1.
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Circumference 26.659 km
Maximum dipole field 8.33 T
Magnet temperature 1.9 K

Beam energy at injection 450 GeV
Beam energy at collision (nominal) 7 TeV
Beam energy at collision in 2010 3.5 TeV

Maximum luminosity (nominal) 1034cm−2s−1

Maximum luminosity reached in 2010 2.07 · 1032cm−2s−1

Number of proton bunches (nominal) 2808
Maximum number of proton bunches in 2010 368
Maximum number of colliding proton bunches in 2010 348
Number of proton per bunch 1011

Bunch separation in time (nominal) 24.95 ns
Bunch separation in time in 2010 150 ns
Collision frequency (nominal) 40.08 MHz
Crossing angle 300 µrad
Bunch length (r.m.s.) 7.5 cm
Transverse beam size at impact point 15 µm

Energy loss per turn (at 14 TeV) 7 keV
Total radiated power per beam (at 14 TeV) 3.8 kW
Stored energy per beam (at 14 TeV) 350 MJ

Table 2.1: LHC technical parameters for proton-proton collisions. For some param-
eters both the nominal and the startup values are shown.

center of mass frame, i.e. 2.76 TeV per nucleon, for a total integrated luminosity
recorded by CMS of about 8.7µb−1.

In Table 2.1 some LHC technical parameters are shown.

2.2 The CMS detector

The Compact Muon Solenoid experiment (CMS) [40] is a general purpose LHC
experiment. Its main feature is the 4T superconducting solenoidal magnet; such a
strong magnetic field permits a compact design of the apparatus. The main design
priorities of CMS were a redundant muon tracking system, a good electromagnetic
calorimeter and a high quality inner tracking system.

The structure of CMS is typical of general purpose collider detectors. It con-
sists of several cylindrical detecting layers, coaxial with the beam direction (barrel
region), closed at both ends with disks (endcap region). Figs. 2.4 and 2.5 show two
schematic views of the CMS detector, that has a full lenght of 21.6 m, a diameter
of 15 m, and a total weight of 12500 tons.

The coordinate frame used in CMS is a right-handed triad, with the x axis point-
ing towards the LHC centre, y axis directed upward along the vertical and z axis
along the beam direction with the direction required to complete the right-handed
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Figure 2.4: A view of the CMS detector with its subdetectors labeled.

triad. The cylindrical symmetry of CMS design and the invariant description of
proton-proton physics suggest the use of a pseudo-angular reference frame, given
by the triplet (r, φ, η), where r is the distance from the z axis, φ is the azimuthal
angle, measured starting from the x axis positive direction, η is defined in Eq. (2.6).

CMS is made up of four main subdetectors:

• Silicon Tracker: r < 1.2 m, |η| < 2.5. It is made of a Silicon Pixel vertex
detector and a surrounding Silicon Microstrip detector, with a total active
area of about 215 m2. It is used to reconstruct charged particle tracks and
vertices.

• ECAL: 1.2 m < r < 1.8 m, |η| < 3. It is an Electromagnetic Calorimeter
to precisely measure electrons and photons.

• HCAL: 1.8 m < r < 2.9 m, |η| < 5. It is a Hadronic Calorimeter for jet
direction and energy measurement.

• Muon System: 4 m < r < 7.4 m, |η| < 2.4. It is a composite tracking
system for muons. It consists of Drift Tubes (DT) in the barrel region and
Cathode Strip Chambers (CSC) in the endcaps. A complementary system of
Resistive Plate Chambers (RPC) is used both in the barrel and in the endcaps.

The Silicon Tracker, ECAL and HCAL are located inside the magnetic coil. Muon
Chambers are located in the magnet return yoke. In the following sections a brief
description of each component is given.
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Figure 2.5: A transverse view of the CMS detector.

2.2.1 The Solenoid

The CMS magnet [45], which houses the tracker, the electromagnetic and the
hadronic calorimeters, is the biggest superconducting solenoid ever built in the
world. The solenoid achieves a magnetic field of 3.8 T in the free bore of 6 m in
diameter and 12.5 m in length. The energy stored in the magnet is about 2.6 GJ
at full current. The superconductor is made of four Niobium-Titanium layers. In
case of a quench, when the magnet looses its superconducting property, the energy
is dumped to resistors within 200 ms. The magnet return yoke of the barrel has
12-fold rotational symmetry and is assembled of three sections along the z-axis;
each is split into 4 layers (holding the muon chambers in the gaps). Most of the
iron volume is saturated or nearly saturated, and the field in the yoke is around the
half (1.8 T) of the field in the central volume.
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Figure 2.6: A schematic view of the pixel vertex detector.

2.2.2 The Tracker

The Silicon Tracker [46,47] is the CMS innermost detector and covers the region
|η| < 2.5, r < 120 cm. It consists of a Silicon Pixel detector and a surrounding
Silicon Microstrip detector.

Its goal is to provide a precise momentum estimate for charged particles, and
to allow a precise determination of the position of secondary vertices. LHC events
are very complex, and track reconstruction comes as a complex pattern recognition
problem. In order to ease pattern recognition two requirements are fundamental:

• low detector occupancy,

• large hit redundancy.

The low hit occupancy is achieved with a highly granular detector, while the re-
dundancy is achieved with a large number of detecting layers.

In the following the two Tracker subdetectors are explained.

The Pixel Vertex detector

The pixel detector [48] is a fundamental device for impact parameter measure-
ments. It is also extremely important as a starting point in reconstructing charged
particle tracks. It covers the region |η| < 2.5 and it is organized into three 53 cm
long barrel layers, positioned at r = 4.4, 7.3 and 10.2 cm, and two disks per each
side, placed at z = ±34.5 cm and ±46.5 cm covering radii between 6 and 15 cm
to guarantee at least two crossed layers per track coming from the centre of the
detector within the fiducial angle |η| < 2.5. The overall number of readout channels
is about 60 millions. A schematic view of the pixel detector is shown in Fig. 2.6.

Each layer is composed with modular detector units, containing a 250µm thin
segmented sensor plate with highly integrated readout chips. Since both rφ and
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Figure 2.7: An r − z schematic view of a sector of the Silicon Strip Tracker. The
location of single sided and double sided detectors is put into evidence.

z coordinates are important for vertex finding and impact parameter resolution, a
rectangular pixel shape has been chosen to optimize both measurements. The pixels
consist of n+ implant over a n-type substrate sensor, with a size of 100 × 150µm2

and are combined with analog signal readout to profit of charge sharing effects
among pixels and improve position resolution by interpolation. The charge sharing
between pixels is enhanced by the Lorentz drift of charge carriers, improving in
this way the intrinsic hit resolution down to 10 − 15µm in the transverse plane,
far below the 150µm width of each n+ implant. The detectors placed on the disks
are rotated with an angle of 20◦ around the central radial axis to benefit of charge
sharing improved both in r and rφ directions by induced Lorentz effects.

The Silicon Microstrip detector

The Silicon Strip Tracker (SST) is made of ten barrel layers and twelve endcap
disks on each side. It has about 10 millions readout channels. The SST covers a
tracking volume up to r = 1.1 m with a length of 5.4 m and is divided in four parts,
as it is shown in Fig. 2.7: TIB (Tracker Inner Barrel), TID (Tracker Inner Disks),
TOB (Tracker Outer Barrel) and TEC (Tracker EndCap). As indicated in Fig. 2.7
some of the layers are equipped with single sided detectors, some with double sided
detectors. Single sided detectors can provide the particle’s impact point position in
the direction perpendicular to the strips. Double sided detectors can provide both
coordinates on the detector surface, as they are made with two single sided detectors
glued back-to-back with an angle of 100 mrad between the strips directions. Inner
layers are equipped with 300 µm thick sensors, while outer layers are equipped with
500 µm thick sensors, for a total of 15.148 sensors.

The high flux of radiation through the tracker sensors causes damages. Pixel
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and microstrip detectors and readout electronics are radiation hard. Nevertheless,
the pixel detector, which is exposed to the highest flux per unit area, will need to be
replaced at least once during LHC lifetime. In order to limit the effect of radiation
damage on sensor performances the tracker is meant to be run at low temperature
(-10◦C).

The material budget in the tracker is limited as possible, as the electron energy
loss due to bremsstrahlung and nuclear interactions of hadrons need to be kept as
low as possible. This is needed so as not to spoil tracking performances and to keep
the number of photons that get converted into an e+e− pair through interaction
with the material as low as possible. The tracker depth in terms of radiation length
X/X0

1 and in terms of interaction length λ/λ0
2 as obtained from the full simulation

of the tracker is shown in Fig. 2.8 as a function of η. The material budget is higher
in the region 1 < |η| < 2 due to the presence of cables and services in this region.

The alignment of the tracker modules is very important to obtain a high spatial
resolution. Deviations are caused by assembly inaccuracy, deformations due to
cooling and stress from the magnetic field. Therefore, three methods are used for the
tracker alignment. The geometry was determined during assembly to an accuracy
of 80 to 150µm. An infrared laser system is used for continuous monitoring of the
position of selected tracker modules. The final alignment is done with tracks from
well known physics processes, e.g. cosmic muons, or di-muons from J/Ψ, Υ and Z0.
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Figure 2.8: (a) Radiation length and (b) interaction length of the tracker as a
function of η. Contributions from different components are put into evidence.

1X0 is the distance over which a high energy electron reduces its energy to a fraction (1−1/e)
of the initial energy.

2λ0 is the mean free path of a hadron before having an interaction when traversing a material.
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2.2.3 The Electromagnetic Calorimeter (ECAL)

The main goal of an electromagnetic calorimeter is to identify electrons and pho-
tons and to precisely measure their energy. The CMS Electromagnetic CALorimeter
(ECAL) [49, 50] is a homogeneous calorimeter with cylindrical geometry and con-
sists of 75848 Lead Tungstate (PbWO4) scintillating crystals, divided into an Ecal
Barrel (EB) with 61200 crystals and two Ecal Endcaps (EE), each containing 7324
crystals. In Fig. 2.9 a schematic representation of ECAL is shown.

The barrel inner radius is 129 cm, while the length is 630 cm and the η extent is
|η| < 1.479. It consists of 36 supermodules, each one with a length equal to the half
of the barrel length. Each supermodule consists of a matrix of 20 × 85 crystals in
the (φ, η) plane, covering an azimuthal angle of 20◦. Supermodules are divided into
4 modules along the η direction, and each module is in turn divided in submodules.
Submodules are the basic units of ECAL and consist of a matrix of 5× 2 crystals.
Crystals in the barrel region are tapered shaped, with a 2.2 cm×2.2 cm front face
and 23 cm length, and they are positioned at a radius of 1.24 m. The ∆η × ∆φ
granularity in the barrel is 0.0175 × 0.0175. The depth in radiation lengths in the
barrel region is about 26 X0. The crystals are grouped in 5 × 5 matrices called
trigger towers, providing information to the trigger system. To avoid that cracks
might align with particle trajectories, the crystal axes are tilted by 3◦ with respect
to the direction from the interaction point (IP), both in φ and in η.

Each endcap covers the region 1.479 < |η| < 3 and consists of two halves called
Dees. All the crystals have the same shape (22 × 2.47 × 2.40 cm3) and they are
grouped in structures of 5×5 crystals called supercrystals. The ∆η×∆φ granularity
in the endcaps varies from 0.0175×0.0175 to 0.05×0.05. Unlike in the barrel, where
the crystals are arranged in a η − φ geometry, the endcap crystals are arranged in
a x − y geometry. To ensure good hermeticity, the outer perimeter of the ECAL
endcaps has been studied in order to give an overlap of half crystal between the
barrel and the endcaps. Moreover, in order to avoid the presence of gaps pointing
to the interaction point, the crystal axes are oriented to point 1300 mm beyond the
IP. On the inner side of the endcaps two preshower detectors are placed, in order to
improve the π0/γ separation and the vertex identification. The preshower, which
covers the region 1.653 < |η| < 2.6, is a sampling calorimeter consisting of two
lead converters (2 X0 and 1 X0 thick respectively) followed by silicon strips with
a pitch of less than 2 mm. The strips following the two absorbers are disposed in
orthogonal way. The presence of a preshower (a total of 3 X0 of lead) in the endcap
region allows the use of slightly shorter crystals (22 cm), keeping the total radiation
length more than 26 X0.

Different reasons brought to the choice of the PbWO4 as active medium for
ECAL. Its short radiation length (X0 = 0.89 cm) and Moliere Radius3 (RM = 2.19

3The Moliere Radius (RM ) gives an estimate of the transverse development of an electromag-
netic shower: on average 90% of the energy released by the shower lies in a cylinder with radius
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Figure 2.10: Three dimensional view of the electromagnetic calorimeter.

following the two absorbers are disposed in orthogonal way. The preshower will operate

at the temperature of -50C.

Di↵erent reasons brought to the choice of the PbWO4 as active medium for ECAL. Its

short radiation length (X0 = 0.89 cm) and Moliere Radius7 (RM = 2.19 cm) allow to

build a compact and high granularity calorimeter. An important aspect is the fast re-

sponse (⇠80% of the light is collected within 25 ns), which is compatible with the high

LHC rate. Finally, the PbWO4 has a good intrinsic radiation hardness, which makes

it suitable to work in the hard LHC environment. The main drawback of the PbWO4

crystals is the low light yield (⇠10 photo-electrons/MeV), which makes an internal am-

plification for the photodetectors necessary.

The photodetectors for ECAL have to be radiation hard, fast and able to operate

in the strong CMS magnetic field. The devices which match these characteristics and

that have been chosen for the electromagnetic calorimeter are the Avalanche PhotoDiodes

(APDs) for the barrel and the Vacuum PhotoTriodes (VPTs) for the endcaps.

The APDs are silicon detectors. The scheme of functioning is shown in Fig. 2.11: a

5 µm thick p+ layer acts as photoconverter, the photoelectrons are accelerated and mul-

tiplied through the p � n junction reverse biased and then a n++ doped region provides

the ohmic contact with the preamplifier. The active area is a 5⇥5mm2 surface. Even if it

is quite small, the APDs have an high quantum e�ciency (⇠75% at 430 nm) which well

matches the emission spectrum of the PbWO4; besides, each crystal is equipped with 2

APDs to increase the acceptance to the scintillation photons.

7The Moliere Radius (RM ) gives an estimate of the transverse development of an electromagnetic
shower: on average 90% of the energy released by the shower lies in a cylinder with radius RM .

(b)

Figure 2.9: Schematic representation of ECAL: (a) r − z plane projection, (b) 3D
view.

cm) allow to build a compact and high granularity calorimeter. An important aspect
is the fast response (∼ 80% of the light is collected within 25 ns), which is com-
patible with the high LHC rate. Finally, the PbWO4 has a good intrinsic radiation
hardness, which makes it suitable to work in the hard LHC environment. The main
drawback of the PbWO4 crystals is the low light yield (∼ 10 photo-electrons/MeV),
which makes an internal amplification for the photodetectors necessary. The pho-
todetectors for ECAL have to be radiation hard, fast and able to operate in the
strong CMS magnetic field. The devices which match these characteristics and that
have been chosen for the electromagnetic calorimeter are the Avalanche PhotoDi-
odes (APDs) [49, 51] for the barrel and the Vacuum PhotoTriodes (VPTs) [49, 52]
for the endcaps.

The energy resolution of a homogeneous calorimeter is usually written as

σE
E

=
a√
E
⊕ b

E
⊕ c , (2.7)

where a, b and c represent the stochastic, noise and constant terms of the energy
resolution respectively. The values of the a, b and c parameters obtained from test
beam measurements are [53]

σE
E

=
2.8% [GeV1/2]√

E
⊕ 0.12 GeV

E
⊕ 0.3% , (2.8)

where the energy E is expressed in GeV . The stochastic term a includes the
contribution of the fluctuations in the number of electrons which are produced and
collected. The fluctuations are poissonian and this term takes into account the

RM .
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crystal light emission, the light collection efficiency and the quantic efficiency of the
photo-detector.
The noise term b includes contributions from the electronic noise, both due to the
photodetector and to the preamplifier, and from pile-up events. The contributions
change at the different pseudorapidities and with the luminosity of the machine.
The constant term c is the dominating term at high energies and it includes many
different contributions. Among them, the most important are:

• the stability of the operating conditions, such as the temperature and the high
voltage. Both the scintillation mechanism and the APD gain are affected by
the temperature and the response for a given energy deposit varies with the
temperature of the calorimeter with a slope which is around −4%/◦C for the
barrel. The stability of the temperature within 0.05◦C is required to keep the
contribution to the constant term below 0.1%,

• the presence of dead materials in front of the crystals and the rear leakage of
the electromagnetic shower. Anyway, the 25 radiation length featured by the
crystals keeps this effect negligible up to energies in the TeV range,

• the longitudinal non uniformity of the crystal light yield. A strong focusing
effect of the light takes place due to the tronco-pyramidal shape of the crystals
and to the high refractive index, so the light collection is not uniform. The
light collection was corrected by mechanically abrading one lateral face of each
crystal to an extent able to keep non-uniformity at the level of 0.35%/X0,
keeping the contribution to the constant term c below 0.3%,

• the intercalibration errors, which is the dominant contribution,

• the radiation damage of the crystals, which changes their response to a certain
amount of deposited energy when exposed to high radiation dose rates.

2.2.4 The Hadronic Calorimeter (HCAL)

The CMS Hadronic CALorimeter (HCAL) [54], together with the electromag-
netic calorimeter, makes a complete calorimetric system for the jet energy and
direction measurement. Also, thanks to its hermeticity, it can provide a precise
measurement of the missing transverse energy Emiss

T .
HCAL is a sampling calorimeter and covers the region |η| < 5. It is divided in
four subdetectors: the Barrel Hadronic Calorimeter (HB) and the Endcap Hadronic
Calorimeter (HE), both placed inside the magnetic coil, the Outer Hadronic Calorime-
ter (HO, or Tail Catcher), placed in the barrel region outside the magnetic coil,
and finally the Forward Hadronic Calorimeter (HF), consisting of two units placed
in the very forward region outside the magnetic coil. In Fig. 2.10 a schematic view
of HCAL is shown.



2.2 The CMS detector 37

Figure 2.10: A schematic r−z view of a quadrant of the CMS hadronic calorimeter
HCAL.

In order to maximize particle containment for a precise missing transverse energy
measurement, the amount of absorber material inside the magnetic coil was maxi-
mized, reducing therefore the amount of the active material. Since HCAL is mostly
placed inside the magnetic coil, a non-magnetic material like brass was chosen as
absorber. HB and HE are therefore made with brass absorber layers interleaved
with plastic scintillators (Wavelength shifters, WLS) coupled to transparent optical
fibers, which transmit the light to the HPD (Hybrid PhotoDiodes) photodetectors.

Here is a detailed description of the four HCAL subdetectors.

• HB: with a length of 9 m, it extends in the region of radius 178 cm < r <
288 cm and pseudorapidity |η| < 1.4, surrounding ECAL. It consists of 2304
calorimetric towers, with a granularity of ∆η × ∆φ = 0.087 × 0.087. Each
tower consists of 15 brass layers, with a thickness of 50 mm each, arranged
in the direction parallel to the beam. At the edges there are 2 steel layers in
order to guarantee structural stability. Interleaved with the absorber layers
there are 17 plastic scintillator layers of 3.7 mm thickness, except for the inner
one which is 9 mm thick. The optical fibers of each tower are all sent to the
same photodetector.

• HE: it extents in the pseudorapidity region 1.3 < |η| < 3.0, partially over-
lapping with HB. The empty region between the two detectors is used for
the services and it does not point toward the interaction point, in order to
preserve the calorimeter hermeticity. The η segmentation varies from 0.87
for the towers at lower η to 0.35 for the towers close to the beam line. For
each endcap there are 2304 calorimetric towers, which consists of 19 plastic
scintillator layers of 3.7 mm thickness, interleaved with 78 mm thick brass
absorber layers.

• HO: since the HCAL Barrel dimensions are limited by the presence of the
solenoid, the HO detector is added in the barrel region, outside the mag-
netic coil, in order to improve the energy measurement of the most energetic
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hadronic showers. It consists of several plastic scintillator layers, which in-
crease the actual calorimetric thickness to more than 10 interaction lenghts
λ0, thus reducing the tails of the energy resolution distribution. The scintil-
lators in the HO have a thickness of 10 mm. The granularity is ∆η ×∆φ =
0.087 × 0.087, i.e. the same as for the HB, in order to have a 1-1 correspon-
dence between the HB calorimetric towers and the HO segments. The light
coming from the scintillators is collected by WLS fibers and sent toward the
photodetectors placed on the return yoke.

• HF: in order to guarantee the coverage of the system up to |η| = 5, the
HF detector was placed in the very forward region, at a distance of 11.2 m
from the interaction point. This detector is optimized for the identification
of those processes which produce very forward jets, in particular processes
which deal with the Higgs boson and SUSY particles production. The two
HF cylindrical units have a length of 1.65 m and an active radius of 1.4 m.
HF is a sampling calorimeter consisting of quartz fibers sandwiched between
iron absorbers. The choice of these materials was due to the high radiation
dose of the forward region, which does not allow the use of plastic scintillators.
With particles crossing the quartz fibers emit Čerenkov light and this light is
detected by the radiation resistant photomultipliers. The whole HF consists
of 900 towers and 1800 readout channels.

The energy resolution in the different geometrical regions of HCAL may be
parametrized as follows, by using one stochastic term and one constant term:

barrel/endcap :
σE
E

=
90% [GeV1/2]√

E
⊕ 4.5% , (2.9)

forward :
σE
E

=
172% [GeV1/2]√

E
⊕ 9.0% , (2.10)

where the energy is expressed in GeV.

2.2.5 The Muon System

The CMS muon system [55] is dedicated to the identification and measurement
of high pT muons, in combination with the tracker. The system is placed outside
the magnetic coil, embedded in the return yoke, to fully exploit the 1.8 T return
flux.

The system consists of three independent subsystems (Fig. 2.11):

• Drift Tubes (DT) are placed in the barrel region, where the occupancy is
relatively low (< 10 Hz/m2).

• Cathode Strip Chambers (CSC) are in the endcaps, where the occupancy is
higher (> 100 Hz/m2).
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Figure 2.11: A schematic view of a quadrant of the CMS muon system.

Figure 2.12: A schematic representation of a drift tube chamber. Drift lines in
presence of magnetic field are also shown.

• Resistive Plate Chambers (RPC) are both in the barrel and in the endcaps.

The Drift Tube system is made of chambers consisting of twelve layers of drift
tubes each, packed in three independent substructures called superlayers. In each
superlayer two chambers have anode wires parallel to the beam axis, two have
perpendicular wires. Thus, each superlayer can provide two measurements of the
r−φ coordinate and two measurements of the z coordinate of the track hit positions.
Each chamber (Fig. 2.12) is made of two parallel aluminum plates with “I” shaped
spacer cathodes, isolated from the aluminum plates with polycarbonate plastic.
Chambers are filled with a gas mixture of Ar(85%) and CO2(15%). The position
resolution is about 100 µm in both rφ and rz.

Cathode Strip Chambers are multiwire proportional chambers with segmented
cathodes (Fig. 2.13). Each chamber can provide both hit position coordinates.
Chambers are filled with a gas mixture of Ar(40%), CO2(50%), CF4(10%). The
chamber spatial resolution is about 80-85 µm.

Resistive Plate Chambers are made of parallel bakelite planes, with a bulk re-
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Figure 2.13: A schematic representation of CSC cathode panel (left) and anode
panel (right).

sistivity of 1010 ÷ 1011 Ωcm. The gap between the plates if filled with a mixture of
C2H2F4 (94.5%) and i-C4H10. They operate in avalanche mode. Those chambers
have limited spatial resolution, but they have excellent timing performances. They
are mainly used for bunch crossing identification.

2.3 Trigger system

LHC will produce interactions at 40 MHz frequency, but only a small fraction
of these events can be written on disk. On the one hand the speed at which data
can be written to mass storage is limited, on the other hand the vast majority of
events produced is not interesting, because it involves low transferred momentum
interactions (minimum bias events). Thus, a trigger system is needed to save inter-
esting events at the highest possible rate. The expected rate of events written to
disk is foreseen to be 100 Hz.

CMS has chosen a two-level trigger system, consisting of a Level-1 Trigger
(L1) [56] and a High Level Trigger (HLT) [57]. Level-1 Trigger runs on dedicated
processors, and accesses coarse level granularity information from calorimetry and
muon system. A Level-1 Trigger decision has to be taken for each bunch crossing
within 3.2 µs. Level-1 Trigger task is to reduce the data flow from 40 MHz to 100
kHz.

The High Level Trigger is responsible for reducing the L1 output rate down to
the target rate of 100 Hz. HLT code runs on a farm of commercial processors and
can access to the full granularity information of all the subdetectors.

The main characteristics of the CMS trigger system will be described in the
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Figure 2.14: Level-1 trigger components.

following.

2.3.1 Level-1 Trigger

The Level-1 trigger is responsible for the identification of electrons, muons, pho-
tons, jets and missing transverse energy. It has to have a high and carefully under-
stood efficiency. Its output rate and speed are limited by the readout electronics
and by the performances of the Data AcQuisition (DAQ) [58] system.

It consists of three main subsystems:

• L1 Calorimeter Trigger;

• L1 Muon Trigger;

• L1 Global Trigger.

The L1 Global Trigger is responsible for combining the output of L1 Calorimeter
Trigger and L1 Muon Trigger and for making the decision. L1 Muon Trigger is
actually a composed system itself: information from RPC, CSC and DT specific
triggers are combined in the so called L1 Global Muon Trigger. The organization
of CMS Level-1 Trigger is schematically summarized in Fig. 2.14.

L1 Calorimeter Trigger

The input for L1 Calorimeter Trigger is calorimeter towers, as to say clusters of
signals collected both from ECAL and HCAL. Towers are calculated by calorime-
ter high level readout circuits, called Trigger Primitive Generators. The Regional
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Calorimeter Trigger finds out electron, photon, τ and jet candidates along with
their transverse energy and sends them to the Global Calorimeter Trigger.

The Global Calorimeter Trigger sorts the candidates according to their trans-
verse energy and sends the first four to the L1 Global Trigger.

L1 Muon Trigger

The RPC trigger electronics builds Track Segments, gives an estimate of the pT
and sends these segments to the Global Muon Trigger. It also provides the CSC
logic unit with information to solve hit position ambiguities in case two or more
muon tracks cross the same CSC chamber.

The CSC trigger builds Local Charged Tracks (LCT), as to say track segments
made out of the cathode strips only. A pT value and a quality flag are assigned to
the LCTs. The best three LCTs in each sector of nine CSC chambers are passed to
the CSC Track Finder, that uses the full CSC information to build tracks, assign
them a pT and a quality flag and sends them to the Global Muon Trigger.

DTs are equipped with Track Identifier electronics, which is able to find groups
of aligned hits in the four chambers of a super-layer. Those Track Segments are
sent to the DT Track Correlator that tries to combine segments from two super-
layers, measuring the φ coordinate. The best two segments are sent to the DT
Track Finder that builds tracks and sends them to the Global Muon Trigger.

The Global Muon Trigger sorts the RPC, CSC and DT muon tracks and tries
to combine them. The final set of muons is sorted according to the quality, and the
best four tracks are passed to the L1 Global Trigger.

L1 Global Trigger

The L1 Global Trigger is responsible for collecting objects created from the
Calorimeter and Muon Triggers and for making a decision whether to retain the
event or not. If the event is accepted the decision in sent to the Timing Trigger and
Control System, that commands the readout of the remaining subsystems.

In order to take the decision, the L1 Global Trigger sorts the ranked objects
produced by calorimetry and muon system and checks if at least one of the thresh-
olds in the Level-1 Trigger table is passed. The Level-1 trigger rate for the low
luminosity period is about 50 kHz.

2.3.2 High Level Trigger

The High Level Trigger is designed to reduce the Level-1 output rate to the
rate of 100 events/s that is going to be written to mass storage. HLT code runs
on commercial processors and performs reconstruction using the information from
all subdetectors. Data read from subdetectors are assembled by a builder unit and
then assigned to a switching network that dispatches events to the processor farm.
The CMS switching network has a bandwidth of 1Tbit/s.
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This simple design ensures maximum flexibility to the system, the only limitation
being the total bandwidth and the number of processors. The system can be easily
upgraded adding new processors or replacing the existing ones with faster ones
as they become available. Since the algorithm implementation is fully software,
improvements to the algorithms can be easily implemented and do not require any
hardware intervention.

Event by event, the HLT code is run on a single processor, and the time available
to make a decision is about 300 ms. The real time nature of this selection imposes
several constraints on the resources an algorithm can use. The reliability of HLT
algorithms is of capital importance, because events not selected by the HLT are
lost.

In order to efficiently process events the HLT code has to be able to reject
not interesting events as soon as possible; computationally expensive algorithms
must be run only on good candidates for interesting events. In order to meet this
requirement the HLT code is organized in a virtually layered structure:

• Level 2: uses only complete muon and calorimetry information;

• Level 2.5: uses also the pixel information;

• Level 3: makes use of the full information from all the tracking detectors.

Each step reduces the number of events to be processed in the next step. The
most computationally expensive tasks are executed in the Level 3; time consuming
algorithms such as track reconstruction are only executed in the region of interest.
Besides, since the ultimate precision is not required at HLT, track reconstruction
is performed on a limited set of hits, and is stopped once the required resolution is
achieved.

2.4 CMS simulation and reconstruction software

The CMS simulation and reconstruction software, CMSSW [59], is a C++ [60]
framework that can be configured via Python [61] scripts.

CMS Event Data Model (EDM) is based on the concept of Event. An Event is a
C++ class that contains the information about a physics event, both raw level data
and reconstructed quantities. Reconstruction algorithms can access information
from the Event and put reconstructed quantities in it. Events can be read from
and written to ROOT [62] files.

CMSSW can be run feeding the desired Python configuration script into the
executable cmsRun. The configuration file contains the modules, as to say the algo-
rithms that the user wants to run and it specifies the order in which they need to
be run. The executable reads in the configuration file and, using a plugin manager,
finds out in which libraries the modules to be run are defined and loads them.
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2.4.1 Event simulation

Event generation in CMSSW can be done with many event generator programs.
Those programs can be run from within the framework, using dedicated interface
libraries. The configuration of the event generators is performed feeding cmsRun

with the appropriate configuration file containing the flags to be set in the event
generator. The event generator is responsible for filling the HepMC [63] record
with all the information about the currently generated event. The HepMC record
is then captured by the CMSSW framework and stored in the Event. At this level
the produced objects are said to be in GEN format.

After the event has been generated the simulation of the detector follows. The
first step in the simulation of instrumental effects is the smearing of the vertex
position. The event primary vertex, that is placed by the event generator at the
origin of CMS coordinate system, is smeared according to the expected pp impact
point distribution per bunch crossings. The next step is the simulation of the
interaction of particles with the detector. The description of these interactions is
achieved using GEANT4 [64]. Once energy deposits and multiple scattering effects
in the CMS subdetectors are simulated, the simulation of the signals produced by
the subdetectors follows. This step is known as “Digitization”, and the objects
produced at this level are said to be in SIM format.

2.4.2 Event reconstruction

At the beginning of reconstruction chain, real data consists of signals in each
of the subdetectors. Data at this step are said to be in RAW format. Starting
from RAW data the reconstruction of events follows. At this step of the event
reconstruction also the simulated events (GEN-SIM) are in RAW format. With
this approach exactly the same algorithms that will be used on real data can be
run on simulated samples.

The reconstruction chain is defined by the user via a Python script, which se-
lects the input files (usually ROOT files) and the modules to be executed and their
execution order, sets the parameters used by the modules and finally selects which
files have to be produced (usually one or more other ROOT files) and which objects
have to be stored into them. The objects produced at this level are in RECO format
or, after a further filter and reorganization, in AOD (Analysis Object Data) format,
which is a higher level object with respect to the RECO.

CMS is also equipped with a set of tools whose goal is to make CMS physics
analysis easier and more efficient. These tools are collected into a Physics Analysis
Toolkit, or PAT [65]. The Physics Analysis Toolkit is a layer built on and within the
CMSSW framework, with the aim of simplifying analysis operations by providing
easier access to high-level information, as well as tools to perform common analysis
tasks.
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Figure 2.15: Scheme of the Physics Analysis Toolkit (PAT) workflow.

Starting from data in RECO (or AOD) format, the PAT algorithm creates a
candidate for each particle present in the event, e.g. electron, jets etc., and pro-
duces ROOT files called PAT-tuples ready for the analysis. The algorithm proceeds
through the following steps, as shown in Fig. 2.15:

• Pre-creation: some preliminary information are added to the RECO (or AOD)
files, like correspondences with generator information in case of simulations.

• Candidate creation: significant available information are combined in a can-
didate object.

• Candidate selection: several extra selections can be applied by the user on
the created candidates.

• Candidate disambiguation: some of the physics measurements, like energy
deposits in the calorimeter might be reconstructed several times as different
physics objects. For example, a cluster in the electromagnetic calorimeter can
be interpreted as a photon, electron or jet. It might therefore be present in
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several different candidate collections at the same time. In this step further
information is added that allows to distinguish different physics objects.

• PAT Trigger Event : besides the main PAT production sequence, trigger in-
formation is re-keyed into a human readable form. Also the PAT trigger
matching provides the opportunity to connect PAT objects with trigger ob-
jects for further studies. Thus the user can easily figure out exactly which
object(s) fired a given trigger.

The produced PAT-tuples maintain full event provenance. Even if very flexible
in their content the objects are always well defined by the configuration file they
have been created.

2.5 Reconstructed data sample

As described in Sec. 2.1.1, the total amount of data delivered to CMS in 2010
is about 47 pb−1, while the amount of data actually recorded by CMS is about
43 pb−1. The difference between delivered to and recorded by CMS data is due
to the DAQ efficiency and to the dead time. The progressive rise of LHC instant
luminosity from the beginning of 7 TeV collisions to the rest of 2010 (shown in
Fig. 2.2), made necessary the gradual increase of the L1 trigger thresholds and the
used HLTs with tighter selection criteria. In Sec. 4.7 the triggers that are required
for the Z → ee events selection will be described.

Besides the first data filtering operated by the trigger system, a further decrease
of the available data sample is due to the run selection, i.e. the selection of runs
and luminosity sections (i.e. part of a single run) where CMS was fully operative
without any particular problem to some subdetector. These runs and luminosity
sections are considered good and should be processed. Within the CMS electron
group, where the study of pp → Z(ee) + jets shown in this thesis took place,
the official selection for the 2010 data taken used for the analysis leads to a total
integrated luminosity available [66]

L = (36.2 ± 1.4) pb−1 . (2.11)

The data sample was reconstructed making use of the PAT software package de-
scribed in Sec. 2.4.2, producing therefore PAT-tuple files which are the starting
point for the analysis described in the following chapters. The pre-selection cri-
teria applied on electrons and jets in the PAT phase, together with the trigger
requirements, will be described in Chapters 4 and 5.

In order to reduce the size of the produced PAT-tuples and the CPU time
required to process them in the further steps of the analysis, a first data skimming
is applied on data sample in the PAT phase. Not all the events are therefore stored
in the PAT-tuples, but only the events with the following characteristics:
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• presence of at least one couple of e+e− (null charge of the couple required),

• 50 GeV < me+e− < 130 GeV , where me+e− is the invariant mass of the
electron-positron couple.

The initial number of events collected in the selected runs and luminosity sections is
equal to 74885719, while the skimmed events stored in the PAT-tuples are 730522.





Chapter 3

MC production

For the pp → Z + jets cross section measurement, the use of Monte Carlo
simulations is needed in order to study the effects of the CMS acceptance on the
process, the reconstruction efficiency (to be compared with the data driven efficiency
that will be described in Chapter 6) and the effects of the reconstruction on the jet
multiplicity.

In the following sections the main aspects of the computations that lead to the
generation of realistic events will be briefly described. In particular the generators
used in this thesis for signal and background simulations will be described, i.e.
PYTHIA [67] and MADGRAPH [68, 69]. Finally the characteristics of the Monte Carlo
datasets used will be shown.

3.1 Event generator components

The structure of events produced at high energy colliders is extremely complex,
and numeric simulations are necessary to effectively simulate realistic events. Monte
Carlo event generators are complex computer programs that subdivide the problem
of producing realistic events into a sequence of tasks that can be handled separately
with the help of both analytic and numeric computation.

Different event generators exist that implement computations at different levels
of precision and with different techniques. Typically, the highest precision calcula-
tions, that take into account several orders in perturbation theory, are only available
for a limited number of processes, thus making it hard to derive predictions on in-
clusive quantities. On the other hand these quantities can often be described with
reasonable precision with programs that implement lower order calculations.

A schematic representation of the different components (and calculation steps)
that are implemented in event generators is shown in Fig. 3.1. The production of
hadron-hadron collision events is the result of the following chain of calculations:

• The first step is the calculation of cross sections for the selected processes.
Cross sections are calculated for a pair of incoming partons (quarks and glu-
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Hard event 

Multiple interactions

Beam remnants

Hadronization and hadron decays
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Figure 3.1: A schematic representation of the generation of an event in a typical
event generator [70]. Partons from the two incoming hadrons participate in the
hard scattering and in softer multiple interactions. Hadron remnants are treated.
Quarks and gluons are turned into hadrons by hadronization and then hadrons
decay.
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ons) extracted from the colliding hadrons. This step is performed by using
the Matrix Element (ME) method, which calculates the matrix element as-
sociated to the Feynman diagrams of the process. Matrix element will be
described in Sec. 3.2.

• The event production starts with two colliding hadrons with given momenta.
One parton out of each hadron is selected to enter the scattering process we are
interested in. This step is often referred to as hard scattering generation. Final
state partons and leptons are produced according to the calculated differential
cross sections.

• Resonances produced in the hard event are allowed to decay.

• When two partons take part in the hard event, accelerated colour charges
are present, thus bremsstrahlung can occur. This effect is called Initial State
Radiation (ISR). To simulate ISR, knowledge of the parton density function
is needed. In case of Z boson production for example, the ISR emission is re-
sponsible for the non null Z transverse momentum, due to the four-momentum
conservation. An example of ISR emission in Z production process is shown
in Fig. 3.2. The ISR is simulated with the Parton Shower (PS) algorithm,
which will be described in Sec. 3.3.

• Also the final state partons can produce further radiation, called Final State
Radiation (FSR). Such radiation is simulated by the Parton Shower algorithm.

• In addition to the partons taking part in the hard interaction, several other
parton pairs can interact during a hadron-hadron collision, giving rise to in-
teractions with smaller transferred momentum. These Multiple Parton Inter-
actions (MPI) contribute to the so called underlying structure of the event
(underlying event). Such interactions need to be simulated too if we want
to produce realistic events, and ISR and FSR need to be simulated for these
collisions too.

• Leftovers of the interacting hadrons need to be simulated to balance the colour
charge and four momentum conservation. The beam remnant handling is thus
another step in the event generation.

• The calculations described so far are carried out in the perturbative regime,
but, as the produced partons move apart from each other, the coupling con-
stant gets stronger and stronger and confinement effects take place. When
the coupling constant is strong enough quark-antiquark pairs are produced
from the vacuum and the partons turn into hadrons. This generation step is
referred to as hadronization, and is calculated by using empirical models (see
Sec. 3.4).
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Figura 3.3: Schematizzazione della radiazione di stato iniziale ISR che accompagna la

produzione di Z.

zione di un valore di soglia e l’applicazione di una procedura di ordinamento angolare

dell’emissione di partoni permette di eliminare le divergenze soft e collineari tipiche del

metodo ME. Questo metodo, ottimale per la descrizione dei jets, non riesce però a de-

scrivere correttamente scenari con partoni ben separati. Il metodo PS completa lo spazio

delle fasi che non si riesce a simulare col metodo ME. Le due tecniche descritte risultano

quindi complementari ed una loro applicazione combinata nei casi intermedi ne permet-

te una migliore interpretazione potendo sfruttare le caratteristiche dei due algoritmi nei

rispettivi limiti di validità.

3.2.2 Adronizzazione: il modello di Lund

Successivamente alla generazione dei partoni nello stato finale si procede alla loro

ricombinazione in adroni. Il processo di adronizzazione (altrimenti detto di “frammenta-

zione”) è un processo non perturbativo e quindi non è possibile a↵rontarlo con le consuete

tecniche. Uno dei modelli fenomenologici più utilizzati nei generatori di eventi è il co-

siddetto “modello di Lund”. Il modello a↵erma che il flusso di colore tra un quark q ed

un antiquark q̄ che si formano nello sciame partonico collassa in una stringa piuttosto che

Figure 3.2: Example of the Initial State Radiation in a process of Z boson produc-
tion.

• Finally, the event generator takes care of decaying τ leptons and B-hadrons; in
general particles with very short lifetime are allowed to decay by the generator
itself. Those that live enough to reach the detector are left undecayed.

The main steps of the event generation, i.e. Matrix Element, Parton Shower
and Hadronization, will be briefly described in the following sections.

3.2 Matrix Element (ME)

The first step in the generation of an event is the calculation of the hard processes
cross sections. General purpose event generators can perform such calculations for a
vast variety of processes. Nevertheless it is often useful to interface such generators
with dedicated hard process libraries in order to produce particular events, such as
Supersimmetry (SUSY) processes for example.

The state-of-the-art in the field of matrix element (ME) calculation is NLO,
with all the virtual loop corrections included. Loop calculations are complex and
they are available for a limited number of processes. For this reason tree-level
matrix element calculations still play an important role in the simulation of events
produced at hadron colliders. Tree-level cross section calculations can be performed
up to several (in order of eight) partons in the final state [68].

The main problems with tree-level matrix elements are the soft and collinear
divergences (Sec. 1.5.3). Since at tree-level the loop corrections that would can-
cel these divergences are omitted, the phase space has to be carefully tailored to
avoid the problematic regions. This means that the matrix element cross section
calculations are performed away from soft and collinear divergences.

In order to produce realistic events, phase-space regions omitted from the matrix
element calculations need therefore to be recovered, with care to avoid divergences.



3.3 Parton Shower (PS) 53

This is done in a quite effective way by using Parton Shower calculations.

3.3 Parton Shower (PS)

When treating 2 → n processes, tree-level Matrix Elements suffer from diver-
gences in the soft and collinear regions. The splittings that suffer from these diver-
gences are q → qg, q̄ → q̄g, g → gg: the two first processes have a QED counterpart,
while the third comes from the non-abelian nature of QCD. The splitting g → qq̄
does not suffer from the soft divergence. The tree-level divergences would be re-
moved including also virtual corrections. Such calculations, however, are extremely
complex and are available only for a limited set of processes.

Parton Shower algorithm offers an alternative way both to handle the complexity
of several successive branchings and to remove soft and collinear divergences. The
parton showers are described by the algorithm as a succession of elementary events
a → bc, where each event can happen with a certain probability. The Parton
Shower machinery thus handles the divergences of the original Matrix Element by
imposing the conservation of total probability. The parton cascade is evolved down
to a certain virtuality, of the order of 1 GeV 2. After that, non perturbative effects
take place and hadronization is applied.

It should be noticed that the parton shower machinery relies on a collinear
approximation of the matrix element, thus it should perform well in the description
of the evolution of jets, but one cannot expect it to give a precise answer for the
description of well separated parton configurations.

3.3.1 Merging Matrix Elements and Parton Shower

Matrix element and parton shower calculations have different virtues and differ-
ent applicability limits. We can summarize some of the main facts about the ME
calculations as follows:

• as long as tree-level is concerned, these calculations can be performed up to
several (order of eight) partons in the final state;

• ME are good at describing well separated parton configurations;

• ME calculations are exact to a given order in perturbation theory.

However:

• ME cross sections have divergences in the soft and collinear regions, thus they
can not describe the internal structure of a jet;

• since hadrons is what it is observed in experiments, fragmentation models
need to be applied to the partons. To use bare ME partons would imply the
need to tune these models for each center of mass energy; this fact limits the
applicability of bare ME calculations.
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On the other hand, Parton Showers:

• are universal; given the basic hard process, the parton shower technique will
produce realistic parton configurations;

• are derived in the collinear limit, and handle divergences by requiring conser-
vation of total probability. This makes them particularly suited to describe
the evolution of jets;

• can be used to evolve partons down to a common scale; this removes the need
of tuning fragmentation models at different scales.

However, since they are derived in the collinear approximation, they may fail in
efficiently filling the phase space for well separated parton configurations.

From the above description it is clear that a combined use of ME and PS would
make it possible to take advantages of the qualities of the two approaches in the
phase space regions where each performs better [71–73].

Several prescriptions exist to perform ME-PS matching avoiding double-counting
or holes in the phase space. Care must be taken indeed to avoid that a configuration
with n partons emerging from the ME is produced also by an (n− 1)-partons ME
plus an additional hard emission coming from the PS.

3.4 Hadronization

After the Parton Shower step of the event generation what remains is a set of
partons with virtualities of the order of the cutoff scale at which the shower was
stopped. Hadronization is the step in which partons are turned into hadrons. The
process is non-perturbative and at the present moment it is described by several
models. The one used by PYTHIA and MADGRAPH is the Lund string model [74].

3.4.1 Lund string model

Quark and antiquarks produced in the shower move apart from each other trans-
ferring part of their energy to the colour field that connects them. As they move
apart the color field lines tighten and acquire a string shaped configuration. The
energy stored per unit length in the colour field tends therefore to be uniform, as
shown in Fig. 3.3. When enough energy is stored in the string it can break up into
a quark antiquark pair.

Figure 3.3: Schematic representation of the color field as the string forms.
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With this simple mechanism the formation of mesons is described. The flavour
of the qq̄ pair that results from the string break up is assigned with probabilities
tuned to data. The formation of baryons is more complex and it requires considering
a three quark final state in which two of the quarks are close and form one of the
two end points of the string [74].

3.5 PYTHIA and MADGRAPH generators

MC samples used in this thesis have been produced by using PYTHIA 6.4 and
MADGRAPH 4.4.12 generators.

PYTHIA [67] is a general purpose generator, which has been used extensively
at LEP, HERA and at Tevatron for e+e−, ep and pp̄ physics. It contains a large
subprocess library covering Standard Model physics but also SUSY, Technicolor and
other Exotics processes. PYTHIA uses ME method for the cross section calculation
at LO, while for higher order diagrams, like ISR and FSR gluon emission, it uses
the PS method. This recipe is inefficient in describing jets with a high emission
angle, due to the PS inefficiency for well separated partons (see Sec. 3.3.1). To
reduce this effect PYTHIA implements a corrected PS approach, in which the first
emission from the shower is ME-corrected.

MADGRAPH [68,69] uses instead ME also for events with more than one jet, even
if considering only real diagrams. The jet energy distribution is therefore described
better than with PYTHIA. Nevertheless it does not consider the contributions carried
to cross section calculation by the virtual diagrams, e.g. gluon exchange between
incoming quarks. The cross calculation is thus performed at LO, as in PYTHIA.
The event information (particle IDs, momenta, spin etc.) is then interfaced with
PYTHIA which handles the rest of the generation steps (involving parton showering,
hadronization etc.).

The last step of the event generation, i.e. the hadronization, is performed
both for PYTHIA and MADGRAPH by using the Lund string model, as described in
Sec. 3.4.1.

The generation of the underlying event is a complicated process. For its descrip-
tion several phenomenological models exist, with various degrees of sophistication.
The increased activity in the underlying event of a hard scattering collision over
that observed in soft collisions cannot be explained solely by ISR. Multiple parton
interactions provide a natural way of explaining this increased activity. A hard
scattering is more likely to occur when the hard cores of the beam hadrons overlap
and this is also when the probability of a MPI is greatest. The transverse region
is sensitive to the underlying event and the MPI parameters have to be tuned to
fit the data. Besides the underlying event, also the hadronization step have to be
tuned to data, as stated in Sec. 3.4.1. Since the tuning belongs to generation steps
simulated with the PS, only PYTHIA needs to be tuned. MADGRAPH samples will be
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tuned by using the same PYTHIA tunes.
At CMS, two PYTHIA tunes have been applied to the generated MC samples

and were studied: the Z2 tune and the D6T tune. Z2 tune [75], which seems to
agree better with collected data as will be shown in the following Chapters, uses
the parton shower ordered in transverse momentum and was tuned to the first
collision data at the LHC. Therefore the description of the underlying event does
not rely solely on extrapolations to LHC energies but already is able to properly
describe the first minimum bias data obtained at the LHC. D6T tune [76] employs
the virtuality ordered shower and it is a relatively old tune, based on measurements
at the Tevatron collider and older machines. It uses extrapolations in order to make
predictions for LHC energies.

For this thesis the Z2 tune was used both for signal and background simulated
samples. For the signal sample also D6T tune was used as complementary for
systematics studies.

3.6 MC samples produced

To model the data, a set of MADGRAPH and PYTHIA Monte Carlo samples pro-
vided by the CMS generator group was used. All the samples used are simulated at√
s = 7 TeV, i.e. the energy in the center of mass frame of the 2010 LHC collisions,

and include pileup corresponding to the expected pileup in 2010 collision data.

Signal

In order to have a more efficient jet simulation, the signal pp → Z + jets was
modeled with a MADGRAPH Drell-Yan dataset. Z decays in the three leptonic families
are included in the dataset and the kinematic cut Ml+l− > 50 GeV was applied to
the lepton pair. For the normalization to the integrated luminosity of data, the
NNLO cross section (determined with FEWZ code [32]) was used. As stated in the
previous section, two different datasets were used for the signal simulation, one using
the Z2 tune and the other using the D6T tune. Z2 was the main tune used for the
analysis, while D6T tuned dataset was used only for systematics studies. Finally, in
order to compare the obtained results also with PYTHIA generated Z + jets events,
also a PYTHIA sample Z → e+e− + jets is used for the signal, as will be shown in
Chapter 7, with Me+e− > 20 and Z2 tune.

Background

For what concerns the background, seven contributes were considered.

• Four contributions belong to the EWK background:

- W + jets→ lνl,

- WW → anything,
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- WZ → anything,

- ZZ → anything.

The first of them was simulated with MADGRAPH and includes W decays in
all the three leptonic families. The other EWK samples are simulated with
PYTHIA . To scale them to the data luminosity, NNLO cross section was used
for W + jets while NLO cross section was used for the other EWK samples.

• Another contribution is given by

- pp→ tt̄.

This sample was modeled with PYTHIA and the NLO cross section was used
for the normalization.

• The last two contributions belong to the QCD background and are called:

- QCD ElectroMagnetic (EM) enriched,

- QCD b, c→ e.

The QCD EM enriched background includes jets and it is enriched with elec-
tromagnetic contributions (i.e. electrons and photons), while the QCD b, c,→
e background represents the background of electrons coming from heavy quark
decays. These two background samples, which are mutually exclusive, are
simulated with PYTHIA in three distinct regions of transverse momentum of
the partons produced in the hard scattering: 20 GeV < p̂T < 30 GeV ,
30 GeV < p̂T < 80 GeV and 80 GeV < p̂T < 170 GeV . Each sample is
normalized to the data luminosity by using the LO cross section. Due to the
very high cross sections of the QCD processes, the simulated statistics for 4
out of 6 QCD samples is less than the available data statistics, and therefore
they have been multiplied by a normalization factor greater than 1, as shown
in Table 3.2.

As done for data samples (see Sec. 2.5), a first data skimming is applied on MC
sample in the PAT phase, in order to reduce the size of the produced PAT-tuples
and the CPU time required to process them in the further steps of the analysis.
The skimming requirements are the same applied on data, i.e.

• presence of at least one couple of e+e− (null charge of the couple required),

• 50 GeV < me+e− < 130 GeV , where me+e− is the invariant mass of the
electron-positron couple.

The full list of Monte Carlo samples and their cross sections is summarized on
Table 3.1 for signal and Table 3.2 for background. The total number of processed
events, the number of skimmed events and the scale factor for the normalization to
the 36.2 pb−1 of data luminosity are also shown in the tables.
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Chapter 4

Electron reconstruction and Z(ee)
events selection

Electrons are selected in CMS through their charged hits in the Tracker and
their energy deposit in ECAL. The reconstruction of electrons therefore uses infor-
mation from the Pixel detector, the Silicon Strip Tracker and the Electromagnetic
Calorimetry. A brief description of these detectors has been given in Chapter 2.
Here the standard offline electron reconstruction algorithms are shown, together
with the applied criteria for selecting Z → ee events. Unless specified, the word
“electron” refers in the following to both electron and positron, as well as the sym-
bol “ee” is used to denote an electron-positron couple.

4.1 Standard electron reconstruction in CMSSW

The electron reconstruction relies on the combination of both Tracker and Calori-
metry information. Three main steps can be identified: the energy “clustering” in
ECAL, the track-seeding and finally the inward-outward track reconstruction. The
algorithms used for these three steps are implemented in the CMSSW Electron
Photon package and they are employed both for HLT and offline analysis.

4.1.1 Calorimetric energy reconstruction

Electron reconstruction begins by clustering the ECAL energy of the electron.
A single electron generates a shower which develops on several ECAL crystals. For
a supermodule of the ECAL barrel in the test beam, electrons with an energy of
120 GeV impinging at the center of a crystal deposit about 97% of their incident
energy in a 5×5 crystal window [77]. Due to the presence of the tracker material in
front of the Electromagnetic Calorimeter, there is also a significant bremsstrahlung
emission which is responsible for a further energy spread in the bending plane,
i.e. along the φ direction. It is therefore necessary to collect the energy of all the
crystals involved in these processes. The starting point is the search for crystals with
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6 The Hybrid algorithm
It has already been mentioned that for single showers, such as those produced by

unconverted photons, or those produced by electrons in testbeam conditions, energy sums of fixed
arrays of crystals seem to consistently give better results in terms of energy resolution, than energy
sums of crystals collected dynamically according to a cluster or “bump” finding algorithm. This
seems to be because containment variation as a function of impact position is amplified by dynamic
cluster finding. The Hybrid algorithm attempts to use the η−ϕ geometry of the barrel crystals to
exploit the knowledge of the lateral shower shape in the η direction (taking a fixed domino of three
or five crystals in η), while searching dynamically for separated (bremsstrahlung) energy in the ϕ
direction.

A clarification is perhaps useful for users of the software: the Hybrid algorithm is inherently
a super-clustering algorithm. The software framework in the ElectronPhoton domain has been set up
as a three step process: 1) make clusters, using a clustering algorithm, 2) promote clusters passing
some criteria to the status of ‘seed clusters’, 3) make super-clusters by associating other clusters to
seed clusters. The Hybrid algorithm has been fitted into this framework, but its seed making and
super-clustering steps in this framework associate sub-clusters that have, in fact, already been covertly
associated during the first clustering step. The Hybrid algorithm is designed to reconstruct relatively
high energy electrons in the barrel (so far we have used it for electrons with pT > 10 GeV). By contrast,
when looking for small deposits of energy in individual clusters, for example when making a
calorimetric isolation cut, the basic clusters of the Island algorithm are more appropriate objects to
work with.

Starting from a seed crystal — the maximum energy crystal in the region being searched,
which must also satisfy the condition ET > ET

hybseed — 1x3 crystal dominoes are made, each with
their central crystal aligned in η with the seed crystal. If the energy of the central crystal of a domino
is greater than Ewing then a 1x5 domino is used. This making of dominoes proceeds Nstep crystals in
each direction from the original seed. Dominoes with energy less than Ethresh are eliminated. The
domino construction step of the algorithm is illustrated in Figure 6.

Fig. 6: Domino construction step of Hybrid algorithm

η

ϕ

seed crystal

search ± Nstep

sub-cluster sub-cluster

1x5 domino

1x3 domino

(a)

May 18, 2007 CU CMS Retreat

Electron Reconstruction

• Strategy:  Start with the supercluster

• Cut on EHCAL/EECAL.  Value depends on analysis.
See Lorenzo’s talk.

• Areas of study: clustering algorithms
(within ECAL DPG)

C.M. Kuo

Supercluster Position: weighted
average of individual cluster
positions.

Factoid: If all sub-particles reach
the ECAL and are included in the
SC, and nothing goes wrong (eg no
shower overlaps), the SC position
gives the impact point of the
electron, had it not radiated.

(b)

Figure 4.1: Domino construction (a) and supercluster construction (b) steps of
Hybrid algorithm [80].

energy above a certain threshold, which are called seeds. The seeds are sorted in
descending order of ET and only the most energetic seed is kept among the adjacent
ones. Starting from each seed the energy deposits are then grouped by using two
different reconstruction algorithms [78,79]: the Hybrid algorithm, used in the barrel,
and the Multi5 × 5 algorithm, employed in the endcaps. Two different algorithms
are necessary to take into account the different geometry of ECAL crystals and the
different magnetic field map in barrel and endcap regions.

The Hybrid algorithm

In the barrel region clustering is obtained by using the Hybrid algorithm, which
takes advantage of the η − φ projective geometry of the crystals to perform the
collection of both the energy in individual showers and of the set of showers com-
patible with a bremsstrahlung emission. This is done by collecting energy within a
rectangular window extended in the φ direction.

The Hybrid algorithm operates as follows. A list of seed crystals withET > 1 GeV
is first constructed. Starting from a seed crystal, a cluster is defined as an ensemble
of φ-contiguous “dominos”, which have collected an energy larger than 0.1 GeV.
Each domino consists of 5 crystals with the same φ value (which corresponds to a
domino width of 0.087 in η). Valleys, where less than 0.1 GeV are collected in a
domino, separate different clusters.

The dominos are then clustered in φ in order to form superclusters. Each distinct
cluster of dominos grouped in the supercluster is requested to have a seed domino
with energy greater than 0.35 GeV. The φ roads are allowed to extend up to ±17
crystals around the seed, which corresponds to ±0.174 rad. The hybrid supercluster
is made up of a series of showers at constant η but spread in the φ-direction. In
Fig. 4.1 the domino and the supercluster construction steps are shown. Each energy
deposit can be well contained in a 5× 5 crystal window.
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Figure 3: An illustration of two overlapping multi5×5 clusters. Crystals indicated in yellow
are eligible to seed further multi5×5 clusters provided they are local maxima in energy.

1.2.1 Recovery of energy deposited in the preshower

In the endcap, the region 1.6 < |η| < 2.6 is covered by the preshower detector. Electrons and
photons reconstructed in this region will typically deposit some fraction of their energy in the
preshower, so this energy must be measured and added to each cluster. This is done by sum-
ming the energy from the preshower strips that intersect at the position extrapolated between
each energy deposit in the calorimeter and the primary vertex. This energy sum is computed
for and added to each endcap supercluster before any energy scale corrections are applied. The
parameters for this procedure are controlled by the configuration

RecoEcal/EgammaClusterProducers/python/multi5x5SuperClustersWithPreshower cfi.py.

Figure 4.2: An illustration of two overlapping Multi5×5 clusters. Crystals indicated
in yellow are eligible to seed further Multi5 × 5 clusters, provided they are local
maxima in energy [78].

The Multi5× 5 algorithm

Since the crystals in the endcaps are not arranged in an η − φ projective ge-
ometry as in the barrel, the hybrid algorithm cannot be applied there. The same
idea of collecting energy deposits within a window in η and φ must be therefore
implemented differently. This is achieved by using the Multi5× 5 algorithm, which
operates as follows on the set of crystals sorted in descending order of ET .

The Multi5 × 5 algorithm starts from a seed crystal with ET > 180 MeV, and
checks if it is a local maximum in energy by comparing its energy to the energy
of its 4 neighbours by side in a Swiss Cross pattern. If the crystal is not a local
maximum, the algorithm continues by searching for other seeds. Around each seed
it constructs a 5× 5 matrix of crystals, including only crystals that do not already
belong to a cluster.

To allow closely overlapping showers due to bremsstrahlung to be collected, the
outer 16 crystals of the 5×5 matrix may seed a new matrix. In case of overlaps, the
overlapping crystals are associated to the cluster with largest seed ET . An example
of the result of this process is shown in Fig. 4.2.

To produce the final supercluster by recovering bremsstrahlung, a rectangular
window in η and φ extended in the φ-direction is created around energy deposits
with transverse energy above 1.0 GeV. Other energy deposits falling within the
window are added to form the supercluster. This procedure is performed in de-
scending order of ET of the energy deposits and an energy deposit may only belong
to one cluster.

In the endcaps, the region 1.6 < |η| < 2.6 is covered by the preshower detector.
Electrons and photons reconstructed in this region will deposit some fraction of their
energy in the preshower, so this energy must be measured and added to each cluster.
This is done by summing the energy measured from the preshower strips intersected
at the position extrapolated between each energy deposit in the calorimeter and the
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primary vertex. This energy is added to each endcap supercluster before any energy
scale corrections are applied.

Energy scale corrections

To perform a precise measurement of electron or photon energy at the primary
vertex, a number of calibration and energy corrections have to be applied [78,
79]. The electron/photon energy is computed as the sum of the signal amplitude
measured in the channels included in the supercluster, corrected as follows:

Ee/γ = F ×
∑

cluster

G · ci · Ai ,

where Ai are the amplitudes measured in each crystal in ADC counts, ci are the
crystal intercalibration constants, G is global scale calibration term and F represents
the supercluster energy correction.

The intercalibration procedures aim at determining the ci coefficients. The
largest sources of variations are due to the light yield difference between the crystals,
and to the APD and VPT gain variation (see Chapter 2 Sec. 2.2.3). These variations
are reduced by calibration with radioactive sources, test beam and cosmic rays (only
for the barrel). The final step of the intercalibration is performed with collision data,
by using the symmetry of energy deposits in φ and the π0, η → γγ decays.

The factor F is composed by three different factors:

F = CEB(η)× f(brem)× f(η, ET ) ,

• CEB(η) function corrects for the leakage of energy from the exposed faces of
the barrel crystals, which increase with η. This correction therefore is only
applied to barrel crystals.

• f(brem) aims at correcting for the response of the clustering algorithm to the
shower, where brem describes the spread of the electromagnetic cascade, i.e.
the dimensions of the cluster.

• f(η, ET ) is a residual correction applied to all reconstructed supercluster, due
to the nonlinear distribution of matter in the detector and of the energy
dependence.

The energy resolution obtained with barrel supermodules in a test beam for
120 GeV electrons is shown in Fig. 4.3, before and after all relevant corrections
have been applied.

4.1.2 ECAL driven seeding

After superclusters have been reconstructed, the electron track reconstruction is
seeded by matching ECAL superclusters with hit pairs or triplets from the innermost
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Figure 2: Energy resolution measured with barrel su-
permodules in a test beamwith 120 GeV electrons [1].

Figure 3: Electron reconstruction efficiency vs. |η| for
a uniform pT distribution between 5 and 50GeV/c [2].

electrons, a pre-identification is performed using a boosted decision tree. The input variables are the ECAL match-
ing variables, preshower information in the endcaps, the number of hits along the trajectory, the track fit χ2 and an
estimation of the Bremsstrahlung energy loss from the difference in the track momentum estimated at the vertex
and at the ECAL surface. This approach is expected to be well suited for electrons with pT < 5− 10 GeV and for
non-isolated electrons.
The electron track fit has to account for the higher average energy loss compared to minimum ionizing particles
and by the non-Gaussian nature of the Bremsstrahlung energy losses. To account for the latter, a Gaussian-Sum
Filter (GSF) has been developed [8] allowing good estimation of the track momentum both at the vertex and at the
ECAL surface.

The electron energy is estimated as the average of the supercluster energy and the track momentum weighted by
their respective errors, as described in [7]. The supercluster energy contribution dominates for ET > 20 GeV.

4 Electron selection
Jets have a high probability of faking electron candidates by having an electromagnetic energy deposit coinci-
dent with a charged particle track. Electron selection aims at purifying the sample of electron candidates, and is
conceptually factorized in two aspects:

• identification, performed on the basis of the measurements associated to the electron candidate (the ECAL
cluster, the HCAL energy behind the ECAL cluster and the trajectory measured in the tracker). Identification
is essentially independent of the event topology;

• isolation, aiming at selecting isolated primary electrons by requiring little event activity surrounding them.

A set of four robust identification variables have been identified, that are not affected by initial detector miscali-
brations and misalignment and can be used at the start of data taking: the differences between the energy-weighted
position in (η, φ) of the supercluster and the (η, φ) of the GSF track at the innermost point extrapolated to the
ECAL, the ECAL shower width in the η direction (the direction which is not affected by Bremsstrahlung) and the
ratio of the energy measured in the HCAL beyond the ECAL shower to the supercluster energy.

The isolation variables consist of sums of transverse components of energy deposits in ECAL and HCAL and track
pT within conical regions of ∆R < 0.4. The regions are centred on the supercluster position for the calorimetric
isolation variables, and on the track direction at the vertex for the track isolation. In all three cases the possible
track or energy footprint of the electron is removed by excluding an inner cone, and in the case of the ECAL sum
also a narrow strip in the φ direction.

The cuts applied on these variables can be optimized in an analysis-dependent way so as to achieve the required
signal-to-background ratio. Measurements of the Z → e+e− andW → eν cross-sections will provide excellent

6

Figure 4.3: Energy resolution measured with barrel supermodules in a test beam
with 120 GeV electrons [79].

tracker layers, i.e. using an ECAL driven seeding [81]. In the barrel region the hits
may belong to the TIB layers, but at least 1 hit must be a pixel hit (to reduce to
number of reconstructed electrons coming from conversions). In the endcaps also
pixelless seeds are allowed, composed by TID or TEC hits.

The adopted procedure takes advantage of the fact that the supercluster position
is on the helix of the initial electron trajectory and therefore it is possible to predict
the position of the hits backpropagating the helix parameters through the magnetic
field towards the innermost part of the measured trajectory. This strategy allows
for an efficient filtering of background from jets faking electrons.

Windows in φ and z (or transverse radius rT in the forward region) are defined in
order to match the hits of each trajectory seed, taking into account both sign charge
hypotheses. In case of triplets, at least two out of the three hits are required to be
matched. Once a hit is matched on the first layer, this information is used to refine
the helix parameters and a second hit is looked for in the second layer using smaller
windows. In order to further reduce the contamination of fake electrons from jets,
the first φ window is made ET dependent. In Fig. 4.4 the seeding efficiency as a
function of the generated electron pT is shown.

The output of the ECAL driven seeding is the starting point of the electron
track reconstruction.

4.1.3 Electron track reconstruction

Once the track seed has been identified, the full track reconstruction is per-
formed. The standard algorithm used in CMS for the track reconstruction is the
Kalman Filter (KF) [82]. The starting point is the trajectory model for a relativis-
tic charged particle in a magnetic field, i.e. a helix with the axis parallel to the
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regions (1.442 < |ηSC | < 1.56). Electrons are from Z→ee decays for the signal and from QCD di-jet events
and phat

T within 15-170 GeV/c for the background. A cut value of 0.15 is used. After applying the preselection
cuts described in 4, it corresponds to an electron (resp. jet) efficiency of 98.8% (resp. 54.5%) overall, and of
99.3% (resp. 58.8%) in the ECAL barrel, 99.2% (resp. 48.6%) in the ECAL endcaps and 85% (resp. 53%) in
the transition region between the barrel and endcap parts. The efficiency of this cut as a function of the generated
electron pe

T is also shown on Fig. 1.

Jet Eff.
0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0

El
e 

Ef
f.

0.87
0.88
0.89
0.90
0.91
0.92
0.93
0.94
0.95
0.96
0.97
0.98
0.99
1.00
1.01

Barrel
Endcap
EB-EE Gap
All

(a)

 (GeV)e
T

p
20 40 60 80 100 120

Ef
fic

ie
nc

y

0.95

0.955

0.96

0.965

0.97

0.975

0.98

0.985

0.99

0.995

1

Barrel

Endcap

(b)

Figure 1: Performance of the H/E observable for the ecal driven seeding: (a) efficiency/rejection curves for all
electrons (solid line, black), for electrons in the ECAL barrel (dashed, red), in the ECAL endcaps (dashed-dotted-
dotted, blue) and in the transition region between barrel and endcaps (dashed-dotted, magenta); (b) efficiency as
a function of the generated electron pe

T . Electrons are from a sample of Z→ee decays for the signal and from a
sample of QCD di-jet events with phat

T = 15-170 GeV/c for the background. The preselection cuts described in
Sec. 4 have been applied.

The seeding algorithm combines pixel and TEC layers so to gain in efficiency in the forward region where the
coverage by the forward pixel layers is limited. The selection is made by matching the superclusters with trajectory
seeds build from hit pairs or triplets. Windows in φ and z (or transverse radius rT in the forward region) are used
to match the 2 hits of each trajectory seeds, taking into account both charge hypotheses. In case of triplets, at
least two out of the three hits are required to be matched. This procedure takes advantage of the fact that the
supercluster position is on the helix of the initial electron trajectory, so that one can predict the position of the
hits backpropagating the helix parameters through the magnetic field toward the innermost part of the measured
trajectory, before which radiation is unlikely to have occured. This strategy, developed for HLT, allows for an
efficient filtering of background from jets faking electrons. The first layer windows are made loose in both φ and
z (or rT ) in order to account for residual material effects and for the beam spot position uncertainty σz along the z
axis. Once a hit is matched on the first layer, this information is used to refine the helix parameters and a second
hit is looked for in the second layer using smaller windows. In order to further reduce the contamination from fake
electrons from jets, the first φ window is made ET dependent, where ET is the measured transverse energy from
the supercluster. The matching windows have been recently reoptimised [15] and their definitions are presented in
Table. 1.

1st windows 2nd windows
δz or δrT δφ δz δrT (PXF) δrT (TEC) δφ

10 GeV/c ±5σz [-0.14;0.08] rad ±0.09 cm ±0.15 cm ±0.2 cm ±4 mrad
35 GeV/c ±5σz [-0.05;0.03] rad ±0.09 cm ±0.15 cm ±0.2 cm ±4 mrad

Table 1: Definition of the seed matching windows. The ET -dependent first φ window extension is given for 10 and
35 GeV/c. σz is the beam spot width along the z axis.

2

Figure 4.4: Electron seeding efficiency as a function of the generated electron pT .
Electrons are from a simulated sample of Z → ee decays for the signal and from
a sample of QCD di-jet events with phatT = 15 − 170 GeV for the background. The
preselection cuts described in Sec. 4.2 have been applied [81].

direction of the magnetic field. The number of parameters needed to describe such
a trajectory is five. Therefore tracks are described by a five dimensional state vector
~y containing the information about the momentum, the direction and the position
at each point of the trajectory. The state vector can be written as a function of
a coordinate, ~y = ~y(z), and its evolution as a function of z can be described by a
set of differential equations. It is anyway sufficient to consider the state vector in a
discrete set of points, e.g. the intersection of the track with the silicon sensors. In
this way the problem reduces to a discrete set of equations

~y(zk) ≡ ~yk = ~fk−1(~yk−1) + ~wk−1 (4.1)

where ~fk−1(~yk−1) is the track propagator from the detector k − 1 to the sensor k
and the random variable ~wk−1 is the noise which incorporates a random disturbance
of the track between zk−1 and zk. The state vector ~y is not directly observed and
the quantities ~m measured by the detector are functions of the state vector with a
distortion due to the measurement noise ~εk

~mk = ~hk(~yk) + ~εk (4.2)

and should be inserted in Eq. (4.1) in place of ~y.
The track fitting with the Kalman Filter proceeds throughout three steps: the

filtering, i.e. the estimate of the state vector with a local measurement, the predic-
tion of the state vector in the future, and the smoothing, i.e. the estimate of the
state vector in the past by using all the measurements collected up to the present
time. The track vector is extrapolated from the k− 1 detector to the k detector by
means of the track model, then the extrapolated state vector is updated with the
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measurement on the detector k. The covariance matrix of the extrapolated state
vector is computed by error propagation and the covariance matrix of the noise
between the detectors k − 1 and k is added to the propagated one. The smoothing
of the estimate state vector can be done running two filters both inward-outward
and outward-inward and then combining both the predictions with the measured
value.

The Kalman Filter is a least square estimator, where the theoretical model of
the trajectory is not a priori known and has to be obtained and updated every
iteration of the filter. It is the optimal filter when the system is linear and both ~wk
and ~εk are Gaussian random variables, otherwise non linear filters may do a better
job as described in the following.

The bremsstrahlung problem

The main problem related to the electron track reconstruction is the bremsstrah-
lung emission in the tracker, which strongly affects both the momentum and the
energy measurements. The material budget before ECAL varies as a function of
the pseudorapidity and it has its maximum around |η| = 1.5, as shown in Fig. 2.8
of Chapter 2. Such a large amount of material causes a significative bremsstrahlung
emission. As expected such bremsstrahlung emission is directly related to the
tracker material, as shown in Fig. 4.5 where the number of emitted photons is
plotted as a function of electron pseudorapidity for 30 GeV pT electrons.

For what concerns the tracking, when a photon is emitted the track gets more
curved than predicted from the most probable value, hence biasing the estimation
towards lower pT values. This effect depends on the hardness of the photon which
is radiated, so the tail is more evident for higher pT tracks. Again, a late radiation
has only a small effect on the reconstructed track parameters. Another important
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5.5 the number of photons which are emitted is plotted as a function of the elec-
tron pseudorapidity for 30 GeV/c p electrons. The pattern clearly reproduces the
tracker material budget.
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Figure 5.5: Number of bremsstrahlung photons emitted as a function of the elec-
tron pseudorapidity for 30 GeV/c p electrons. Only photons with energy higher
than 10 MeV have been generated.

The bremsstrahlung radiation affects both tracker and calorimetric measure-
ments. Due to the kinematics of the bremsstrahlung emission, the photons move
along the tangent to the electron trajectory. Their trajectory is a straight line while
the electrons curve in the magnetic field and this results in a spread in the di-
rection of the energy reaching ECAL. The impact points of the photon and of the
electron on the ECAL surface are more distant if the photon is emitted at the be-
ginning of the electron trajectory with respect to the case of late emission. The
distance between the two impact points also decreases for high transverse mo-
menta.
From the ECAL point of view this affects the electron energy reconstruction. Fi-
gure 5.6 on the left shows the reconstructed over the true energy distribution for
electrons with fixed p in the ECAL barrel. The long tail at low energy is the result
of the bremsstrahlung emission, while the Gaussian part of the distribution corre-
sponds to the energy that would be reconstructed in absence of bremsstrahlung.
The effect of the bremsstrahlung emission is more evident at low energy due to the
largest distance between the electron and the photon impact points on ECAL. In
figure 5.7 the dependence of the ratio E/E on the first ‘hard’ ( E 100 MeV)

Figure 4.5: Average number of bremsstrahlung photons emitted as a function of
the electron pseudorapidity for 30 GeV pT simulated electrons. Only photons with
energy higher than 10 MeV have been generated [83].
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consequence of the bremsstrahlung emission on tracker measurements is the low
number of hits in the tracks, because the reconstruction is often stopped by the
hard χ2 cut in the reconstructed track updating when hard photon are emitted.

The Gaussian Sum Filter algorithm

The noise ~w, present in Eq. (4.1), takes into account both the multiple scattering
and the energy loss. In case of high energy electrons, the ionization loss can be
neglected with respect to the energy loss due to bremsstrahlung. The latter can be
described by using the Bethe-Heitler model [84], in which the probability density
function f(z) of the electron energy loss is expressed by

f(z) =
(− ln z)c−1

Γ(c)
, (4.3)

where c = t/ ln 2, t being the thickness in units of radiation length of the material
that the electron crosses, z is the fraction of energy remaining after the material
layer is traversed and finally Γ(c) =

∫ +∞
0

c−1e−cdt is the Legendre notation of the
Euler Γ-function. While the multiple scattering can be well described with a single
Gaussian, such approximation doesn’t hold for the Bethe-Heitler distribution, so
the use of the Kalman Filter described above is not correct in the case of electron
reconstruction. An adapted algorithm is therefore necessary for electron tracks: it
is the Gaussian Sum Filter (GSF) algorithm [85] and it is essentially a non linear
generalization of the Kalman Filter, which approximates the distribution of the
process noise by a mixture of N Gaussians. The resulting filter is a weighted sum
of Kalman Filters running in parallel, with weights depending on the observations.
Each Kalman Filter corresponds to one of the components of the mixture:

N∑

i=0

wi
1√

2πσi
e
− (z−µi)

2σ2
i ≡ f(z) . (4.4)

In this way it is possible to fit the weights, means and standard deviations of each
gaussian applying Kalman Filter on single gaussian terms. Since the Gaussian Sum
Filter corresponds to N Kalman Filter running in parallel it brings to an increment
of the combinatorial tries and consequently higher usage of CPU time.

For the electron tracking with Gaussian Sum Filter, in order to preserve effi-
ciency and to follow the electron trajectory in case of bremsstrahlung emission, a
very loose χ2 compatibility is required in the building steps of the electron track-
ing, with a cut value of 2000. The combinatories are limited by requiring at most 5
candidate trajectories at each layer and at most one layer with missing hit. Finally,
in order to reduce the probability of connecting a primary electron to a leg from a
photon conversion, a high χ2 penalty (90) is used in the cases of missing hit [81].
In Fig. 4.6 the number of collected hits for electron tracks reconstructed by using
both the Gaussian Sum Filter and standard Kalman Filter used for MIPs is shown.
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Figure 4: Number of reconstructed hits per track for electrons from Z→ee decays: distribution as obtained with
the dedicated tracking procedure used for electrons (solid line) and with the standard Kalman Filter used for MIPs
(dashed line).
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Figure 5: Electron track momentum parameters residual distributions for the “mode” (solid line) and the “mean”
(dashed line) estimates at the innermost track position and for electrons from a sample of Z→ee decays: (a)
transverse momentum magnitude (b) momentum η direction and (c) momentum φ direction.
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Figure 6: Electron track momentum parameters residual distributions for the “mode” estimates at the innermost
track position for both the dedicated GSF electron tracking (solid line) and the standard Kalman Filter used for
MIPs (dashed line): (a) momentum η direction (b) momentum φ direction and (c) transverse momentum magni-
tude. Electrons are from a sample of Z→ee decays.

Finally, the difference between the momentum magnitude at the outermost track position and at the innermost
track position is an estimate of the true fraction of energy radiated by the electron [4]. The normalised difference
called “fbrem” is shown on Fig. 7 for electron from Z→ee decays and for a background constituted by QCD dijet
events with phat

T within 80-120 GeV/c. The distribution is nearly flat for the signal while for the background it
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Figure 4.6: Number of reconstructed hits per track for electrons from simulated
Z → ee decays: distribution as obtained with the dedicated tracking procedure
used for electrons (solid line) and with the standard Kalman Filter used for MIPs
(dashed line) [81].
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Figure 4: Number of reconstructed hits per track for electrons from Z→ee decays: distribution as obtained with
the dedicated tracking procedure used for electrons (solid line) and with the standard Kalman Filter used for MIPs
(dashed line).
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Figure 5: Electron track momentum parameters residual distributions for the “mode” (solid line) and the “mean”
(dashed line) estimates at the innermost track position and for electrons from a sample of Z→ee decays: (a)
transverse momentum magnitude (b) momentum η direction and (c) momentum φ direction.
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track position for both the dedicated GSF electron tracking (solid line) and the standard Kalman Filter used for
MIPs (dashed line): (a) momentum η direction (b) momentum φ direction and (c) transverse momentum magni-
tude. Electrons are from a sample of Z→ee decays.

Finally, the difference between the momentum magnitude at the outermost track position and at the innermost
track position is an estimate of the true fraction of energy radiated by the electron [4]. The normalised difference
called “fbrem” is shown on Fig. 7 for electron from Z→ee decays and for a background constituted by QCD dijet
events with phat
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track position for both the dedicated GSF electron tracking (solid line) and the standard Kalman Filter used for
MIPs (dashed line): (a) momentum η direction (b) momentum φ direction and (c) transverse momentum magni-
tude. Electrons are from a sample of Z→ee decays.

Finally, the difference between the momentum magnitude at the outermost track position and at the innermost
track position is an estimate of the true fraction of energy radiated by the electron [4]. The normalised difference
called “fbrem” is shown on Fig. 7 for electron from Z→ee decays and for a background constituted by QCD dijet
events with phat
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Figure 4.7: Electron track momentum parameters residual distributions at the in-
nermost track position for both the dedicated GSF electron tracking (solid line)
and the standard Kalman Filter used for MIPs (dashed line): transverse momen-
tum magnitude (a) and momentum φ direction (b) . Electrons are from a simulated
sample of Z → ee decays. [81].

Fig. 4.7 instead presents the comparison between the track momentum parameters
as obtained from the GSF fit and from the standard Kalman Filter procedure used
for MIPs. The results are shown for electrons from a simulated sample of Z → ee
decays. One can see that the GSF estimate is more precise, in particular for the φ
direction. The transverse momentum reconstruction shows a less biased measure-
ment for tracks having been subject to bremsstrahlung emission, while a similar
resolution is observed from the right hand side of the distribution.
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4.1.4 Tracker driven seeding

The ECAL driven electron seeding is very efficient for isolated electrons with
pT & 10 GeV , as shown in Fig. 4.4. At lower pT the φ window used for the super-
clusters can be too small for electrons which radiate, since at this energy electron
and photon clusters are more separated than for high momentum electrons. More-
over, in case of electrons in jets, the energy collected in the superclusters may
include some neutral contributions from the jets, biasing the energy measurement
used to seed electron tracks. For these reasons, the ECAL driven algorithm is
complemented by a tracker driven seeding algorithm [81, 86], in order to increase
the efficiency for low pT and non isolated electrons. This algorithm starts from
the high purity tracks, and makes use of the Particle Flow (PF) event reconstruc-
tion, which exploits the fine ECAL granularity. The detailed description of the
PF algorithm and its commissioning can be found in References [87–89]. The PF
event reconstruction combines the information from all subdetectors to identify and
individually reconstruct all particles produced in the collisions.

The tracker driven seeding algorithm can be illustrated with two extreme cases.
When an electron does not radiate energy by bremsstrahlung it gives rise to a single
cluster in ECAL and its track is well reconstructed by the standard Kalman Filter.
The track can then be matched with a cluster and its momentum compared to
the cluster energy forming an E/p ratio. If this ratio is close to the unity, the
seed of the track is promoted to electron seed. Alternatively, when an electron
radiates a significant amount of energy due to the bremsstrahlung, the standard
Kalman Filter is not able to follow the change of curvature, and the track has a
small number of hits and a large χ2. Thus, using the tracker as a preshower and
exploiting the differences between a pion track and an electron track reconstructed
with the standard Kalman Filter algorithm, the electron track can be selected. The
variety of situations between the two extreme cases requires a more sophisticated
treatment. In practice the algorithm applies a first selection based on the number
of hits associated to the tracks and on the value of χ2

KF (chi-square of the Kalman
Filter track). Then a light GSF refit is carried out. The GSF refit χ2

GSF , the
χ2
KF/χ

2
GSF ratio, the number of hits, the energy loss as measured by the track, as

well as the quality of the ECAL cluster track matching are fed into a MultiVariate
Analysis producing a global identification variable called MVA [86] which is used
as a discriminator, as described in the next section.

Both the ECAL and tracker driven seeding algorithms are used for all the pT
and η ranges. In case both of them are successful, the ECAL seeding is taken. The
use of tracker driven seeding brings additional efficiency both for isolated and non
isolated electrons, in particular in the ECAL crack regions (η ' 0 and |η| ' 1.5)
and at low pT , as shown in Fig. 4.8.
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This ECAL driven electron seeding strategy is very efficient for isolated electrons with pe
T

>∼ 10 GeV/c. At lower
pe

T , the φ window used for the superclusters starts to be too small and some electrons which radiates leads to
electron and photon clusters more separated than 0.3 rad in the magnetic field. Moreover, for the cases of electrons
in jets, the energy collected in the superclusters may include some neutral contribution from the jets therefore
biasing the energy measurement used to seed electron tracks. For these reasons, the above seeding strategy is
complemented by a tracker driven algorithm, developed in the context of the particle-flow event reconstruction [17].
The tracker driven seeding starts from the high purity tracks, and makes use of the particle flow clustering which
exploits the fine ECAL granularity.

The tracker driven seeding algorithm, described in details in [13], can be illustrated with two extreme cases. When
an electron does not radiate energy by bremsstrahlung while traversing the tracker, it gives rise to a single cluster
in the ECAL and its track is often well reconstructed by the standard (MIP) Kalman Filter which is able in these
cases to collect hits up to the ECAL entrance. The track can then be matched with a particle flow cluster, and
its momentum compared to the cluster energy forming an E/p ratio. If this ratio is close to unity, the seed of the
track is promoted to electron seed. Alternatively, when an electron undergoes a significant bremsstrahlung, the
standard Kalman Filter is not able to follow the change of curvature, and the track has a small number of hits,
and a large χ2. Thus, using the tracker as a preshower, and exploiting the differences of characteristics between a
pion track and an electron track reconstructed with the standard Kalman Filter algorithm, the electron tracks can
be selected. The variety of situations between the two extreme cases illustrated here requires a treatment more
sophisticated than what was just described. In practice, a refined treatment of the track is applied, and the pure
tracking observables are combined with the ECAL-track matching quality variables in a single discriminator with
a multivariate analysis.

Seeds from the two algorithms are then merged in a single collection, keeping track of the seed provenance.
Figure 2 shows the resulting seeding efficiency as a function of generated electron ηe and pe

T for electrons from a
sample of Z→ee decays. The separate contribution of each algorithm is also shown.
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Figure 2: Electron seeding efficiency (solid line) as a function of (a) generated electron ηe and (b) generated
electron pe

T for a sample of electrons with uniform distibution in ηe and pe
T and for pe

T > 2 GeV/c . The individual
contributions from the ECAL driven (dashed line) and from the tracker driven seeding algorithms are also shown,
as well as a zoom of the region pe

T < 11 GeV/c.

Although the tracker driven seeding has been primarily developed and optimised for non isolated electrons, it
brings additional efficiency on isolated electrons, in particular in the ECAL crack regions (η � 0 and |η| � 1.5)
and, as expected, at low pe

T . At 5 GeV/c, the seeding efficiency is increased by 12.5% by combining with tracker
driven seeds. Below this value, the seeding efficiency is entirely dominated by the tracker driven seeds and at high
pe

T , the additional efficiency brought by the tracker driven approach is at the 1-2% level.

The seeding performance have been also evaluated for the case of non isolated electrons. Figure 3 presents the
seeding efficiency for electrons and pions with pe

T > 2 GeV/c as a function of ηe and pe
T on a sample of electrons

from b-jets with phat
T within 20-120 GeV/c. As can be expected, the seeding efficiency for non-isolated electrons

is much improved by the tracker driven seeding. Overall, an efficiency of 77% for electrons and 10.5% for pions
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This ECAL driven electron seeding strategy is very efficient for isolated electrons with pe
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electron and photon clusters more separated than 0.3 rad in the magnetic field. Moreover, for the cases of electrons
in jets, the energy collected in the superclusters may include some neutral contribution from the jets therefore
biasing the energy measurement used to seed electron tracks. For these reasons, the above seeding strategy is
complemented by a tracker driven algorithm, developed in the context of the particle-flow event reconstruction [17].
The tracker driven seeding starts from the high purity tracks, and makes use of the particle flow clustering which
exploits the fine ECAL granularity.

The tracker driven seeding algorithm, described in details in [13], can be illustrated with two extreme cases. When
an electron does not radiate energy by bremsstrahlung while traversing the tracker, it gives rise to a single cluster
in the ECAL and its track is often well reconstructed by the standard (MIP) Kalman Filter which is able in these
cases to collect hits up to the ECAL entrance. The track can then be matched with a particle flow cluster, and
its momentum compared to the cluster energy forming an E/p ratio. If this ratio is close to unity, the seed of the
track is promoted to electron seed. Alternatively, when an electron undergoes a significant bremsstrahlung, the
standard Kalman Filter is not able to follow the change of curvature, and the track has a small number of hits,
and a large χ2. Thus, using the tracker as a preshower, and exploiting the differences of characteristics between a
pion track and an electron track reconstructed with the standard Kalman Filter algorithm, the electron tracks can
be selected. The variety of situations between the two extreme cases illustrated here requires a treatment more
sophisticated than what was just described. In practice, a refined treatment of the track is applied, and the pure
tracking observables are combined with the ECAL-track matching quality variables in a single discriminator with
a multivariate analysis.

Seeds from the two algorithms are then merged in a single collection, keeping track of the seed provenance.
Figure 2 shows the resulting seeding efficiency as a function of generated electron ηe and pe

T for electrons from a
sample of Z→ee decays. The separate contribution of each algorithm is also shown.

eη
-2.5 -2 -1.5 -1 -0.5 0 0.5 1 1.5 2 2.5

Ef
fic
ien
cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

(a)

(GeV/c)e
Tp

0 10 20 30 40 50 60 70 80 90 100

Ef
fic
ien
cy

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

1 2 3 4 5 6 7 8 9 10 110

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
1

(b)

Figure 2: Electron seeding efficiency (solid line) as a function of (a) generated electron ηe and (b) generated
electron pe

T for a sample of electrons with uniform distibution in ηe and pe
T and for pe

T > 2 GeV/c . The individual
contributions from the ECAL driven (dashed line) and from the tracker driven seeding algorithms are also shown,
as well as a zoom of the region pe

T < 11 GeV/c.

Although the tracker driven seeding has been primarily developed and optimised for non isolated electrons, it
brings additional efficiency on isolated electrons, in particular in the ECAL crack regions (η � 0 and |η| � 1.5)
and, as expected, at low pe

T . At 5 GeV/c, the seeding efficiency is increased by 12.5% by combining with tracker
driven seeds. Below this value, the seeding efficiency is entirely dominated by the tracker driven seeds and at high
pe

T , the additional efficiency brought by the tracker driven approach is at the 1-2% level.

The seeding performance have been also evaluated for the case of non isolated electrons. Figure 3 presents the
seeding efficiency for electrons and pions with pe

T > 2 GeV/c as a function of ηe and pe
T on a sample of electrons

from b-jets with phat
T within 20-120 GeV/c. As can be expected, the seeding efficiency for non-isolated electrons
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Figure 4.8: Electron seeding efficiency (solid line) as a function of (a) generated
electron η and (b) generated electron pT for a sample of electrons with uniform
distribution in η and pT and for pT > 2 GeV. The individual contributions from
the ECAL driven (dashed line) and from the tracker driven (dotted line) seeding
algorithms are also shown, as well as a zoom of the region pT < 11 GeV. [81].

4.2 Electron preselection

Electron candidates are built from the reconstruction of GSF tracks and their
associated superclusters. In the case of electrons with ECAL driven seeding, the
associated supercluster is simply the supercluster that initiated the seed reconstruc-
tion. For the electrons with seeds found only by the tracker seeding algorithm, a
tracker driven bremsstrahlung recovery algorithm and identification of the “electron
cluster” developed in the context of the Particle Flow reconstruction is used. The
tracker driven algorithm runs on all GSF tracks to produce superclusters by group-
ing together Particle Flow clusters which are matched with presumed “photon”
lines, tangent to the electron trajectory at any of the tracker measurements layers.
The electron cluster, defined as the cluster matched with the outermost track state,
is finally added to the supercluster. This procedure leads to a new collection of
superclusters that are used to build the electron candidates.

Electron candidates, formed by the association of a GSF track and its associated
supercluster, are then preselected using available track-cluster matching observables
in order to reduce the rate of jets faking electrons. The preselection is made very
loose so as to efficiently reconstruct electrons and satisfy a large number of possible
analyses [81]. For electrons that have an ECAL driven seed, the following cuts are
already applied at the seeding level:

• ET > 4 GeV , where ET is the supercluster transverse energy,

• H/E < 0.15, where H is the energy deposited in the HCAL towers in a cone
of radius ∆R = 0.15 centered on the electromagnetic supercluster position
and E is the energy of the electromagnetic supercluster.
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• |∆ηin| = |ηsc − ηextrap.
in | < 0.02, where ηsc is the energy weighted position in η of the supercluster and

ηextrap.
in is the η coordinate of the position of closest approach to the supercluster position, extrapolating
from the innermost track position and direction,

• |∆φin| = |φsc − φextrap.
in | < 0.15, where φsc is the energy weighted position in φ of the supercluster and

φextrap.
in is the η coordinate of the position of closest approach to the supercluster position, extrapolating
from the innermost track position and direction.

The distributions of the matching observables used in the preselection of ECAL driven electrons, as well as the E/p
distribution, are shown in Fig. 8 for electrons from Z→ee decays.
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Figure 8: Electron track-cluster matching distributions for electrons from Z→ee decays (a) E/p (b) ηSC-ηtk and
(c) φSC-φtk. The track positions ηtk and φtk are obtained by extrapolating from the innermost track measurement
toward the supercluster position. The track momentum p is taken at the innermost track measurement.

For the cases of electrons with seed only found by the tracker driven algorithm, the global identification variable
mva as obtained from the BDT is used. Electron candidates in these cases are required to satisfy:

• mva > -0.4, where mva is the output of BDT.

The distribution of the mva variable used for the preselection of electrons with tracker driven only seed is presented
on Fig. 9 for electrons in b-jets and from Z→ee decays, as well as for pions in b-jets. A very good separation
between electrons and pions is achieved when the electrons are isolated. The electron-pion separation remains
good for electrons in jets.
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Figure 9: Output of the Boosted Decision Tree (BDT) used in the preselection of electrons with tracker driven
only seed: (solid thick line) response for electrons in b-jets, (filled histogram) electrons from Z→ee decays, (filled
histogram) pions in b-jets.
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Figure 4.9: Output of the multivariate analysis for isolated electrons in a simulated
Z → ee sample (blue), for non-isolated electrons in b jets (black) and for pions
(red). The histograms are normalized to unity [86].

In addition to this selection, the following requirements are also applied only on the
electron candidates with ECAL driven seeds:

• |∆ηin| = |ηSC − ηextrap.in | < 0.02, where ηSC is the energy weighted position in
η of the supercluster and ηextrap.in is the η coordinate of the position of closest
approach to the supercluster position, extrapolated from the innermost track
position and direction,

• |∆φin| = |φSC − φextrap.in | < 0.15, where φSC is the energy weighted position in
φ of the supercluster and φextrap.in is the φ coordinate of the position of closest
approach to the supercluster position, extrapolated from the innermost track
position and direction.

In case of tracker driven only electrons, the global identification variable MVA
obtained from the multivariate analysis is used. For the electron candidates prese-
lection with multivariate analysis many more variables are taken into account than
for the tracker driven seeding, like the shape of the ECAL clusters, the fraction
of radiated energy, the resolution σpT

/pT and the χ2 of the GSF tracks etc. [86].
Electron candidates in these cases are required to satisfy:

• MVA > −0.4, where MVA is the output of multivariate analysis.

The distribution of the MVA variable used for the preselection of electrons with
tracker driven only seed is shown on Fig. 4.9 for simulated electrons in b-jets and
from Z → ee decays, as well as for pions in b-jets. A very good separation between
electrons and pions is achieved when the electrons are isolated. The electron-pion
separation remains good also for electrons in jets [81].

Fig. 4.10 shows the electron reconstruction efficiency after preselection as a func-
tion of generated electron η and pT for isolated electrons with uniform η and pT
distributions with pT > 2 GeV .
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Figure 10 shows the electron reconstruction efficiency after the preselection as a function of generated electron ηe

and pe
T for electrons with uniform ηe and pe

T distributions with pe
T > 2 GeV/c. The reconstructed electrons are

required to match generated electrons in charge and in direction within a cone of size ∆R = 0.05. The efficiency
is above � 90% over the entire η range apart from the crack regions |η| � 1.5 and η � 0. The reconstruction
efficiency rises steeply to reach � 90% for pe

T � 10GeV/c and then more slowly reaching a plateau of � 95% for
pe

T = 30 GeV/c. The reconstruction efficiency after preselection for non-isolated electrons is presented in Fig. 11
for electrons and pions with pT > 2 GeV/c as a function of η and pT on a sample of electrons from b-jets with
phat

T within 20-120 GeV/c. Overall, an efficiency of 70% for electrons and 3.2% for pions is obtained.
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Figure 10: Electron efficiency after preselection (solid line) as a function of (a) generated electron ηe and (b)
generated electron pe

T for a sample of di-electrons events with uniform distibution in ηe and pe
T and with pe

T >
2 GeV/c. The individual contributions from ECAL seeded electrons (dashed line) and from tracker seeded electrons
(dotted line) are also shown, as well as a zoom of the region pe

T < 10.5 GeV/c.
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Figure 11: Preselection performance for non-isolated electrons from a sample of b-jets with phat
T within 20-120

GeV/c as a function of (a) generated |ηe| and (b) generated pe
T . Efficiencies are shown for electrons (plain markers)

and pions (empty markers) as well as for the individual contributions from seeding (squares) and preselection
(triangles) steps.

The background for isolated electrons is constituted by jets faking electrons due to π± interacting in the ECAL
and π0/π± overlap as well as real electrons from heavy flavors decays or from conversions from photons from π0

decays. The fake rate defined as the fraction of reconstructed jets matched with a reconstructed electron is presented
on Fig. 12 as a function of the reconstructed jet η. Jets are reconstructed using the iterative cone algorithm. A cone
size of 0.3 is used to match reconstructed jets with reconstructed electrons.
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T distributions with pe
T > 2 GeV/c. The reconstructed electrons are
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is above � 90% over the entire η range apart from the crack regions |η| � 1.5 and η � 0. The reconstruction
efficiency rises steeply to reach � 90% for pe

T � 10GeV/c and then more slowly reaching a plateau of � 95% for
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T = 30 GeV/c. The reconstruction efficiency after preselection for non-isolated electrons is presented in Fig. 11
for electrons and pions with pT > 2 GeV/c as a function of η and pT on a sample of electrons from b-jets with
phat

T within 20-120 GeV/c. Overall, an efficiency of 70% for electrons and 3.2% for pions is obtained.
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Figure 10: Electron efficiency after preselection (solid line) as a function of (a) generated electron ηe and (b)
generated electron pe

T for a sample of di-electrons events with uniform distibution in ηe and pe
T and with pe

T >
2 GeV/c. The individual contributions from ECAL seeded electrons (dashed line) and from tracker seeded electrons
(dotted line) are also shown, as well as a zoom of the region pe

T < 10.5 GeV/c.
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Figure 11: Preselection performance for non-isolated electrons from a sample of b-jets with phat
T within 20-120

GeV/c as a function of (a) generated |ηe| and (b) generated pe
T . Efficiencies are shown for electrons (plain markers)

and pions (empty markers) as well as for the individual contributions from seeding (squares) and preselection
(triangles) steps.

The background for isolated electrons is constituted by jets faking electrons due to π± interacting in the ECAL
and π0/π± overlap as well as real electrons from heavy flavors decays or from conversions from photons from π0

decays. The fake rate defined as the fraction of reconstructed jets matched with a reconstructed electron is presented
on Fig. 12 as a function of the reconstructed jet η. Jets are reconstructed using the iterative cone algorithm. A cone
size of 0.3 is used to match reconstructed jets with reconstructed electrons.
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Figure 4.10: Electron efficiency after preselection (solid line) as a function of (a)
generated electron η and (b) generated electron pT for a sample of di-electrons
events with uniform distribution in η and pT and with pT > 2 GeV . The individual
contributions from ECAL seeded electrons (dashed line) and from tracker seeded
electrons (dotted line) are also shown, as well as a zoom of the region pT < 10.5 GeV
[81].

4.3 Electron charge determination

Electron charge identification suffers from the conversion of radiated photons
and more generally from the showering of primary electrons, in particular when
this happens early in the detector. Bremsstrahlung in matter can indeed lead
to deflections and kinks in the track of the electron and this results in a wrong
measurement of the sign of the track curvature. For these reasons, the charge mis-
identification (or charge mis-ID) almost linearly increases in the region 1.1 < |η| <
2.5, following the distribution of the material budget of the pixel detectors which
reaches ' 0.6X0 at |η| = 2.5. Moreover, since the electron charge is determined
looking at the track bending in the magnetic field, the charge mis-ID from the GSF
track charge also increases as a function of pT (the higher the pT , the lower the
bending radius) [81].

The charge determination can be improved by combining several charge esti-
mates in a majority method that takes the value from the two out of three estimates
that are in agreement. The three charge estimates used are:

• GSF track charge,

• general track charge,

• supercluster charge.

For the firsts two estimators, the electron charge is evaluated looking at the
track bending. The electron general track is obtained by matching the GSF track
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Figure 4.11: The supercluster charge is determined by looking at the φ separation
between the vector joining the beam spot and the supercluster position (orange
line) and the one joining the beam spot and the first hit of the electron track (blue
line).

6 Electron Charge Determination
Electron charge identification suffers from the conversion of radiated photons and more generally from the show-
ering of primary electrons in particular when this happens early in the detector. To overcome the lack of coverage
of the pixel detectors, TEC layers are used in the very forward region (|η| >∼ 2) to seed electron tracks, significantly
increasing the probability to pick up in the track reconstruction hits from conversions of bremsstrahlung photons or
from more complicated showering of the primary electron before reaching these layers. The charge identification
performance as obtained from the curvature of the GSF electron track is shown on Fig. 13 as a function of ηe and
pe

T from a sample of back-to-back electrons with uniform pe
T and ηe distributions. The charge mis-identification

(or charge mis-ID) nearly linearly increases in the region 1.1 < |ηe| < 2.5, following the distribution of the ma-
terial budget of the pixel detectors which reaches � 0.6X0 at |ηe| = 2.5. The charge mis-ID from the GSF track
charge also increases as a function of pe

T and amounts to � 3% at the Z peak.

The charge determination can be improved by combining several charge estimates in a majority method that takes
the value from the two out of three estimates that are in agreement. The three charge estimates used are: the GSF
track charge, the general track charge and the supercluster charge. Other charge estimates such as the GSF track
curvature at the outermost position have been studied and shown to be less performant. The general track charge is
obtained by matching the GSF track with general tracks as reconstructed for pions and muons, asking for at least
one hit shared in the innermost part (pixels). The supercluster charge is obtained by computing the sign of the φ
difference between the vector joining the beam spot and the supercluster position and the one joining the beam
spot and the first hit of the electron track. The result is shown on Fig. 13. One can see a significant improvement
in the charge determination, by a factor ∼ 2 or more over the entire pe

T range. At the Z peak (pe
T � 40 GeV/c), the

resulting charge mis-ID from the majority method is at the level of 1.2%.
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Figure 13: Electron charge mis-ID as obtained from the GSF track charge (squares, black) and from the majority
method (triangles, red) as a function of (a) generated electron ηe and (b) generated electron pe

T . The sample used
is made of back-to-back electrons with uniform pe

T and ηe distributions.

Selection methods can be used to further improve the charge identification. Here, a higher correctness in the
charge determination is obtained to the price of a small efficiency loss, contrary to the above results with the
majority method obtained without any loss of reconstructed electrons. The charge determination improvement is
obtained by choosing two charge estimates and requiring that they give the same value, taking this value as the
electron charge, or, to even further increase the correctness of the charge determination, by requiring that all three
estimates agree. Figure 14 presents the charge mis-ID of the different selection methods obtained by requiring the
agreement of two or all three estimates as a function of the generated electron pe

T . The corresponding efficiency
loss is also presented. Depending on the required degree of purity of the charge determination, one can choose a
selection method to the price of a more or less severe loss in efficiency. A charge mis-ID rate below 0.4% can for
instance be obtained over the entire pe

T range for an efficiency loss ranging from 2 to 10%.
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obtained by matching the GSF track with general tracks as reconstructed for pions and muons, asking for at least
one hit shared in the innermost part (pixels). The supercluster charge is obtained by computing the sign of the φ
difference between the vector joining the beam spot and the supercluster position and the one joining the beam
spot and the first hit of the electron track. The result is shown on Fig. 13. One can see a significant improvement
in the charge determination, by a factor ∼ 2 or more over the entire pe

T range. At the Z peak (pe
T � 40 GeV/c), the

resulting charge mis-ID from the majority method is at the level of 1.2%.
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Figure 13: Electron charge mis-ID as obtained from the GSF track charge (squares, black) and from the majority
method (triangles, red) as a function of (a) generated electron ηe and (b) generated electron pe

T . The sample used
is made of back-to-back electrons with uniform pe

T and ηe distributions.

Selection methods can be used to further improve the charge identification. Here, a higher correctness in the
charge determination is obtained to the price of a small efficiency loss, contrary to the above results with the
majority method obtained without any loss of reconstructed electrons. The charge determination improvement is
obtained by choosing two charge estimates and requiring that they give the same value, taking this value as the
electron charge, or, to even further increase the correctness of the charge determination, by requiring that all three
estimates agree. Figure 14 presents the charge mis-ID of the different selection methods obtained by requiring the
agreement of two or all three estimates as a function of the generated electron pe

T . The corresponding efficiency
loss is also presented. Depending on the required degree of purity of the charge determination, one can choose a
selection method to the price of a more or less severe loss in efficiency. A charge mis-ID rate below 0.4% can for
instance be obtained over the entire pe

T range for an efficiency loss ranging from 2 to 10%.
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(b)

Figure 4.12: Electron charge mis-ID as obtained from the GSF track charge
(squares, black) and from the majority method (triangles, red) as a function of
(a) generated electron η and (b) generated electron pT . The sample used is made
of simulated back-to-back electrons with uniform pT and η distributions [81].

with general tracks as reconstructed for pions and muons, asking for at least one
hit shared in the innermost part of the tracks. The supercluster charge is obtained
by computing the sign of the φ difference between the vector joining the beam spot
and the supercluster position and the one joining the beam spot and the first hit of
the electron track, as shown in Fig. 4.11. The charge identification performance as
obtained both from the curvature of the GSF electron track and from the majority
method is shown on Fig. 4.12 as a function of η and pT , from a sample of simulated
back-to-back electrons with uniform pT and η distributions. One can see a significant
improvement in the charge determination obtained by using the majority method,
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by a factor ∼ 2 or more over the entire pT range.

4.4 Electron momentum determination

The electron momentum magnitude is obtained from the combination of the
ECAL and the tracker measurements, so as to take advantage of the track mo-
mentum estimate particularly in the low energy region and/or in the ECAL crack
regions. Following [77, 81], the measurements from ECAL and tracker are ei-
ther combined or only one measurement is used according to their sensitivity to
bremsstrahlung induced effects. A weighted mean is used that involves the error
determination on the supercluster energy and the error on the track momentum
from the GSF fit. The electron momentum magnitude is therefore defined as this
weighted mean of E and p when |E/p−1| < 2.5·σE/p, with weights computed as the
normalized inverse of the variance of each measurement. In all the other cases the
ECAL measurement is used, except for some particular cases for which the tracker
measurement is taken (e.g. for electrons in the ECAL cracks with E < 60 GeV and
E/p < 1− 2.5 · σE/p) [81].

As expected, the tracker measurement prevails at low energies as well as in the
regions where the precision of the ECAL measurement is poor. The performances
of the combined electron momentum are illustrated in Fig. 4.13 which presents the
normalized momentum effective RMS of the combined estimate as well as of the
ECAL and tracker measurements alone for electrons in the ECAL barrel. Electrons
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Figure 18: Performances of the combined momentum estimate: (a) effective momentum resolution for the ECAL,
the tracker and the combined momentum estimates as a function of the electron generated energy for electrons in
the ECAL barrel and (b) effective transverse momentum resolution for electrons in the ECAL barrel and electrons
in the ECAL endcaps. Electrons are from a sample of di-electron events with uniformly distributed transverse
momentum between 2 and 150 GeV/c.

show a significantly better resolution than the average electron, with an asymptotic effective RMS of ∼1%. A
significant degradation of the resolution is visible for showering electrons as well as for electrons from the crack
class.
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Figure 19: Effective resolution for the different electron classes as a function of the electron generated energy for
electrons in the ECAL barrel (a) from the ECAL measurement only and (b) after the combination with the tracker
measurement. Electrons are from a sample of di-electron events with uniformly distributed transverse momentum
between 2 and 150 GeV/c.

Figure 20 presents the distribution of the transverse momentum magnitude normalised to the generated transverse
momentum as obtained for electrons from Z→ee decays, as well as residual distributions of the momentum η and
φ directions. The electron momentum direction is taken from the GSF track angle at the point of closest approach
to the beam spot, using the mode estimate.

Finally, when the electron has been found by the tracker driven method and not by the ECAL driven method, the
energy built from the tracker driven reconstruction of superclusters is used to construct the 4-momentum. In these
cases, the electron momentum is simply constructed from the track direction and the supercluster energy.

14

(a) (b)

Figure 4.13: Performances of the combined momentum estimate: (a) effective mo-
mentum resolution for the ECAL, the tracker and the combined momentum esti-
mates as a function of the electron generated energy for electrons in the ECAL
barrel and (b) effective transverse momentum resolution for electrons in the ECAL
barrel and electrons in the ECAL endcaps. Electrons are from a simulated sample
of di-electron events with uniformly distributed transverse momentum between 2
and 150 GeV [81].



74 4 Electron reconstruction and Z(ee) events selection

are from a simulated sample of di-electron events with uniformly distributed trans-
verse momentum between 2 and 150 GeV. The precision is clearly improved by using
the combined estimate with respect to the ECAL only measurement for energies
below ' 25 − 30 GeV , and reaches an effective RMS of ∼ 1.5% for E = 100 GeV .
This value of the effective RMS is larger than the one predicted by the Eq. (2.8) of
Chapter 2 for E = 100 GeV (∼ 0.5%). The energy resolution of the reconstructed
electrons shown in Fig. 4.13 indeed takes into account also the bremsstrahlung emis-
sion that occurs between the impact point and ECAL and that must be recovered
by the electron reconstruction algorithms. On the contrary the resolution shown in
Eq. (2.8) is an intrinsic property of the ECAL crystals and has been measured with
electron beams incident directly on the crystals [53].

The normalized effective transverse momentum resolution for electrons in the
ECAL barrel and endcaps is also shown in Fig. 4.13.

4.4.1 The GSFElectron object

The CMSSW object which contains a reconstructed electron candidate which
pass the preselection cuts is called GSFElectron, because it is associated to an in-
stance of GSF track. In this object are stored all the information about the electron
candidate, like the charge (obtained from the majority method), the momentum,
the direction evaluated as the η − φ coordinates extrapolated to the vertex, and
also the reference to the associated GSF track and ECAL supercluster. All the
variables used for the preselection are also stored in the object. The GSFElectrons
are qualified as “ECAL-driven” or “tracker-driven” depending if they have been
reconstructed starting from seeds found by using the ECAL driven or the tracker
driven algorithm.

4.5 Electron Isolation

A very useful tool available in the pp environment to distinguish between lep-
tons which are produced in high pT process and leptons produced copiously in the
background QCD or in other jet rich processes is the lepton isolation. Electrons
coming from a Z boson decay are expected to be fairly isolated.

The isolation variable is a check of how much activity accompanies a lepton as
it traverses through the detector. This activity can be measured in three different
subdetectors of CMS: the tracker, ECAL and HCAL. A well defined isolation vari-
able will accurately sum the energy surrounding a particle while making sure at the
same time that none of the energy associated with the actual particle leaks into this
sum.

For the present analysis the Combined Relative Isolation [90] was used, which
combines the activity in all the three subdetectors in a unique isolation variable.
The isolation deposits TrkIso, ECALIso and HCALIso in the three subdetectors
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Figure 4.14: Combined Relative Isolation evaluated for pT > 20 GeV barrel elec-
trons, taken from all the QCD PYTHIA samples (red line) and from the Z + jets
MADGRAPH sample (black line). For this plot the MC samples are normalized to a
reference luminosity of 50 pb−1 (see Sec. 3.6 for a MC datasets description).

are defined as the scalar sum of the transverse momentum of all the reconstructed
objects around the electrons (tracks or calorimetric towers), within a cone of radius
∆R = 0.3, where ∆R =

√
(∆φ)2 + (∆η)2, and considering a veto cone of ∆R = 0.015

around the electron to remove the energy associated with the actual particle [90].
The Combined Relative Isolation variable is therefore defined as:

CombRelIso =
TrkIso+ ECALIso+HCALIso

pT
, (4.5)

where pT is the transverse momentum of the electron expressed in GeV . Such an
isolation variable takes into account that a high lepton pT is itself a signature of
interesting events, so we may relax the isolation cut according to pT . A compari-
son between the CombRelIso variable as measured in the Barrel for the MC signal
sample (MADGRAPH Z+jets sample) and for the MC QCD background samples (all
the PYTHIA QCD samples) is shown in Fig. 4.14. This plot shows that an appro-
priate choice of cut on the CombRelIso variable can have a great impact on the
background rejection.

4.6 The PATElectron object

As described in Sec. 2.4.2, data and MC are reconstructed by using the Physics
Analysis Toolkit. The reconstructed events are therefore organized in PAT-tuples,
which contain several PATObjects, one for each reconstructed physic object, e.g.
electrons, jets, muons etc.
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For what concerns the electrons, a PATElectron object is defined, which contains
all the information stored in the GSFElectron object together with several extra
data, for example:

• Isolation deposits, as defined in the previous section.

• Match on generator level (for MC samples). The matching of a RECO particle
with the correspondent GEN particle is performed by looking for a GEN
particle within a cone of ∆R around the RECO particle.

• Match on trigger level. The matching of a RECO particle with the trigger
primitives (i.e. particles which turned on one or more trigger bits) is performed
by looking for a primitive within a cone of ∆R around the RECO particle.

• Shower shape variables, like σiηiη [91]. This variable represents the width of
the ECAL cluster along the η direction and it is defined as:

σiηiη =

∑5×5
i wi(ηi − η̄5×5)2

∑5×5
i wi

, (4.6)

where the index i runs over all the crystals in a 5×5 block of crystals centered
on the seed crystal, ηi is the η position of the ith crystal, measured in terms of
crystal indexes within the cluster, η̄5×5 is the energy weighted mean η of the
5× 5 block of crystals and wi is the weight of the ith crystal and is defined as

wi = 4.2 + ln(Ei/E5×5) , (4.7)

where Ei and E5×5 are the energy of the ith and the 5× 5 block of the crystal
respectively.

Cluster shape variables as σiηiη, together with the ratio between hadronic and
electromagnetic energy H/E and track matching variables ∆φin and ∆ηin, are all
called electron identification variables. All these information and many others are
stored in the PATElectron object, which is the starting object of our analysis.

In order to reduce the stored information, the following preselection requirements
are also applied on the electrons to be stored as PATElectrons:

• electron pT > 8 GeV ,

• electron η < 3.

4.7 Electron HLT

The progressive rise of LHC instant luminosity from the beginning of 7 TeV
collisions to the rest of 2010 made necessary the gradual change of the L1 trigger
thresholds and High Level Triggers (HLT) used (see Sec. 2.3), from more relaxed
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trigger criteria to tighter ones. To extract Z → ee events, a set of triggers corre-
sponding to the lowest threshold unprescaled single electron trigger available was
used.

For the first 8.3 pb−1 of data the delivered instantaneous luminosity allowed for a
lower L1 trigger threshold. For this first set of data the L1 SingleEG5 was therefore
used for HLT seeding, requiring one electromagnetic object above a threshold of
ET > 5 GeV . An increase in the collision rate made it necessary to move to the
higher threshold L1 SingleEG8 path as L1 seed for High Level electron triggers,
which required an electromagnetic object with ET > 8 GeV . In Table 4.1 all the
High Level Triggers used for data analysis of this work are shown, along with their
respective L1 trigger seeds. Two different matching windows may be used by the
HLT algorithm while searching for pixel hits consistent with a track: a large window
with very relaxed cuts (“LW”) and a small window with tighter cuts (“SW”). In
addition, as shown in Table 4.1, the single electron energy threshold required by
the HLTs used increased from ET > 10 GeV up to ET > 17 GeV during 2010. The
HLT selections were also tightened as data rates were increasing in order to keep
the recorded data rates manageable. In Table 4.2 and Table 4.3 the additional cuts
required by the High Level Triggers starting from run number 141956 are shown.

For the analysis of MC samples, only one of the above High Level Triggers is re-
quired, i.e. the HLT Ele17 SW TighterEleIdIso1 L1R v3. This different approach
however does not affect the efficiency estimation, since for the present analysis the
efficiency obtained from MC simulations is rescaled to an efficiency measurement
obtained by using a data driven method, as will be described in Chapter 6. Besides,
for what concerns the comparison between data and MC, the possible discrepancy
between the two different approaches is expected to be within a few percents.

4.8 Z(ee) events selection

In this section the selection cuts used to select Z → ee events are described.
For early LHC data taking a cut based approach was chosen due to its simplicity

Run range High Level Trigger Level-1 seed

136033 - 139980 HLT Ele10 LW L1R L1 SingleEG5
140058 - 141882 HLT Ele15 SW L1R L1 SingleEG5
141956 - 144114 HLT Ele15 SW CaloEleId L1R L1 SingleEG5
146428 - 147116 HLT Ele17 SW CaloEleId L1R L1 SingleEG8
147196 - 148058 HLT Ele17 SW TightEleId L1R L1 SingleEG8
148819 - 149064 HLT Ele17 SW TighterEleIdIso1 L1R v2 L1 SingleEG8
149181 - 149442 HLT Ele17 SW TighterEleIdIso1 L1R v3 L1 SingleEG8

Table 4.1: High Level electron triggers used to extract Z → ee events from data.
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HLT type H/E ∆ηin ∆φin σiηiη

CaloEleId 0.15 - - 0.014 (0.035)
TightEleId 0.15 0.01 0.08 0.012 (0.032)

TighterEleIdIso1 0.05 0.008 (0.007) 0.1 0.011 (0.031)

Table 4.2: High Level Trigger identification requirements by path. Thresholds
for barrel (endcap, if different) are shown. The definitions of these variables are
discussed in Sec. 4.6.

HLT type ECALIso/pT HCALIso/pT TrkIso/pT

CaloEleId - - -
TightEleId - - -

TighterEleIdIso1 0.125 (0.075) 0.05 0.15 (0.1)

Table 4.3: High Level Trigger isolation requirements by path. Thresholds for barrel
(endcap, if different) are shown. The definitions of these variables are discussed in
Sec. 4.5.

and good efficiency. Ultimately, multivariate techniques may provide higher perfor-
mance, but a cut based selection can be a useful tool to understand the data and
compare them directly with the Monte Carlo. For what concerns the isolation and
electron identification variables the cuts have been optimized in order to retain the
signal on inclusive W → eν events in Monte Carlo samples with various degrees of
efficiency, called Working Points [92]. A Working Point is therefore identified by
the correspondent single electron efficiency in simulated W → eν events. For this
analysis an asymmetric selection is applied on the two electrons originating from
the Z boson, in terms of pT , isolation and electron identification variables.

For the leading electron (i.e. the electron of the couple with higher pT ) a pT
tighter cut is required and Working Point 80 (WP80, 80% of single electron ef-
ficiency) is used. For the second electron, with lower pT , a looser cut is applied
on pT and the Working Point 95 (WP95, 95% of single electron efficiency) is re-
quired. These selection criteria are chosen in order to obtain at the same time good
efficiency and good background rejection.

In the following the selection cuts are described in detail, in the same order in
which they are applied. In the plots shown hereafter, the MC samples described in
Sec. 3.6 are reported as follows:

• QCD background, which groups all the QCD EM Enriched and QCD b, c→ e
contributions,

• tt̄+ jets background, which corresponds to the tt̄ PYTHIA sample,

• EWK background, which groups Wlν, WW , WZ and ZZ contributions,
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• Z → ee signal, which corresponds to the Z → l+l− + jets MADGRAPH sample
with Z2 tune.

In Chapter 6 the measurement of the selection efficiency, obtained by using both
MC and data driven methods, will be shown.

1. Acceptance (Acc)

With the term “acceptance” a series of cuts that are mainly related to the
electron kinematic variables is indicated, and that can be implemented directly on
the output of an event generator. In other words, acceptance cuts are supposed to
have little dependence on the detector. In this first step the requests are:

• two electrons with opposite charge;

• electron η must be in the fiducial region of ECAL and Tracker: |η| < 1.44 ∪
1.57 < |η| < 2.50. In this way the transition region between ECAL barrel
and endcaps is excluded, which presents worse reconstruction efficiency due
to the presence of a high quantity of material budget which increases the
bremsstrahlung emission (see Sec. 4.1.3). The limit of |η| < 2.5 is due to the
Tracker acceptance;

• the leading electron pT must satisfy the requirement (pT )lead > 20 GeV ;

• the second electron pT must satisfy the requirement (pT )sec > 10 GeV ;

• the invariant mass of the electron couple must be within the mass range
60 GeV < mee < 120 GeV .

2. Trigger (Trg)

For each run range of Table 4.1 the associated High Level Trigger as shown in
the list is required to be fired. As stated in Sec. 4.7 several triggers are needed
since HLT changed during data taking, according to the luminosity raising. In
addition to the trigger bit ON, the matching of the leading electron of the couple
with the online trigger object is also required. The matching is performed following
geometric criteria, i.e. requiring that the leading electron and the object that fired
the trigger are separated in the φ−η plane by a distance ∆R < 0.5. The information
on trigger matching is stored in the PAT-tuples.

For what concern the MC samples only the tighter HLT of Table 4.1 is required,
both for trigger bit and trigger matching as done for data. However, as stated in
Sec. 4.7, the effect of this simplification does not affect the final efficiency estimation,
which will be obtained by using a data driven method (described in Chapter 6), and
for the data-MC comparison the discrepancy between the two different approaches
is expected to be within a few percents.
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(b)

Figure 4.15: Scheme of the impact parameter d0 for an electron coming from the
Interaction Point (a) and for an electron coming from a photon conversion (b).

Conversion Rejection WP80 WP95

Missing Hits ≤ 0 1√
∆cot2(θ) + Dist2 0.02 -

Table 4.4: Conversion Rejection cuts applied on leading (WP80) and second (WP95)
electrons.

3. Impact Parameter (Imp)

The impact parameter d0 is defined as the minimum distance of a track from
the primary vertex, measured in the transverse plane x − y. The electrons of the
selected couple are required to have |d0| < 0.02 cm.

The electrons coming from photon conversions have on average higher values of
d0 than the electrons coming from the Z. In fact the photon conversions happen in
the beam pipe or in the tracker. This effect is shown in Fig. 4.15, where the electron
candidate track is extrapolated toward the nominal Interaction Point. Such a cut
limits therefore the collection of electrons coming from photon conversions as well
as of electrons coming from the decays of long lived particles. In Fig. 4.16 the
impact parameter distribution for the electrons coming from Z candidates is shown,
together with the cut applied on it. For this plot all the selection cuts have been
applied but the one on the impact parameter.

4. Conversion Rejection (Conv)

In order to further reject the background due to electrons from photon conver-
sions in tracker material a conversion rejection tool is applied [93]. Electrons with
missing hits in front of the innermost valid track are rejected as originated from a
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Figure 4.16: Impact Parameter: distribution of the d0 variable (expressed in cm)
for the electrons of the selected couples. All selections applied but the cut on d0.

conversion that occurred in the tracker material. The tracks are also inspected to
locate possible conversion partner tracks. To be identified as a conversion partner,
the track must have:

• opposite sign as the electron track,

• approximately the same cot(θ) as the electron track,

• small distance (“Dist”) in the transverse plane, where “Dist” is defined as
the distance in the x − y plane between the two tracks when the track in
question and the electron GSF track would be parallel when extrapolated.
All neighboring tracks in a ∆R = 0.3 cone are considered.

For GSF electrons, as the ones considered in the present analysis, the cut on cot(θ)
and Dist is applied looking at the quadratic sum between ∆cot(θ) = |cot(θel) −
cot(θtrk)| and Dist. A track is therefore considered a conversion partner track, and

then is rejected, if
√

∆cot2(θ) + Dist2 is lower than a certain value.
Different selections are chosen for WP80 (leading) and WP95 (second) electrons

in terms of missing hits, while the cut on
√

∆cot2(θ) + Dist2 is applied only on the
WP80 electrons. The cut values are shown in Table 4.4. In Fig. 4.17 the distribu-
tions of the missing hits for the leading and the second electrons are shown, together
with the cuts applied. For this plot all the analysis selections have been applied but
the conversion rejection itself. In Fig. 4.18 the distribution of

√
∆cot2(θ) + Dist2

for the leading electrons is shown, with all the cuts applied but the isolation and
the conversion rejection itself. Also the isolation cut is not required in Fig. 4.18 in
order to highlight the effect of the conversion rejection on the QCD background.
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Figure 4.17: Conversion Rejection: missing hits for leading (a) and second (b)
electrons. All selections applied but the conversion rejection.
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Figure 4.18: Conversion Rejection: distribution of the quadratic sum between cot(θ)
and Dist for leading electrons. No cuts applied on second (WP95) electrons. All
selections applied but the isolation and the conversion rejection itself. Also the
isolation cut is not required in order to highlight the effect of the conversion rejection
on the QCD background.

5. Isolation (Iso)

As described in Sec. 4.5 the electron isolation provides the most important con-
tribution on the background rejection. For this work the Combined Relative Iso-
lation (CombRelIso) variable as defined in Eq. (4.5) is used, which combines the
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Figure 4.19: Isolation: distribution of the Combined Relative Isolation variable
for Barrel (a) and Endcap (b) regions. Cuts on leading (black) and second (red)
electrons are also shown. All selections applied but isolation one.

Comb. Rel. Isolation WP80 WP95

Barrel 0.07 0.15
Endcaps 0.06 0.1

Table 4.5: Combined Relative Isolation cuts applied on leading (WP80) and second
(WP95) electrons. Barrel and Endcap cuts are shown.

activity measured in all the three subdetectors in a unique isolation variable. Elec-
trons with a Combined Relative Isolation higher than an appropriate value are
considered as not isolated electrons and then rejected.

Different sets of isolation cuts are chosen for WP80 and WP95 electrons, de-
pending also on detector regions (barrel and endcaps). In Table 4.5 the cuts applied
on the CombRelIso variable are shown, both for the leading (WP80) and the second
(WP95) electrons of the couples. In Fig. 4.19 the distribution of the CombRelIso
variable is shown both for barrel and endcaps together with the applied cuts, when
all the analysis selections have been required but the electron isolation itself.

6. Electron Identification (EiD)

The electron identification [94] makes use of several quality cuts in order to
distinguish true electrons from fakes, and to distinguish between electrons coming
from a Z decay from jets faking electrons. The variables used for the electron
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identification are H/E, ∆ηin, ∆φin and σiηiη. They concern respectively the electron
energy fraction deposited in hadronic calorimeter (which is expected to be small),
the geometrical matching between the electron track and the supercluster, and the
calorimeter shower shape. A more detailed description of these variables is already
given in Sec. 4.2 and Sec. 4.6.

Selection cuts on these variables are conveniently tuned for WP80 and WP95
electrons and for detector regions (barrel or endcaps). Table 4.6 shows the cuts
applied on each electron identification variable. In Fig. 4.20, Fig. 4.21, Fig. 4.22
and Fig. 4.23 the distributions of each electron identification variable are shown,
when all the analysis selections have been required but the electron identification
itself.

4.9 Z candidate distributions after cuts

Each electron couple which passed all the selection cuts described in the previous
section is considered as a Z candidate. In this section the characteristics of the
electron couples selected in the 36.2 pb−1 data sample with all cuts applied are
shown.

In Fig. 4.24 and Fig. 4.25 the pT and η distributions are shown both for the
leading and the second electrons of the selected couples, after all cuts applied. The
application of the whole set of selections leaves an event sample where most of
the background has been suppressed, as shown in both Fig. 4.24 and Fig. 4.25.
Notwithstanding the uncertainties due to the limited luminosity of these MC sam-
ples, no QCD events are left after all selection cuts are applied. Both Fig. 4.24 and
Fig. 4.25 show finally very good agreement between data and MC for what concern
the selected electron kinematic variables, in all the kinematic region of interest.

In Fig. 4.26 the distribution of the invariant mass of the selected electrons is
shown, while Fig. 4.27 shows the pT and η distributions of the Z candidates. Also
in this case the agreement between data and MC is good. Fig. 4.27 shows also that
Z candidates are mainly boosted in the forward region. This effect is due to the fact
that in pp collisions the Z boson is created from a valence quark and a quark of the

WP80 WP95

Barrel Endcap Barrel Endcap
H/E 0.04 0.025 0.15 0.07
∆ηin 0.004 0.007 0.007 0.01
∆φin 0.06 0.03 - -
σiηiη 0.01 0.03 0.01 0.03

Table 4.6: Electron Identification cuts applied on leading (WP80) and second
(WP95) electrons. Barrel and Endcap cuts are shown.
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Figure 4.20: Electron Identification: distributions of H/E variable, measured for
leading and second electrons in barrel (a) and endcap (b). Cuts on leading (black)
and second (red) electrons are also shown. All selections applied but electron iden-
tification itself.
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Figure 4.21: Electron Identification: distributions of ∆ηin variable, measured for
leading and second electrons in barrel (a) and endcap (b). Cuts on leading (black)
and second (red) electrons are also shown. All selections applied but electron iden-
tification itself.
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Figure 4.22: Electron Identification: ∆φin distributions for leading electrons in
barrel (a) and endcap (b). All selections applied but electron identification itself.
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Figure 4.23: Electron Identification: σiηiη distributions in barrel (a) and endcap
(b) (both leading and second electrons shown). Cuts shown are applied both on
leading and second electrons (see Table 4.6). All selections applied but electron
identification itself.
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sea. If one or more jets are present in the event, the Z boson acquires a momentum
in the central region.

Finally Table 4.7 reports the number of Z candidates after each selection, both
for data and for each MC sample normalized to the data luminosity (see Table 3.1
and Table 3.2 of Sec. 3.6 for the normalization factor of each MC sample). One
can see how the application of the selection cuts gradually improves the agreement
between data an MC. It is also evident the huge impact of the isolation cut on
the background rejection. As shown in Table 4.7, no QCD events are left after all
selection cuts are applied.

When all selections have been applied the selected Z candidates in data sample
are 9717 ± 98, while the MC prediction is 10717 ± 16. This difference in the Z
candidate yields must be attributed to a different efficiency of the selections between
data and MC, as will be shown in Chapter 6.
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Figure 4.24: Distributions of pT (a) and η (b) variables of the leading electron of
the selected electron couples. All selection cuts applied.
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Figure 4.25: Distributions of pT (a) and η (b) variables of the second electron of
the selected electron couples. All selection cuts applied.
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Figure 4.26: Di-electron invariant mass after full selection applied.
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Figure 4.27: Distributions of the pT (a) and η (b) variables evaluated for the selected
Z candidates. Full selection applied.
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Chapter 5

Jet reconstruction and selection in
Z → ee + jets events

Jets are an important tool in hadronic physics and they play a predominant role
at the LHC. By defining jets one aims at accessing, from the final state particles,
the hard parton level processes. Due to the large production cross section of jets at
LHC, they will allow studies of new kinematic regimes, confronting predictions of
perturbative QCD and probing physics processes within and beyond the Standard
Model. In this chapter the jet reconstruction adopted in CMS and in this analysis
is reported, together with the selection criteria used to select jets in Z → ee events.

5.1 Standard jet clustering algorithms in CMSSW

Since the definition of jet is not unique, several approaches are therefore available
for jet clustering, each of them with different characteristics. Two broad classes of
jet clustering algorithms exist. The first one consists in the “conical recombination”,
where jets are defined as dominant directions of energy flow. One introduces the
concept of a stable cone as a circle of fixed radius R in the η − φ plane such that
the sum of all the momenta of the particles within the cone points in the same
direction as the centre of the circle. Cone algorithms attempt to identify all the
stable cones. The second class is called “sequential recombination” and works by
defining a distance between pairs of particles, performing successive recombinations
of the pair of closest particles and stopping when all resulting objects are too far
apart. Algorithms within that class differ in the definition of the distance.

As described in Chapter 1 Sec. 1.5.3, the main requirement for a jet clustering
algorithm is the InfraRed and Collinear safety (IRC-safe), i.e. the algorithm must
be independent of infrared and collinear corrections in perturbative QCD. The
infrared corrections concern the emission of a gluon with an infinitely low energy (see
Fig. 5.1), a phenomenon which happens with a probability equal to 1 in perturbative
QCD. If the algorithm is IR-safe this soft emission must not affect the number of
reconstructed jets. At the same time the collinear corrections concern the splitting
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Figure 1: Stable cones found by the midpoint algorithm for a 3-particle event (left) and for
the same event with an additional infinitely soft gluon (right).

SISCone as a replacement for the midpoint algorithm. Let us consider the
3-particle event displayed in Fig. 1(a). When clustered with the midpoint algorithm, 2
stable cones are found, leading to two jets: one with particles 1 and 2 and a second one with
particle 3. If one adds to that hard event an infinitely soft gluon as shown in Fig. 1(b),
a third stable cone is found and the three hard particles are clustered in a single jet. This
change in the jet structure upon addition of soft particles, a phenomenon which happens
with infinite probability in perturbative QCD, gives rise to divergences in the perturbative
expansion and proves that the midpoint algorithm is infrared unsafe.

This problem arises from the fact that the seeded approach misses stable cones — here
the one containing particles 2 and 3 in Fig. 1(a). The workaround to restore IR safety
is thus to find a seedless method that provably identifies all the stable cones. This is
notoriously complex: a naive approach testing the stability of all subsets of particles [4] has
a complexity of order N2N for N particles which is much slower than the O(N 3) complexity
of the midpoint algorithm, making this solution unusable for experimental purposes.
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Figure 2: Clustering time for SIS-
Cone compared to typical implemen-
tations of the midpoint algorithm
and the anti-kt algorithm [5].

The solution [6] is to use the geometrical obser-
vation that any enclosure in the y − φ plane can be
moved without changing its contents until it touches
two points. Browsing all pairs of particles allows thus
to enumerate all possible cones and to check their sta-
bility at an overall cost of O(N 3). Additional efforts
can even bring the final complexity to O(N 2 log(N))
i.e. faster than the midpoint algorithm. This is il-
lustrated on Fig. 2 where we observe that in practice
SISCone runs faster than the typical implementations
of the midpoint algorithm without a seed threshold
and at least as fast as when a 1 GeV seed threshold
is used.

This has been implemented [6, 7, 5] in a C++ code
named SISCone (Seedless Infrared Safe Cone) which
is the first cone algorithm to satisfy the SNOWMASS
requirements, that is to be at the same time IR and
collinear safe, and to be fast enough to be used in
experimental analysis.

DIS 2008

Figure 5.1: Stable cones found by an IR-unsafe algorithm for a 3-particle event
(left) and for the same event with an additional infinitely soft gluon (right). The
IR-unsafety points out that a different number of stable cones are found in the two
cases [95].
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Figure 3: Jets found by the iterative cone for a 3-particle event (left) and for the same event
with a collinear splitting (right).

Anti-kt as a replacement for the iterative cone. As for the midpoint algorithm,
we start with an event with three hard particles (see Fig. 3(a)). When clustered with the
iterative cone, one stable cone containing all particles is found, resulting in a 1-jet event.
If we now split the hardest particle into two collinear particles — a process that also has
an infinite probability in perturbative QCD — as shown on Fig. 3(b), clustering with the
iterative cone gives a first jet made of particle 1 plus the two collinear ones, then a second
jet with particle 3. This example proves that the iterative cone algorithm is collinear unsafe.

Quite surprisingly, we can find a solution to that problem by coming back to the class of
the recombination algorithms. The distance measures introduced earlier can be written as

d2
ij = min(k2p

t,i, k
2p
t,j)(∆y2

ij + ∆φ2
ij),

with p = 1 for the kt algorithm and p = 0 for the Cambridge/Aachen algorithm. We can
then consider a third case, the one for which p = −1 and call it the anti-kt algorithm [8].
Obviously, this algorithm is IR and collinear safe. Furthermore, since its implementation [5]
is similar to the one of the kt algorithm, its speed will be similar too, which certainly makes
it usable for experimental purposes as seen on Fig. 2.

Figure 4: Illustration of the regularity of the
jets obtained with the anti-kt algorithm.

To understand the link with the itera-
tive cone algorithm, we note from the defini-
tion of the anti-kt distance that pairs involv-
ing a hard particle will be given small dis-
tances. This means that soft particles are re-
combined with hard ones before recombining
among themselves, resulting in regular, soft-
resilient, hard jets. This is exactly the hall-
mark of the iterative cone and it is in that
respect that the anti-kt can be seen as an IR
and collinear safe replacement.

To illustrate this property, we show in Fig.
4 the jets resulting from the clustering of an
event made with a few hard particles and a
large number of very soft ones uniformly dis-
tributed. It is clear that the hardest jets are
perfectly circular and that, in general, the
boundaries between the jets are regular.

DIS 2008

Figure 5.2: Jets found by a C-unsafe algorithm for a 3-particle event (left) and for
the same event with a collinear splitting (right). The C-unsafety points out that a
different number of stable cones are found in the two cases [95].

of a hard particle into two collinear particles, a process that also has a probability
equal to 1 in perturbative QCD (see Fig. 5.2). Also in this case the algorithm is
C-safe if this fact does not change the number of reconstructed jet. The IRC-safe
algorithms present also the advantage of being less sensitive to the calorimeter noise
(small energy deposits do not affect the number of reconstructed jets).

The standard IRC-safe algorithms adopted by CMS are the SISCone [95, 96],
in the conical recombination class, and the kt and anti-kt [97] algorithms, in the
sequential recombination class. In the following the different characteristics of these
three algorithms are described.

5.1.1 The SISCone algorithm

The SISCone [95,96] is a IRC-safe cone algorithm based on a seedless approach
(i.e. all particles are treated as equal) to stable cones identification. The cone
search follows these steps:

• for each particle i all the particles j = 1...N with a distance from i lower than
2R are considered, where R =

√
∆η2 + ∆φ2 is a fixed parameter;
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• for each couple of particles ij, a circle of radius R which has the two particles
on the circumference is created;

• for each circle the pT weighted centroid of all the particles which lie within
the circle is calculated;

• the cone centered on the centroid of the nth circle is declared stable only if it
contains all the initial particles;

• the cones with overlaps are split/joined if the scalar sum of the common
particles pT is lower/higher than a fraction f of the energy of the cone with
higher momentum.

Default values used for the R and f parameters are: R = 0.5 and f = 0.75.

5.1.2 The kt and anti-kt algorithms

The kT and anti-kT [97] are IRC-safe algorithms which belong to the sequential
recombination class. They introduce two definitions of distance: dij, the distance
between the objects (particles or pseudojets) i and j, and diB, the distance between
the object i and the beam. These distances are defined as follows:

dij = min(k2p
ti , k

2p
tj )

∆2
ij

R2
, (5.1)

diB = k2p
ti , (5.2)

where ∆2
ij = (yi − yj)2 + (φi − φj)2, kti, yi and φi are respectively the transverse

momentum, rapidity and azimuth of particle i and p is a parameter which distin-
guishes among different distance definitions. The algorithm therefore proceeds as
follows:

• the distances dij and diB for each particle i are calculated and the smallest
distance between dij and diB is identified;

• if dij < diB the objects i and j are recombined;

• if dij > diB i is considered as a jet and removed from the list of objects;

• the distances are recalculated and the procedure is repeated until no objects
are left.

According to the value of the parameter p present in the distance definitions we
may obtain different jet clustering algorithms. The value p = 1 defines the inclusive
kt algorithm. It can be shown in general that for p > 0 the behaviour of the jet
algorithm with respect to soft radiation is rather similar to that observed for the
kt algorithm, because what matters is the ordering between particles, and for finite
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Figure 1: A sample parton-level event (generated with Herwig [8]), together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active” catchment areas of
the resulting hard jets. For kt and Cam/Aachen the detailed shapes are in part determined by the
specific set of ghosts used, and change when the ghosts are modified.

the jets roughly midway between them. Anti-kt instead generates a circular hard jet, which clips a
lens-shaped region out of the soft one, leaving behind a crescent.

The above properties of the anti-kt algorithm translate into concrete results for various quanti-
tative properties of jets, as we outline below.

2.2 Area-related properties

The most concrete context in which to quantitatively discuss the properties of jet boundaries for
different algorithms is in the calculation of jet areas.

Two definitions were given for jet areas in [4]: the passive area (a) which measures a jet’s
susceptibility to point-like radiation, and the active area (A) which measures its susceptibility to
diffuse radiation. The simplest place to observe the impact of soft resilience is in the passive area for
a jet consisting of a hard particle p1 and a soft one p2, separated by a y− φ distance ∆12. In usual
IRC safe jet algorithms (JA), the passive area aJA,R(∆12) is πR2 when ∆12 = 0, but changes when
∆12 is increased. In contrast, since the boundaries of anti-kt jets are unaffected by soft radiation,

4

Figure 5.3: A MC sample parton-level event, together with many random soft
“ghosts”, clustered with four different jets algorithms, illustrating the “active”
catchment areas of the resulting hard jets. For kt and Cam/Aachen the detailed
shapes are in part determined by the specific set of ghosts used, and change when
the ghosts are modified. On the contrary, the anti-kt jet shapes are more regular
and not modified by soft particles [97].

∆ this is maintained for all positive values of p. The case of p = 0 is special and it
corresponds to the inclusive Cambridge/Aachen algorithm [98].

For p = −1 we obtain the anti-kt algorithm. The functionality of the anti-kt
algorithm can be understood by considering an event with a few well separated
hard particles with transverse momenta kt1, kt2, . . . and many soft particles. The
d1i = min(1/k2

t1, 1/k
2
ti)∆

2
1i/R

2 between a hard particle 1 and a soft particle i is
exclusively determined by the transverse momentum of the hard particle and the
∆1i separation. The dij between similarly separated soft particles will instead be
much larger. Therefore soft particles will tend to cluster with hard ones long before
they cluster among themselves. If a hard particle has no hard neighbours within a
distance 2R, then it will simply accumulate all the soft particles within a circle of
radius R, resulting in a perfectly conical jet. If we have two hard particles separated
by a distance R < ∆12 < 2R, then there will be two hard jets, and it is not possible
for both to be perfectly conical. If kt1 � kt2 jet 1 will result conical, while jet 2
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will be partly conical, since it will miss the part overlapping with jet 1. Otherwise,
if kt1 ∼ kt2 both cones will be clipped. Finally if we have two hard particles within
a distance ∆12 < R they are joined to form a single jet, which will be conical and
centered on k1 if kt1 � kt2, and will be instead more complex if kt1 ∼ kt2. The key
feature above is that the soft particles do not modify the shape of the jet, while
hard particles do. It results in a more regular shape of the reconstructed jets with
respect to the other algorithms, as shown in Fig. 5.3.

Due to this fact, the anti-kt algorithm is more robust than the other ones with
respect to non-perturbative effects like hadronization and underlying event contam-
ination, improving in this way the momentum resolution and therefore the calorime-
ter performance. Finally the clusterization performed by the anti-kt is faster than
the one obtained by using the other algorithms, e.g. the SISCone [95]. For all
these reasons the anti-kt algorithm was used for the present work. The distance
parameter was fixed at the value R = 0.5 and the reconstructed jets are therefore
denoted as “ak5” jets.

5.2 Jet reconstruction in CMS

The CMS subdetectors involved in the jet reconstruction are the hadronic calori-
meter HCAL, the electromagnetic calorimeter ECAL, which identifies photons and
electrons belonging to the jet (in particular the ones coming from π0 decays), and the
silicon Tracker, which adds track information in order to improve the pT response
and resolution of calorimeter jets. Three types of jets are reconstructed in CMS,
combining in different ways the individual contributions from subdetectors to form
the inputs to the jet clustering algorithms previously described: Calorimeter jets
(CALO), Jet Plus Track (JPT) jets and Particle Flow (PF) jets [99].

For the present analysis the Particle Flow jets are used, since they are better
reconstructed and have a better jet pT resolution as described in the following. The
jet clustering algorithm used was the anti-kt described in the previous section and
the jet collections are therefore named as “ak5PF” jets.

5.2.1 Particle Flow jets (PF jets)

The Particle Flow algorithm [87–89], as already stated in Sec. 4.1.4, combines the
information from all CMS subdetectors to identify and reconstruct all particles in
the event as shown in Fig. 5.4, namely muons, electrons, photons, charged hadrons
and neutral hadrons. Charged hadrons, in particular, are reconstructed from tracks
in the central tracker. Photons and neutral hadrons are reconstructed from the
energy clusters in the electromagnetic and hadron calorimeters which do not have
a corresponding track. A neutral particle overlapping with charged particles in the
calorimeters can be detected as a calorimetric energy excess with respect to the
sum of the associated track momenta. PF jets are then reconstructed from the



96 5 Jet reconstruction and selection in Z → ee+ jets events

53

Figure 4.4: The Particle Flow algorithm. Particles in the CMS detector are seen as tracks and

energy depositions. The PF algorithm attempts to fully reconstruct an event by combining

information for all CMS subdetectors.

and muons by combining information from all CMS sub-detectors (Fig. 4.4). This list of

particles is then used to form a more coherent picture of the event: to build jets (from which

the energy and direction of the originating quark/gluon is deduced), and to determine the

missing transverse energy (MET) which gives an estimate of the direction and energy of

any neutrinos or other invisible particles in an event, etc. The PF building blocks are in

the form of charged tracks, calorimeter clusters and muon tracks. The granularity and near-

hermetic coverage of the CMS detector, together with a series of advanced tracking and

clustering algorithms provide an excellent reconstruction performance. In addition, the use

of the CMS tracker information improves the jet pT resolution versus pure calorimetric jet

reconstruction.

4.6.2 Jet Clustering Algorithms

Jet clustering algorithms can be classified into two major groups depending on the re-

construction approach; in the first group, cone-based algorithms take particles or calorimeter

Figure 5.4: The Particle Flow algorithm. Particles in the CMS detector are seen
as tracks and energy deposits. The PF algorithm attempt to fully reconstruct an
event by combining information from all CMS subdetectors.

resulting list of particles. The jet momentum and spatial resolutions is improved
with respect to calorimetric jets since the use of the tracking detectors and the
excellent granularity of the ECAL allow to resolve and precisely measure charged
hadrons and photons inside jets, which constitute about 90% of the jet energy.

5.2.2 Jet position and momentum measurements

Once an ensemble of pseudojets (i.e. identified particle for PF jets) clustered
in phase space is chosen, for example, within an area of η − φ space defined by a
cone of radius R, then a jet axis is defined such that the total momentum of the
ensemble perpendicular to that axis is zero [100]. With that choice of axis the jet
four vector is the sum of the momentum and energy of the pseudojets. For PF jets
the sum is therefore performed on the identified particles that belong to the jets.
Jet four momentum and axis direction are defined as follows [100,101]:

~PJ =
∑

i

~pi, EJ =
∑

i

ei , (5.3)

tanφJ =
PyJ
PxJ

, tanh ηJ = cos θ =
PzJ
PJ

, (5.4)

where jet quantities are uppercase and pseudojets quantities are lowercase.

5.3 Jet energy corrections and pT resolution

A detailed understanding of the energy calibration and resolution of jets is of
crucial importance and is a leading source of systematic uncertainty for many anal-
yses with jets in the final state.
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The jet energy measured in the detector is typically different from the corre-
sponding particle jet energy. The latter is obtained in the simulation by clustering,
with the same jet algorithm, the stable particles produced during the hadronization
process that follows the hard interaction. The main cause for this energy mismatch
is the non uniform and non linear response of the CMS calorimeters to the jet
showers. Furthermore, electronics noise and additional pp interactions in the same
bunch crossing (event pile-up) can lead to extra unwanted energy. The purpose
of the jet energy correction is to relate, on average, the energy measured in the
detector to the energy of the corresponding particle jet.

CMS has developed a factorized multistep procedure for the jet energy calibra-
tion (JEC) [102]. The following three subsequent corrections are devised to correct
PF jets to the corresponding particle jet level:

• L1 Offset Correction (Eoffset), which aims to correct the jet energy for
the excess unwanted energy due to electronics noise and pile-up. In principle
this correction removes any dataset dependence on luminosity, so that the
following corrections are applied upon a luminosity independent sample. The
data-driven L1FastJet [103] pile-up subtraction algorithm has been used. It is
based on estimating the pile-up and underlying event transverse momentum
density using the calculated jet area.

• L2 Relative Correction (CRel), that removes variations in jet response
versus jet η through a balance, in two jet events, with respect to a central
control region chosen as a reference (|η| < 1.3).

• L3 Absolute Correction (CAbs), which removes variations in jet response
versus jet pT .

The default sequence for the jet energy corrections is expressed mathematically
as [99]:

ECorrected = (EUncorrected − Eoffset)× CRel(η, p
′′

T )× CAbs(p
′

T ) , (5.5)

where p
′′
T is the transverse momentum of the jet corrected for offset and p

′
T =

p
′′
T × CRel(η, p

′′
T ) is the transverse momentum of the jet corrected for offset and

pseudorapidity dependence.
All the correction factors described above are determined first by using the MC

true jets. The MC calibration is based on the simulation and corrects the energy of
the reconstructed jets such that it is equal on average to the energy of the generated
MC particle jets. Calorimeter jets require a large correction factor due to the non-
linear response of the CMS calorimeters. The track-based jet types (JPT and PF)
require much smaller correction factors because the charged component of the jet
shower is measured accurately in the CMS tracker, as shown in Fig. 5.5. The low
jet pT threshold indicates the minimum recommended pT for each jet type: 30 GeV ,
20 GeV , and 10 GeV for CALO, JPT, and PF jets respectively. A wider pT spectrum
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Figure 6: Monte Carlo jet-energy-correction factors for the different jet types, as a function of
jet h. Left: correction factor required to get a corrected jet pT = 50 GeV. Right: correction factor
required to get a corrected jet pT = 200 GeV.
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show strong dependence on the flavour type with differences up to 10%. This is attributed to
the non-linear single-particle response in the calorimeters. For the track-based reconstructed
jets, the flavour dependence is significantly reduced and not larger than 5% and 3% for JPT
and PF jets respectively. The ability to measure precisely the charged particle momenta in the
tracker reduces the contribution of calorimetry at low jet pT. In all jet types, the jets originated
from a light quark (u/d/s) have a systematically higher response than those from the other
flavours, which is attributed to the harder spectrum of the particles that are produced in the
fragmentation process. For comparison, Fig. 9 shows the flavour dependent response ratio of a
different fragmentation model (HERWIG++) with respect to PYTHIA6.
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Figure 6: Monte Carlo jet-energy-correction factors for the different jet types, as a function of
jet h. Left: correction factor required to get a corrected jet pT = 50 GeV. Right: correction factor
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show strong dependence on the flavour type with differences up to 10%. This is attributed to
the non-linear single-particle response in the calorimeters. For the track-based reconstructed
jets, the flavour dependence is significantly reduced and not larger than 5% and 3% for JPT
and PF jets respectively. The ability to measure precisely the charged particle momenta in the
tracker reduces the contribution of calorimetry at low jet pT. In all jet types, the jets originated
from a light quark (u/d/s) have a systematically higher response than those from the other
flavours, which is attributed to the harder spectrum of the particles that are produced in the
fragmentation process. For comparison, Fig. 9 shows the flavour dependent response ratio of a
different fragmentation model (HERWIG++) with respect to PYTHIA6.

(b)

Figure 5.5: Monte Carlo jet energy correction factors derived from simulation for
CALO, JPT, and PF jets at

√
s = 7 TeV, as a function of η (pT = 50 GeV ) (a)

and of corrected jet transverse momentum (b). Jets are reconstructed by using the
anti-kt algorithm with distance parameter R = 0.5 [104].

is therefore available using PF jets. PF jets require also much smaller corrections
with respect CALO jets as these jets rely heavily on the tracking information, and
correction dependence versus η is more stable for PF jets than for CALO and JPT
jets.

For the 2010 data taken period CMS adopted also a hybrid approach to de-
termine the JEC, i.e. both MC truth information and physics processes from pp
collisions are used for in-situ jet calibration. For data analysis indeed small residual
L2 and L3 corrections need to be applied on top of MC truth, in order to make
the data look like the MC. Dijet, γ+jets and Z+jets data samples were used to
determine residual corrections, producing a further correction factor that must be
applied only on jets from data. This fourth factor is

• L2L3 Residual Correction, small residual correction to be applied on top
of MC truth:

- relative scale: η dependent, constant in pT residual bewteen 0.92 and
1.03,

- absolute scale: a constant factor of 1.007.

In Fig. 5.6 and Fig. 5.7 the total jet energy correction factor is shown as a
function of η and pT respectively, for the three different jet types. The overall
uncertainties on the jet energy correction factors are also shown in the plots. For
the combined MC and residual calibration, the residual corrections for the relative
and the absolute response are multiplied with the generator level MC correction,
while the corresponding uncertainties are added in quadrature. Because of the
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6.6 Combined Jet Energy Correction

In this section, the combined MC and residual calibration is presented along with the total jet
energy scale systematic uncertainty. Following Eq. (12), the residual corrections for the relative
and absolute response are multiplied with the generator-level MC correction, while the cor-
responding uncertainties are added in quadrature. Figure 26 shows the combined calibration
factor as a function of jet-h for pT = 50, 200 GeV. Because of the smallness of the residual cor-
rections, the combined correction has the shape of the MC component, shown in Fig. 6. The
total correction as a function of jet pT is shown in Fig. 27 for various h values. Figure 28 shows
the total jet energy scale uncertainty as a function of jet pT. At low jet pT the relative energy
scale uncertainty makes a significant contribution to the total uncertainty while it becomes neg-
ligible at high pT. In the forward region, the relative scale uncertainty remains significant in
the entire pT-range. In general PF jets have the smallest systematic uncertainty while CALO
jets have the largest.
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Figure 26: Total jet-energy-correction factor, as a function of jet h for pT = 50 GeV (left) and
pT = 200 GeV (right). The bands indicate the corresponding uncertainty.Figure 5.6: Total jet energy correction factor, as a function of jet η for pT = 50 GeV

(left) and pT = 200 GeV (right). The bands indicate the corresponding uncertainty
[104].
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Figure 27: Total jet-energy-correction factor, as a function of jet pT for various h values. The
bands indicate the corresponding uncertainty.
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Figure 27: Total jet-energy-correction factor, as a function of jet pT for various h values. The
bands indicate the corresponding uncertainty.

(b)

Figure 5.7: Total jet energy correction factor, as a function jet pT for η = 0 (a) and
η = 2 (b). The bands indicate the corresponding uncertainty [104].
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Figure 28: Total jet-energy-scale uncertainty, as a function of jet pT for various h values.
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Figure 28: Total jet-energy-scale uncertainty, as a function of jet pT for various h values.

(b)

Figure 5.8: Total uncertainty on jet energy calibration as a function of jet pT , for
η = 0 (a) and η = 2 (b) [104].
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smallness of the residual corrections, the combined correction has the same shape
of the MC component. In Fig. 5.8 the total uncertainty on jet energy correction is
shown as a function of jet pT , for η = 0 (a) and jet η = 2. In general the PF jets
have the smallest systematic uncertainty, while CALO jets have the largest one.
As shown in Fig. 5.8, for PF jets with pT = 15 GeV the total JEC uncertainties is
about 8% while for jet pT = 30 GeV the total uncertainty is of the order of 3% [104].

In order to check the jet calibration for the present analysis, the ratio pT,Jet/pT,Z
has been measured for Z + 1 jet events. In such events indeed the pT,Jet/pT,Z ratio
should be equal to 1 because of the transverse momentum balance between the Z
boson and the jet. In Fig. 5.9 the pT,Z/pT,Jet ratio for data and for Z + jets MC
sample with Z2 tune is shown both for jet pT > 15 GeV and jet pT > 30 GeV .
The events shown are required to have a reconstructed Z → ee event with all the
selection cuts applied (see Sec. 4.8). The background is not considered, since it
results absolutely negligible as already shown in Sec. 4.8. For these plots the L1,
L2 and L3 jet energy corrections have been applied on MC jets, while on data jets,
together with the L1, L2 and L3 corrections, also the L2L3Residual correction has
been applied. In Fig. 5.10 the same measurement has been performed comparing
data and D6T Z + jets MC sample. These plots show for data a clear peak around
1, within the calibration uncertainties described above, which confirms the correct
jet energy calibration for the present work. The agreement between data and MC is
better for Z2 tune, while Fig. 5.10 shows worse performances of D6T tune simulation
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Figure 5.9: Ratio between pT,Jet and pT,Z in Z + 1 jet events. Data (black) and
Z + jets MC sample with Z2 tune (yellow) are shown. The background is not
considered because negligible. The ratio is evaluated by using PF jets with pT > 15
GeV (a) and PF jets with pT > 30 GeV (b). In both cases jets are required to have
η < 2.5.
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Figure 5.10: Ratio between pT,Jet and pT,Z in Z + 1 jet events. Data (black) and
Z + jets MC sample with D6T tune (yellow) are shown. The background is not
considered because negligible. The ratio is evaluated by using PF jets with pT > 15
GeV (a) and PF jets with pT > 30 GeV (b). In both cases jets are required to have
η < 2.5.

in properly reproducing jet energy.

A jet pT resolution measurement was performed using dijet events in both data
and MC samples [104]. The dijet resolution is defined for events with at least two
jets through the variable A defined as

A =
pJet1T − pJet2T

pJet1T + pJet2T

, (5.6)

where pJet1T and pJet2T refer to the randomly ordered transverse momenta of the two
leading jets. In the limit pT ≡< pJet1T >=< pJet2T > and σ (pT ) ≡ σ

(
pJet1T

)
=

σ
(
pJet2T

)
, the resolution is calculated to be

(
σ(pT )

pT

)
=
√

2σA , (5.7)

where σA is the variance of the A variable [104].
Fig. 5.11 shows the dijet resolution measurement results obtained for CALO and

PF jets in the central region. In each plot, the solid red line depicts the resolution
from generator level MC, corrected for the measured discrepancy between data
and simulation (constant term), and represents the best estimate of the jet pT
resolution in data. The yellow band represents the total systematic uncertainty.
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Figure 34: Bias-corrected data measurements, compared to the generator-level MC (denoted as
MC-truth) pT resolution before (red-dashed line) and after correction for the measured discrep-
ancy between data and simulation (red-solid line) for CALO (top left), JPT (top right), and PF
jets (bottom) in |h| < 0.5.
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Figure 34: Bias-corrected data measurements, compared to the generator-level MC (denoted as
MC-truth) pT resolution before (red-dashed line) and after correction for the measured discrep-
ancy between data and simulation (red-solid line) for CALO (top left), JPT (top right), and PF
jets (bottom) in |h| < 0.5.

(b)

Figure 5.11: Jet pT resolution measurement for CALO (a) and PF (b) jets in
|η| < 0.5. Data are compared to the generator level (MC truth) pT resolution before
(red dashed line) and after (red solid line) correction for the measured discrepancy
between data and simulation [104].

The uncorrected generator level MC resolution is shown as a red dashed line, while
black dots represent data, which are in good agreement with the corrected MC
resolution within the statistical and systematic uncertainties. As shown in Fig. 5.11
PF jets have better performances than CALO jets in terms of transverse momentum
resolution. In particular in the region |η| < 0.5 with a pT of 100 GeV the measured
PF jet resolution in the data is better than 10%.

5.4 The PATJet object

Like the electrons (Chapter 4 Sec. 4.6), also jets are reconstructed by the PAT
algorithm (Chapter 2 Sec. 2.4.2) and the PATJet object is defined, which makes
use of the anti-kt algorithm. In particular the PATJet object stores the following
information:

• jet axis coordinates and jet momentum;

• jet energy corrections, as described in the previous section;

• jet energy correction uncertainties;

• tracks associated to the jet. Track matching is based on spatial separation
in η − φ between the jet axis and the track momentum measured at the
interaction vertex;
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For the present analysis a PATJet collection of PF jets was used. PF jets were
chosen because of their lower and more precise jet energy corrections and for their
better pT resolution, as stated in the previous sections. After the application of the
jet energy correction the following very loose preselection cuts are applied on the
PATJet collections:

• jet (pT )Corrected > 10 GeV ,

• jet |η| < 10.

5.5 Jet - lepton isolation

All energy deposits in the electromagnetic calorimeter are used by the jet clus-
tering algorithm. Thus all the electrons present in the event are classified as jets,
since they release almost all their energy in ECAL. Since we are interested in jet
counting, the Z decay electrons must be separated from the real jets present in
the event. To this end the distance in the η − φ plane between the jet axis and
the electrons coming from Z decay is used. If a jet is separated by a distance
∆R =

√
(∆η)2 + (∆φ)2 higher than a certain value from both the Z electrons it is

therefore considered as lepton-isolated, otherwise it is removed from the jet collec-
tion (this operation is also named “jet cleaning”). Fig. 5.12 shows for the Z + jets
MC sample the values of the ∆R separation variable evaluated between each jet
and the electron coming from Z decay nearest to it. All the jets with a jet-lepton
separation ∆R < 0.5 are rejected as not isolated jets. The value ∆R = 0.5 is the
distance parameter that has been used for the anti-kt jet clustering algorithm and
it is the minimum in the ∆R distribution of Fig. 5.12.

5.6 Z+jet events selection

Within the selected Z → ee events (see Chapter 4 Sec. 4.8) a jet energy corrected
PF jet collection is reconstructed with the preselection cuts described in Sec. 5.4.
Further cuts are needed in order to discard electrons identified as originating from
the Z boson decay and badly reconstructed jets. To discard these unwanted jets,
while retaining most of the real ones, a set of loose jet identification criteria has
been defined which keep > 99% of the real jets while removing a significant fraction
of unwanted ones [105]. The applied requirements are:

• jet-lepton separation ∆R > 0.5,

• |η| < 2.5,

• charged hadron fraction > 0.0,
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Figure 5.12: Separation between each jet and the Z electron nearest to it, eval-
uated for the Z + Jets MC sample by using GEN jets (red) and PF RECO jets
(black), with pT > 15 GeV and |η| < 2.5. The separation is expressed in terms of
∆R =

√
(∆η)2 + (∆φ)2. The anti-kt algorithm is used for jet reconstruction. The

cut applied for jet-lepton isolation is ∆R > 0.5. For this plot the MC sample is
normalized to a reference luminosity of 50 pb−1.

• neutral hadron fraction < 0.99,

• charged multiplicity > 0.0,

• charged electromagnetic fraction < 0.99,

• neutral electromagnetic fraction < 0.99,

• two different pT cuts studied: pT > 15 GeV and pT > 30 GeV .

The jet lepton separation requirement ∆R > 0.5 leads to a PF jet collections
cleaned from electrons coming from Z decay, while the cut on η limits the recon-
struction region to the tracker η region, since PF jets rely on tracking information.

For the Z+jets cross section measurement two different PF jet classes have been
used: one with pT > 15 GeV and the other with pT > 30 GeV . In fact, although PF
jets have better resolution and more precise energy corrections for pT > 30 GeV ,
their excellent performances make feasible also a Z+jets cross section measurement
for pT > 15 GeV jets.

5.6.1 Jet pT and η distributions after cuts

In Fig. 5.13 the transverse momentum of the leading jets found in reconstructed
Z → ee events are shown for pT > 15 GeV . Selected events satisfy all of the selection
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cuts defined in Chapter 4 Sec. 4.8 to identify a Z → ee event, plus the PF jets
selection criteria defined in Sec. 5.6. The plot shows a good agreement between
data and MC, especially for pT > 30 GeV . As found in Chapter 4 the background
is completely negligible after the application of the selection cuts. In particular, as
already shown in Chapter 4, no QCD events are left after all Z → ee selection cuts
applied due to the limited luminosity of these MC samples.

The η variable of the PF leading jets is shown in Fig. 5.14, both for pT > 15 GeV
and pT > 30 GeV . Also in this case the agreement between data and MC is good,
for both pT cuts. The jet multiplicity found in the selected Z → ee events will be
discussed in detail in Chapter 7.
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Figure 5.13: Distributions of the pT variables of the leading PF jets found in recon-
structed Z → ee events, with the cuts pT > 15 GeV and |η| < 2.5.
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Figure 5.14: Distributions of the η variable of the leading PF jets found in recon-
structed Z → ee events, with pT > 15 GeV (a) and pT > 30 GeV (b).



Chapter 6

Selection efficiency measurement

In order to properly calculate the cross section of Z+jets events as a function of
jet multiplicity, the event yields must be corrected for the measurement efficiency.
In this Chapter the event selection efficiency measurement is shown, following both
a MC and a data driven approach. The final efficiency estimation is evaluated as
a function of the jet multiplicity and takes advantage of both MC and data driven
methods.

6.1 The Z → ee + jets event selection efficiency

The global efficiency for selecting Z → ee events can be factorized as follows:

ε = εAcc × εTrg × εImp × εConv × εIso × εEiD , (6.1)

where each factor represents the relative efficiency of the correspondent selection
step described in Chapter 4 Sec. 4.8. In more detail,

• εAcc is the efficiency to reconstruct an electron couple within the acceptance,
i.e. within the kinematic cuts described in Sec. 4.8; in particular pT > 20 GeV
for the leading electron and pT > 10 GeV for the second electron are required,

• εTrg is the trigger efficiency for the leading electron,

• εImp is the efficiency to have an impact parameter < 0.02 cm both for the
leading and the second electrons of the couple,

• εConv, εIso and εEiD are the efficiencies for the working points WP80 (leading
electron) and WP95 (second electron) requirements, concerning the conversion
rejection, isolation and electron identification respectively.

All the factors in Eq. (6.1) represent therefore double electron efficiencies, except
for εTrg which is a single electron trigger efficiency. Selection cuts applied on the
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electron couples are asymmetric, with the exception of the impact parameter re-
quirement which is the same both for the leading and the second electrons. In the
following sections, the efficiency of each particular cut will be evaluated by requir-
ing for both the leading and the second electrons of Z → ee event candidates their
own selection cuts, i.e. it will be given by the product of the two single electron
efficiencies relative to the leading and the second electron respectively.

The increased hadronic activity in events with extra jets is expected to affect
the electron efficiency, in particular the electron isolation requirement. Each one
of the efficiencies in Eq. (6.1) must be therefore evaluated as a function of the jet
multiplicity. In the following sections the event selection efficiency is evaluated
as a function of jet inclusive multiplicity bins, considering two different pjetT cuts:
pjetT > 15 GeV and pjetT > 30 GeV . For pjetT > 15 GeV 5 multiplicity bins are studied,
i.e. ≥ 0, ≥ 1, ≥ 2, ≥ 3 and ≥ 4 jets. For pjetT > 30 GeV instead only 4 multiplicity
bins are taken into account, i.e. ≥ 0, ≥ 1, ≥ 2, and ≥ 3 jets, since for data sample
the bin with ≥ 4 jets is affected by lack of statistics, which do not allow to apply
in this case the data driven method used to evaluate the corresponding efficiency,
as will be described in Sec. 6.3.

6.2 MC estimation of selection efficiency

In order to check the effect of each cut on the Z → ee event selection its relative
efficiency was evaluated, making use of the Z+jets MADGRAPH sample with Z2 tune.
The relative efficiency is defined as the efficiency of each cut evaluated with respect
to the previous one. The relative efficiency of the first cut is calculated with respect
to the total number of events generated in acceptance. The relative efficiency can
be therefore expressed as follows:

εMC
Rel (Acc) =

NReco(Acc)

NGen(Acc)
, (6.2)

εMC
Rel (n) =

NReco(cutn)

NReco(cutn− 1)
, n = 2, ... , 6 , (6.3)

where NReco(Acc) is the number of events reconstructed within the acceptance,
NReco(cutn) (NReco(cutn − 1)) is the number of reconstructed events which pass
the n-th ((n − 1)-th) cut and NGen(Acc) represents the total number of events
generated within the acceptance. Eq. (6.2) is the efficiency of the first cut, while
Eq. (6.3) is the efficiency of the added cuts. In Fig. 6.1 the relative efficiency of
each cut is shown as a function of jet inclusive multiplicity, both for pjetT > 15 GeV
and pjetT > 30 GeV .

As shown in Fig. 6.1 the relative efficiencies appear to be quite flat, except
for the isolation cut which becomes less efficient as the number of jets increases,
as expected because of the enhanced hadronic activity. Also the first applied cut
(Acceptance) seems to show a dependence on jet multiplicity, opposite to the one
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Figure 6.1: Relative efficiency of the selection cuts as a function of jet inclusive
multiplicity, for pjetT > 15 GeV (a) and for pjetT > 30 GeV (b). The efficiency of each
cut is calculated with respect to the number of events passing the previous cut. For
this efficiency estimation the Z + jets MADGRAPH Z2 sample was used.

found for the isolation cut. In this case the increase of the acceptance cut efficiency
with the multiplicity is due to the presence of fake Z → ee electron couples in this
very first step of the selection procedure, i.e. couples in which one or both the
electrons belong to the hadronic activity present in the event and not to actual Z
decays. The number of fake Z → ee electron couples indeed increases as the jet
multiplicity increases. This effect disappears with the application of further cuts,
as will be shown in the following.

The global efficiency needed to the cross section measurement is defined as the
efficiency of the whole selection calculated with respect to the total number of events
generated within the acceptance. We can also define the “cascade efficiency” of each
cut as the efficiency of the selection cut cascade evaluated at that particular cut.
The cascade efficiency formula is therefore:

εMC
Casc(n) =

NReco(cut 1 + ...+ cutn)

NGen(Acc)
, n = 1, ... , 6 , (6.4)

where NReco(cut 1 + ... + cutn) is the number of reconstructed events passing the
first n cuts and NGen(Acc) is the total number of events generated within the
acceptance. The global efficiency of the whole selection sequence is therefore given
by εMC

Casc(6), i.e. with all the cuts applied. In the following εMC
Casc(6) will be simply

called as global efficiency of the Z → ee+ jets event selection and will be denoted
as εMC

Glob.
The cascade efficiency calculated at each step of the selection sequence is shown



110 6 Selection efficiency measurement

in Fig. 6.2 as a function of jet inclusive multiplicity, both for pjetT > 15 GeV and
pjetT > 30 GeV . As shown in the plots of Fig. 6.2, the global efficiency of the whole
selection expressed as a function of the jet inclusive multiplicity is roughly included
for pjetT > 15 GeV between 63% for the bin 0 and 59% for the bin 4, while for
pjetT > 30 GeV the minimum values is about 58%, reached at the bin 3 of inclusive
multiplicity. As previously shown in Fig. 6.1 the isolation cut dependence on the
jet multiplicity is still recognizable in Fig. 6.2, while the same dependence of the
acceptance cut is canceled by the further cuts as expected.

Also the Z + jets MADGRAPH sample with D6T tune was used for the cascade
and global efficiency calculation in order to check possible differences in efficiency
calculation with respect to Z2 tune, due to a possible different data and detector
response modeling of the two tunes. The cascade efficiency obtained at each step
of the selection sequence making use of the D6T sample is shown in Fig. 6.3, both
for pjetT > 15 GeV and pjetT > 30 GeV .

The global efficiency obtained with D6T Z + jets sample is quite lower than
the one obtained with the Z2 sample, being included between 62% and 56%. In
particular the difference is recognizable starting from the isolation cut and denotes
a difference in the underlying event modeling between Z2 and D6T. In Table 6.1,
Table 6.2 and Table 6.3 the selection global efficiency values are shown, evaluated
as a function of jet inclusive multiplicity both for Z2 and D6T samples.

As shown in the tables the efficiencies calculated by using the Z2 and D6T MC
simulations differ by about 3 − 6%. The efficiency calculation made by using MC
simulations leads therefore to large systematic errors due to differences in data and
detector simulation. Moreover imperfections in data and detector modeling may
lead to large discrepancy between the MC efficiency and the actual data efficiency,
as will be shown in the following. This fact makes necessary to use a data driven
method for properly evaluating the global efficiency.

Selection Global Efficiency - MC Z2

jet multiplicity pT > 15 GeV pT > 30 GeV

≥ 0 0.633± 0.001 0.633± 0.001
≥ 1 0.624± 0.001 0.623± 0.001
≥ 2 0.614± 0.002 0.609± 0.003
≥ 3 0.604± 0.003 0.585± 0.008
≥ 4 0.593± 0.006

Table 6.1: Global Efficiency of the Z → ee + jets event selection, calculated using
the MC Z2 sample. The efficiency is shown as a function of jet inclusive multiplicity,
both for pjetT > 15 GeV and pjetT > 30 GeV .
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Figure 6.2: Cascade efficiency of the selection sequence as a function of jet inclusive
multiplicity, for pjetT > 15 GeV (a) and for pjetT > 30 GeV (b). For this efficiency
estimation the Z + jets MADGRAPH Z2 sample was used.
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Figure 6.3: Cascade efficiency of the selection sequence as a function of jet inclusive
multiplicity, for pjetT > 15 GeV (a) and for pjetT > 30 GeV (b). For this efficiency
estimation the Z + jets MADGRAPH D6T sample was used.
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Selection Global Efficiency - MC D6T

jet multiplicity pT > 15 GeV Diff.% Z2-D6T

≥ 0 0.616± 0.001 2.74%
≥ 1 0.602± 0.002 3.49%
≥ 2 0.589± 0.003 4.07%
≥ 3 0.571± 0.005 5.39%
≥ 4 0.557± 0.009 6.12%

Table 6.2: Global Efficiency of the Z → ee+jets event selection, calculated using the
MC D6T sample. The efficiency is shown as a function of jet inclusive multiplicity,
for pjetT > 15 GeV . The difference between the Z2 and D6T calculated efficiencies
is also shown.

Selection Global Efficiency - MC D6T

jet multiplicity pT > 30 GeV Diff.% Z2-D6T

≥ 0 0.616± 0.001 2.74%
≥ 1 0.604± 0.003 3.12%
≥ 2 0.588± 0.006 3.59%
≥ 3 0.564± 0.015 3.59%

Table 6.3: Global Efficiency of the Z → ee+jets event selection, calculated using the
MC D6T sample. The efficiency is shown as a function of jet inclusive multiplicity,
for pjetT > 30 GeV . The difference between the Z2 and D6T calculated efficiencies
is also shown.

6.3 Tag & Probe estimation of selection efficiency

The efficiency calculation based on MC predictions leads to large discrepancies
between different MC modeled samples (as shown in the previous Section) and be-
tween data and MC, due to the imperfections in the simulation. These discrepancies
would produce large systematic errors in the efficiency estimation. It is therefore
preferable to measure the selection efficiency from the data itself, with no reference
to simulation. To perform such a measurement a data driven method was used,
which is called the “Tag & Probe” (T&P) method. Taking advantage of the fact
that Z → ee is a well defined resonance, the T&P selects electron couples of a well
defined type and probes the efficiency of the selection criteria on those couples. In
the following the T&P tool will be described in detail and the global efficiency mea-
surement obtained by using T&P on the data sample will be shown, as usual as a
function of the jet inclusive multiplicity both for pjetT > 15 GeV and pjetT > 30 GeV .
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6.3.1 Description of Tag & Probe tool

In the T&P method known resonances, like the Z resonance in the present case,
are used to measure efficiencies. This method allows to measure the single electron
efficiency for both the hard and soft selection cuts applied in the present analysis
on the leading and the second Z electrons respectively. Since asymmetric cuts
have been adopted, the T&P measurement of single electron efficiency will produce
different efficiency values. The actual T&P efficiency for Z → ee event selection
will be given therefore by the product of the two T&P single electron efficiencies.

In order to evaluate the efficiency for each one of the two legs of the Z → ee
resonance, events are identified in which one of the two decay products passes tight
selections (Tag selection), that aims at rejecting most of the background. The
second decay product, the Probe, is used to measure the desired efficiency. The
definition of the Probe object depends therefore on the specifics of the selection
criteria being examined.

Tag electrons are often referred to as “golden” electrons and the fake rate for
passing Tag selection criteria should be very small. Nevertheless too tight cuts on
the Tags may introduce a bias in the T&P efficiency measurement, selecting T&P
pairs where the Probe electron is polarized towards higher quality values of the
selection parameters. The cuts used for selecting Tag electrons are the following:

• pT > 20 GeV ,

• |η| < 1.44 ∪ 1.57 < |η| < 2.50,

• d0 < 0.05,

• Combined Relative Isolation < 0.1,

where d0 is the impact parameter (see Chapter 4 Sec. 4.8) and the Combined Relative
Isolation is defined in Chapter 4 Sec. 4.5. Each Tag-Probe pair is also required to
have an invariant mass between 60 GeV and 120 GeV .

Cuts on the Probes are applied in the same order specified in Chapter 4 Sec. 4.8.
The T&P single electron efficiencies for each cut are therefore obtained from the
Tag-Probe pairs as follows:

εSinglelead =
Probe(cutlead 1 + ...+ cutlead n)

Probe(Acclead)
, (6.5)

εSinglesec =
Probe(cutsec 1 + ...+ cutsec n)

Probe(Accsec)
, (6.6)

where Probe(cutlead/sec 1 + ... + cutlead/sec n) is the number of Probes passing the
selection criteria up to cut number n, distinguished between leading (Eq. (6.5)) and
second (Eq. (6.6)) electron criteria due to the asymmetric cuts, Probe(Acclead/sec) is
the number of Probes passing the acceptance requirement (for leading and second
electron respectively) and εSinglelead and εSinglesec are the single electron efficiencies (for
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leading and second electron respectively). The T&P selection efficiency is therefore
given by:

εTP = εSinglelead · εSinglesec . (6.7)

Despite the background rejection operated by the Tag requirements, some back-
ground still survives the Tag cuts and the mass constraint and must therefore be
subtracted from the true signal yields. The residual background subtraction is
operated by a fitting procedure. In a nutshell, the efficiency estimation strategy
proceeds according to the following steps. For each Probe efficiency to be eval-
uated, the shape of the invariant mass of Tag-Passing Probe and of Tag-Failing
Probe pairs is fitted on a MC training sample of signal events only. On another MC
training sample of background events only the invariant mass is plotted, both for
Tag-Passing Probe and of Tag-Failing Probe pairs and its shape is fitted. The fits
are performed for each jet inclusive multiplicity bin. The shapes of these distribu-
tions are the only input from Monte Carlo on which the procedure relies. The MC
samples used for the training fit are the Z+jets MADGRAPH sample with Z2 tune for
the signal, and all the background samples listed in Table 3.2 of Chapter 3, except
for the WZ and ZZ samples. All the background samples used are normalized
to a reference luminosity of 50 pb−1 and merged in an unique background sample.
The WZ and ZZ samples were excluded because, for the purpose of the efficiency
measurement, they may be considered exactly as Z → ee events.

On the data sample used, for each multiplicity bin a simultaneous fit is performed
on the Tag-Passing Probe and the Tag-Failing Probe pairs, where the signal and
the background shapes are fixed in the training step. The normalization of the two
distributions, for each bin, is related to the efficiency εSingle (leading or second) as
follows:

st−pp = s× εSingle , (6.8)

st−fp = s× (1− εSingle) , (6.9)

where s is the total number of Tag-Probe pairs, st−pp is the number of signal Tag-
Passing Probe pairs and st−fp is the number of Tag-Failing Probe pairs. The esti-

mation of εSinglelead and εSinglesec for each bin is obtained from such fits. The signal shape
used for the fit is a Breit Wigner convoluted with a Crystal Ball function, which is
defined as

f(x;m, s, a, n) =





( n
|a|)

n
e−

1
2a

2

( n
|a|−|a|−x)

n , for x < −|a|

exp
(
−1

2

(
x−m
s

)2)
, for x > −|a|

(6.10)

where m, s, a and n are the fit parameters. The background was instead fitted by
using an exponential function. Fits were performed with the RooFit [106] toolkit,
using an unbinned likelihood fit.



6.3 Tag & Probe estimation of selection efficiency 115

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

20

40

60

80

100

120

140

160

180 Signal Fail = 2931.5 +/ 58

Bkg Fail = 694.4 +/ 39.2

Efficiency = 0.7413 +/ 0.0043

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

20

40

60

80

100

120

140

160

180

(a)

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

100

200

300

400

500

600 Signal Pass = 8398.2 +/ 92.2

Bkg Pass = 108.8 +/ 37.8

Efficiency = 0.7413 +/ 0.0043

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

100

200

300

400

500

600

(b)

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

20

40

60

80

100

120

140

160

180

200

220
Signal Fail = 2127.8 +/ 78.8

Bkg Fail = 8642.2 +/ 101.5

Efficiency = 0.8476 +/ 0.0046

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

20

40

60

80

100

120

140

160

180

200

220

(c)

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

100

200

300

400

500

600

700

800 Signal Pass = 11830.2 +/ 109.8

Bkg Pass = 259.8 +/ 45.8

Efficiency = 0.8476 +/ 0.0046

mass (GeV)

60 70 80 90 100 110 120

E
v
e

n
ts

/(
0

.6
 G

e
V

)

0

100

200

300

400

500

600

700

800

(d)

Figure 6.4: T&P fits for the inclusive bin (≥ 0 jets). The fits shown are: Tag-
Failing Probe (a) and Tag-Passing Probe (b) for leading electron cuts (WP80),
Tag-Failing Probe (c) and Tag-Passing Probe (d) for second electron cuts (WP95).
Single electron efficiencies for leading (a-b) and second (c-d) electron cuts are also
shown in the plots. Data (black points), signal fit (solid line) and background fit
(dashed line) are shown.

In Fig. 6.4 the T&P fits obtained for the Tag-Failing Probe pairs and the Tag-
Passing Probe pairs of the inclusive bin (≥ 0 jets) are shown, both for the lead-
ing (WP80) and the second (WP95) electron global selections. Single electron
efficiencies of leading and second electron selections are also shown in the plots
respectively. In the figures from Fig. 6.7 to Fig. 6.13 all the other fits used for per-
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forming the global T&P efficiency measurement are shown, both for pjetT > 15 GeV
(≥ 1 ≥ 2 ≥ 3 and ≥ 4 bins) and for pjetT > 30 GeV (≥ 1 ≥ 2 and ≥ 3 bins). In
Table 6.11, Table 6.12 and Table 6.13 at the end of this Chapter, the fit results, the
single electron efficiencies and the global T&P efficiencies are summarized, for the
inclusive bin (≥ 0 jets), the pjetT > 15 GeV multiplicity bins and the pjetT > 30 GeV
multiplicity bins respectively.

Due to the lack of statistics for the bin 4 of inclusive multiplicity in case of
pjetT > 30 GeV , the fit procedure does not converge. This fact does not allow to
properly evaluate the background contribution, which is particularly relevant for
the Tag-Failing Probe pairs. For this reason the bin 4 has not been studied in the
present work for pjetT > 30 GeV .

6.3.2 Global efficiency measurement with Tag & Probe

After the measurement of εSinglelead and εSinglesec , the T&P estimation of Z → ee event
selection efficiency εTP will be given by Eq. (6.7), while its relative uncertainty will
be equal to the quadratic sum of the relative uncertainties of the measured single
electron efficiencies. The T&P efficiency can not be compared with the MC global
efficiency defined in Eq. (6.4), since εMC

Glob is an estimation of the number of events
passing the selection criteria with respect to the events generated in acceptance
while T&P can not rely on generator information being a data driven method. The
MC global efficiency of Eq. (6.4) can be broken down as follows:

εMC
Glob = εMC

Casc(6) =
NReco(Acc)

NGen(Acc)
· N

Reco(cut 1 + ...+ cut 6)

NReco(Acc)

= εMC
Rel (Acc) · N

Reco(AllCuts)

NReco(Acc)
.

(6.11)

The εMC
Rel (Acc) factor in Eq. (6.11) can be evaluated only via MC simulations, while

the second factor can be obtained by using the T&P method.
In Fig. 6.5 the T&P efficiencies measured as a function of the jet inclusive mul-

tiplicity are shown (blue points), both for pjetT > 15 GeV and pjetT > 30 GeV respec-
tively. The T&P efficiencies are compared with the ratioNReco(AllCuts)/NReco(Acc)
evaluated by using MC simulations (black points). As a closure test also the T&P
efficiencies measured on the signal only sample (the same used for the MC calcula-
tion) are shown (red points), in order to check the consistency of the T&P procedure
and the possible presence of a bias. In the following the T&P efficiency measured
on data sample will be denoted as εTPData, while T&P efficiency measured on the MC
signal only sample will be named εTPMC . In the limit of no bias introduced by the
T&P procedure, the ratio NReco(AllCuts)/NReco(Acc) (black points) and εTPMC (red
points) would be exactly equal.

As shown in Fig. 6.5 the consistency check confirms the validity of the T&P pro-
cedure with a negligible bias, which however will be taken into account as shown in
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Figure 6.5: T&P efficiency as a function of jet inclusive multiplicity, for pjetT >
15 GeV (a) and pjetT > 30 GeV (b). T&P efficiency measured on data εTPData (blue)
and on MC signal only sample (closure test) εTPMC (red) are shown, compared with
the ratio NReco(AllCuts)/NReco(Acc) calculated from MC simulation (black).
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Figure 6.6: Residuals between εTPMC and the ratio NReco(AllCuts)/NReco(Acc) calcu-
lated from MC simulation. Both pjetT > 15 GeV (a) and pjetT > 30 GeV (b) inclusive
multiplicity are shown.

the next Section. In Fig. 6.6 the residuals between εTPMC and the ratio MC calculated
NReco(AllCuts)/NReco(Acc) are shown. As shown in Fig. 6.5, the T&P efficiency
measured on data results to be lower than the one predicted from MC simulations.
As stated in the previous Section this discrepancy is due to MC imperfections in
modeling the detector response.

In Tables 6.4 and 6.5 the εTPMC and εTPData measured values are shown for each bin
of jet inclusive multiplicity, for pjetT > 15 GeV and pjetT > 30 GeV respectively.
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T&P Efficiency - pjetT > 15 GeV

jet multiplicity εTP
MC εTP

Data

≥ 0 0.703± 0.001 0.628± 0.006
≥ 1 0.690± 0.001 0.610± 0.011
≥ 2 0.676± 0.002 0.588± 0.021
≥ 3 0.662± 0.004 0.645+0.048

−0.046

≥ 4 0.650± 0.007 0.545+0.089
−0.081

Table 6.4: T&P efficiency measured as a function of jet inclusive multiplicity, for
pjetT > 15 GeV . Both the T&P efficiencies εTPMC , measured on the MC signal only
sample, and εTPData measured on data sample are shown.

T&P Efficiency - pjetT > 30 GeV

jet multiplicity εTP
MC εTP

Data

≥ 0 0.703± 0.001 0.628± 0.006
≥ 1 0.688± 0.002 0.586± 0.017
≥ 2 0.669± 0.004 0.610+0.051

−0.049

≥ 3 0.637± 0.009 0.408+0.098
−0.086

Table 6.5: T&P efficiency measured as a function of jet inclusive multiplicity, for
pjetT > 30 GeV . Both the T&P efficiencies εTPMC , measured on the MC signal only
sample, and εTPData measured on data sample are shown.

6.4 Final efficiency estimation

The selection efficiency measurement used for the cross section calculation takes
advantage of both the T&P measurement and the MC estimation (necessary for the
εMC
Rel (Acc) calculation). As stated before, in the ideal case of no bias in the T&P

measurement the ratio NReco(AllCuts)/NReco(Acc) calculated by using MC signal
sample and the εTPMC efficiency described in the previous section would be exactly
the same. Therefore, in order to correct for a possible residual bias in the T&P
measurement, the following Z → ee selection efficiency estimation εZ is used:

εZ = εMC
Rel (Acc) · N

Reco(AllCuts)

NReco(Acc)
· ε

TP
Data

εTPMC

= εMC
Glob ·

εTPData
εTPMC

= εMC
Glob · ρ ,

(6.12)

where εMC
Glob is the selection global efficiency calculated by using the MC method

described in Sec. 6.2, while εTPData and εTPMC are the T&P efficiencies described in
Sec. 6.3.2, measured on data sample and on the MC signal only sample respectively.
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εZ = εMC
Glob · ρ (MC Z2)

jet multiplicity pT > 15 GeV Diff.% εMC
Glob − εZ pT > 30 GeV Diff.% εMC

Glob − εZ
≥ 0 0.566± 0.006 -11% 0.566± 0.006 -11%
≥ 1 0.551± 0.010 -12% 0.531± 0.015 -15%
≥ 2 0.534± 0.019 -13% 0.556+0.046

−0.045 -9%
≥ 3 0.588+0.044

−0.043 -3% 0.375+0.090
−0.079 -36%

≥ 4 0.497+0.082
−0.074 -16%

Table 6.6: Final efficiency estimation as a function of jet inclusive multiplicity,
evaluated by using T&P data driven efficiency and the MC Z + jets simulation
with tune Z2 for the MC part of Eq. (6.12). The percentage difference with respect
the MC efficiencies evaluated in Sec. 6.2 is also shown.

In Eq. (6.12) the variable ρ defined as

ρ =
εTPData
εTPMC

, (6.13)

has been introduced, and the corrected efficiency for each multiplicity bin i can be
finally expressed as:

(εZ)i =
(
εMC
Glob · ρ

)
i
. (6.14)

In Table 6.6 the final selection efficiency estimation is shown, evaluated as de-
scribed in Eq. (6.12) as a function of jet inclusive multiplicity both for pjetT > 15 GeV
and pjetT > 30 GeV . As shown in Table 6.6 the final estimated efficiency is lower
than the one obtained from the MC only estimation of about 11% for the inclusive
bin, while for the other bins the difference is included between 3% for the bin 3 of
pjetT > 15 GeV and 36% for the bin 3 of pjetT > 30 GeV (which is however affected by
a large statistical error). This fact gives reason for the discrepancy between data
and MC yields after all selections applied, which has been already shown for the

εZ = εMC
Glob · ρ (MC D6T)

jet multiplicity pT > 15 GeV Diff.% εZ(D6T)-εZ(Z2)

≥ 0 0.567± 0.006 +0.18%
≥ 1 0.553± 0.010 +0.26%
≥ 2 0.540± 0.019 +1.12%
≥ 3 0.596+0.044

−0.042 +1.37%
≥ 4 0.497+0.083

−0.075 -0.02%

Table 6.7: Final efficiency estimation as a function of jet inclusive multiplicity,
evaluated by using T&P data driven efficiency and the MC Z + jets simulation
with tune D6T for the MC part of Eq. (6.12).
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εZ = εMC
Glob · ρ (MC D6T)

jet multiplicity pT > 30 GeV Diff.% εZ(D6T)-εZ(Z2)

≥ 0 0.567± 0.006 +0.18%
≥ 1 0.528± 0.016 -0.60%
≥ 2 0.566+0.048

−0.046 +1.76%
≥ 3 0.356+0.085

−0.076 -5.10%

Table 6.8: Final efficiency estimation as a function of jet inclusive multiplicity,
evaluated by using T&P data driven efficiency and the MC Z + jets simulation
with tune D6T for the MC part of Eq. (6.12).

inclusive bin in Table 4.7 of Chapter 4 Sec. 4.9. An analogous effect is present also
for the other multiplicity bins, as will be shown in the next Chapter.

In order to check the stability of the procedure adopted for the efficiency mea-
surement, the same measurement has been redone by using the Z+jets MC sample
simulated with tune D6T for the calculation of the parts of Eq. (6.12) where MC
simulations are involved. The Z+ jets D6T sample was also used as signal training
in order to check the stability of the fitting procedure. In Table 6.7 and in Table 6.8
the values of the efficiency εMC

Glob · ρ obtained by using D6T simulations for the MC
parts of the efficiency calculation are shown. While for the MC global efficiency
the difference between the Z2 and the D6T estimations shown in Table 6.2 and
Table 6.3 is about 3− 6%, in case of the εMC

Glob · ρ measurements shown in Table 6.6,
Table 6.7 and Table 6.8 the discrepancy becomes lower than 1.8%, except for the
bin 3 of pjetT > 30 GeV where the difference is about 5% due to the lower available
statistics which produces larger uncertainties in the fitting step.

The differences between the Z2 and D6T estimations of εMC
Glob ·ρ will be considered

as a systematic uncertainty on the estimated efficiencies. Finally in Table 6.9 and
Table 6.10 the efficiencies used in the next Chapter for the Z → ee+ jets analysis
are summarized, for pjetT > 15 GeV and pjetT > 30 GeV respectively.

εZ = εMC
Glob · ρ - jet pT > 15 GeV

jet multiplicity εZ Statistical Unc. Systematic Unc.

≥ 0 0.566 ±0.006 +0.18%
≥ 1 0.551 ±0.010 +0.26%
≥ 2 0.534 ±0.019 +1.12%
≥ 3 0.588 +0.044

−0.043 +1.37%
≥ 4 0.497 +0.082

−0.074 −0.02%

Table 6.9: Final estimation of efficiency εZ as a function of jet inclusive multiplicity,
for pjetT > 15 GeV . Statistical and systematic uncertainties are shown.
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εZ = εMC
Glob · ρ - jet pT > 30 GeV

jet multiplicity εZ Statistical Unc. Systematic Unc.

≥ 0 0.566 ±0.006 +0.18%
≥ 1 0.531 ±0.015 −0.60%
≥ 2 0.556 +0.046

−0.045 +1.76%
≥ 3 0.375 +0.090

−0.079 −5.10%

Table 6.10: Final estimation of efficiency εZ as a function of jet inclusive multiplicity,
for pjetT > 30 GeV . Statistical and systematic uncertainties are shown.
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Figure 6.7: T&P fits: multiplicity bin ≥ 1, pjetT > 15 GeV . Failing - Pass fits for
leading electron cuts (top) and Failing - Pass fits for second electron cuts (bottom)
are shown. Data (black points), signal fit (solid line) and background fit (dashed
line) are shown.
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Figure 6.8: T&P fits: multiplicity bin ≥ 2, pjetT > 15 GeV . Failing - Pass fits for
leading electron cuts (top) and Failing - Pass fits for second electron cuts (bottom)
are shown. Data (black points), signal fit (solid line) and background fit (dashed
line) are shown.
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Figure 6.9: T&P fits: multiplicity bin ≥ 3, pjetT > 15 GeV . Failing - Pass fits for
leading electron cuts (top) and Failing - Pass fits for second electron cuts (bottom)
are shown. Data (black points), signal fit (solid line) and background fit (dashed
line) are shown.
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Figure 6.10: T&P fits: multiplicity bin ≥ 4, pjetT > 15 GeV . Failing - Pass fits for
leading electron cuts (top) and Failing - Pass fits for second electron cuts (bottom)
are shown. Data (black points), signal fit (solid line) and background fit (dashed
line) are shown.
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Figure 6.11: T&P fits: multiplicity bin ≥ 1, pjetT > 30 GeV . Failing - Pass fits for
leading electron cuts (top) and Failing - Pass fits for second electron cuts (bottom)
are shown. Data (black points), signal fit (solid line) and background fit (dashed
line) are shown.
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Figure 6.12: T&P fits: multiplicity bin ≥ 2, pjetT > 30 GeV . Failing - Pass fits for
leading electron cuts (top) and Failing - Pass fits for second electron cuts (bottom)
are shown. Data (black points), signal fit (solid line) and background fit (dashed
line) are shown.
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Figure 6.13: T&P fits: multiplicity bin ≥ 3, pjetT > 30 GeV . Failing - Pass fits for
leading electron cuts (top) and Failing - Pass fits for second electron cuts (bottom)
are shown. Data (black points), signal fit (solid line) and background fit (dashed
line) are shown.
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Chapter 7

Cross section measurement

In this Chapter, after studying the reconstructed inclusive jet multiplicities, the
measurement of the cross section σ(Z + ≥ n jets) is evaluated both for pjetT > 15 GeV
and pjetT > 30 GeV . In fact jet multiplicity needs first to be corrected for the re-
construction efficiencies shown in the previous Chapter and for the effects of the
finite detector resolution, in order to go back to the true multiplicity distribution.
In the following the analysis of the jet multiplicity will be shown together with
the study of the systematic uncertainties that affect the measurement. Finally
the σ(Z + ≥ n jets) cross section will be obtained from the corrected multiplicity
distributions.

7.1 Raw jet multiplicity

In Fig. 7.1 the inclusive multiplicity distributions of the reconstructed jets are
shown, both for pjetT > 15 GeV and pjetT > 30 GeV . In these plots the number of
data, MC signal and MC background yields are shown for each multiplicity bin,
after having applied all the Z → ee selection cuts described in Chapter 4 Sec. 4.8.
The MC samples are normalized to the data luminosity. For the signal simulation
the Z + jets MADGRAPH sample with Z2 tune has been used (see Chapter 3 Sec. 3.6
for a complete MC dataset description).

This kind of multiplicity distribution is named “raw multiplicity”, since no cor-
rections are applied. The plots in Fig. 7.1 show the inclusive multiplicity up to the
bin ≥ 6 jets, in order to compare reconstructed data and MC at this first step (for
pjetT > 30 GeV the bins ≥ 5 and ≥ 6 have no data yields). Nevertheless only the
bins 0, 1, 2, 3, 4 for pjetT > 15 GeV and 0, 1, 2, 3 for pjetT > 30 GeV are taken into
account for the analysis, since for higher multiplicity values the lack of statistics do
not allow a proper evaluation of the selection efficiency, as described in the previous
Chapter. In Tables 7.1 and 7.2 data and MC yields are shown as a function of
the multiplicity bins, for pjetT > 15 GeV and pjetT > 30 GeV respectively. As shown
in Fig. 7.1 and in Tables 7.1 and 7.2 no QCD background events are left after all
Z → ee selection cuts applied.
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Figure 7.1: Raw multiplicity distributions after all Z → ee selections applied, for
pjetT > 15 GeV (a) and for pjetT > 30 GeV (b). Data and MC signal (MADGRAPH Z2)
and background yields are shown. No QCD events left after all cuts applied.

raw multiplicity yields - jet pT > 15 GeV

Sample ≥ 0 ≥ 1 ≥ 2 ≥ 3 ≥ 4 ≥ 5 ≥ 6

tt̄+jets 14.2± 0.3 14.2± 0.3 13.5± 0.3 9.9± 0.2 5.5± 0.2 2.47± 0.11 0.92± 0.06
EWK 20.6± 0.5 15.8± 0.4 10.4± 0.3 5.0± 0.2 1.8± 0.1 0.57± 0.07 0.21± 0.07
Z+jets 10682± 16 3841± 9 1151± 5 312± 2 80.5± 1.4 20.4± 0.7 4.9± 0.3

Total MC 10717± 16 3871± 9 1175± 5 327± 3 87.7± 1.4 23.4± 0.7 6.04± 0.34
Data 9717± 99 3543± 59 1111± 33 318± 18 83± 9 19± 4 4± 2

Table 7.1: Data and MC yields as a function of jet inclusive multiplicity for
pjetT > 15 GeV , after all Z → ee selections applied. MC samples are normalized
to data luminosity. No QCD events left after all cuts applied.

raw multiplicity yields - jet pT > 30 GeV

Sample ≥ 1 ≥ 2 ≥ 3 ≥ 4 ≥ 5 ≥ 6

tt̄+jets 14.0± 0.3 11.3± 0.2 5.5± 0.2 1.6± 0.1 0.42± 0.04 0.06± 0.01
EWK 12.1± 0.2 5.3± 0.1 1.26± 0.01 0.257± 0.008 0.042± 0.003 0.008± 0.001
Z+jets 1628± 6 291± 3 49.1± 1.1 8.3± 0.4 1.20± 0.16 0.14± 0.06

Total MC 1654± 6 308± 3 55.8± 1.1 10.2± 0.4 1.67± 0.17 0.21± 0.06
Data 1483± 38 267± 16 38± 6 6± 2 0 0

Table 7.2: Data and MC yields as a function of jet inclusive multiplicity for
pjetT > 30 GeV , after all Z → ee selections applied (bin ≥ 0 is shown in Ta-
ble 7.1). MC samples normalized to data luminosity. No QCD events left after
all cuts applied.
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The Tables also show a discrepancy between the data and MC yields after all
cuts are applied, of the order of 10% for the inclusive bin (≥ 0 jets) and lower
for the others. As described in the previous Chapter (Sec. 6.4) this discrepancy is
related to the different efficiency between data and MC, which is about 10% for
the inclusive bin. For the bins of multiplicity higher than 0 also the bin by bin
migration must be taken into account, as described in the following.

7.2 Signal and background extraction

In order to properly evaluate signal and background contributions to the content
of each multiplicity bin, a data driven method was used which takes advantage of the
T&P machinery described in the previous Chapter. By fitting the Z mass plots for
each multiplicity bin it is possible to extract signal and background contributions,
except for the WZ and ZZ backgrounds which are considered as Z → ee events
by the fitting procedure. These two background contributions must be therefore
evaluated from the MC predictions. The WZ and ZZ yields (included in EWK
in Tables 7.1 and 7.2) evaluated by using the MC PYTHIA samples, described in
Chapter 3 Sec. 3.6, are shown in Table 7.3 for each analyzed multiplicity bin, both
for pjetT > 15 GeV and pjetT > 30 GeV .

The mass plots to be fitted are obtained for each multiplicity bin from data
that have passed all the selection cuts for both the leading and the second elec-
trons. The number of entries of each plot must be therefore equal to the data yields
shown in Tables 7.1 and 7.2 for each multiplicity bin. The fit functions used are
the convolution of a Crystal Ball with a Breit Wigner for the signal and an expo-
nential function for the background, as already described for the T&P procedure
in Chapter 6 Sec. 6.3.1. Thus the signal shape is first fitted for each multiplicity
bin on a MC training sample of signal events only, while the background shape is
fitted on the invariant mass plot obtained from a MC training sample of background
events only. The signal and background shapes are then fitted to the data Z mass
plot, keeping their shapes fixed (only the signal peak is free to shift). The sum of
the integrals of the two fitted curves must be equal to the number of entries, i.e.
to the number of yields shown in Tables 7.1 and 7.2 for each multiplicity bin. In

WZ - ZZ background yields (NWZ−ZZ) from MC datasets

≥ 0 ≥ 1 ≥ 2 ≥ 3 ≥ 4

pjetT > 15 GeV 13.98± 0.06 12.32± 0.05 8.96± 0.04 4.35± 0.03 1.59± 0.02

pjetT > 30 GeV 13.98± 0.06 10.41± 0.05 5.01± 0.03 1.24± 0.02 -

Table 7.3: WZ and ZZ background yields as a function of jet inclusive multiplicity
after all Z → ee selections applied, both for pjetT > 15 GeV and pjetT > 30 GeV . MC
PYTHIA samples normalized to data luminosity are used for the yields evaluation.
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Figure 7.2: Z invariant mass fit for the inclusive bin (≥ 0 jets). Signal and back-
ground estimations are shown in the plots.
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Figure 7.3: Z invariant mass fit for ≥ 1 (a), ≥ 2 (b), ≥ 3 (c) and ≥ 4 (d) jets for
pjetT > 15 GeV . Signal and background estimations are shown in the plots.
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Figure 7.4: Z invariant mass fit for ≥ 1 (a), ≥ 2 (b), and ≥ 3 (c) jets for
pjetT > 30 GeV . Signal and background estimations are shown in the plots.

Fig. 7.2 the signal and background fit obtained for the inclusive bin is shown, while
in Fig. 7.3 and Fig. 7.4 the fits obtained for the other multiplicity bins are shown,
both for pjetT > 15 GeV and pjetT > 30 GeV . In Tables 7.4 and 7.5 the signal and
background estimations extracted by using the fitting procedure are summarized.

For the present analysis the signal yields NSig estimated for each multiplicity
bin i are therefore:

(NSig)i =
(
NFit
Sig −NWZ−ZZ

)
i
, (7.1)

where NFit
Sig is the signal estimation extracted from the Z invariant mass fits (shown

in Tables 7.4 and 7.5), while NWZ−ZZ is the MC estimation for WZ-ZZ background,
as summarized in Table 7.3. The signal yields NSig of Eq. (7.1) are affected by the
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pjet
T > 15 GeV NFit

Sig NFit
Bkg

≥ 0 9565± 98 152± 40
≥ 1 3461± 59 81± 25
≥ 2 1067± 33 44± 15
≥ 3 315± 18 3.5± 5.1
≥ 4 83± 9 0.1± 8.7

Table 7.4: Signal and background yields extracted from the Z invariant mass fits,
as a function of jet inclusive multiplicity for pjetT > 15 GeV .

pjet
T > 30 GeV NFit

Sig NFit
Bkg

≥ 0 9565± 98 152± 40
≥ 1 1442± 38 41± 17
≥ 2 259± 16 7.7± 6.9
≥ 3 37± 6 0.5± 1.3

Table 7.5: Signal and background yields extracted from the Z invariant mass fits,
as a function of jet inclusive multiplicity for pjetT > 30 GeV .

Signal estimation NSig

pjet
T > 15 GeV NSig =

(
NFit

Sig −NWZ−ZZ

)
Statistical Unc.

≥ 0 9551 ±98
≥ 1 3449 ±59
≥ 2 1058 ±33
≥ 3 311 ±18
≥ 4 81 ±9

Table 7.6: Signal estimations evaluated as shown in Eq. (7.1) as a function of jet
inclusive multiplicity for pjetT > 15 GeV . The statistical uncertainties are shown,
while the systematic ones are negligible.

Signal estimation NSig

pjet
T > 30 GeV NSig =

(
NFit

Sig −NWZ−ZZ

)
Statistical Unc.

≥ 0 9551 ±98
≥ 1 1432 ±38
≥ 2 254 ±16
≥ 3 36 ±6

Table 7.7: Signal estimations evaluated as shown in Eq. (7.1) as a function of jet
inclusive multiplicity for pjetT > 30 GeV . The statistical uncertainties are shown,
while the systematic ones are negligible.
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statistical uncertainty of NFit
Sig (shown in Tables 7.4 and 7.5), while the uncertainty

on NWZ−ZZ should be considered as a contribution to the systematics. Neverthe-
less the relative contribution of the NWZ−ZZ systematic uncertainty to the total
uncertainty on NSig is of the order of 5 · 10−6 ÷ 4 · 10−4, being therefore completely
negligible with respect to the statistical uncertainty as well as to the other sources
of systematic uncertainty described in the following. In Tables 7.6 and 7.7 the signal
yields estimated for each multiplicity bin are shown, both for pjetT > 15 GeV and
pjetT > 30 GeV , together with their uncertainties.

7.3 Efficiency correction

For the measurement of σ(Z + ≥ n jets), the number of signal events must be
corrected for detector efficiency, in order to extrapolate the true number of events
produced in pp collisions for each multiplicity bin. The results are not corrected
for detector acceptance in order to keep them independent of MC generators that
would be used to make such correction and of the added uncertainties this would
introduce.

Making use of the efficiency definition introduced in Chapter 6, the number of
events corrected for detector efficiency NEffCorr

Sig is defined for each multiplicity bin
as

(
NEffCorr
Sig

)
i

=

(
NFit
Sig −NWZ−ZZ

εMC
Glob · ρ

)

i

=

(
NSig

εZ

)

i

, (7.2)

where i is the multiplicity bin and Eqs. (6.14) and (7.1) have been used. The mea-
surement of εZ has been previously described in Chapter 6 and its measured values
with their uncertainties have been summarized in Tables 6.9 and 6.10 of Chapter 6.
The efficiency uncertainty should be considered as a systematic uncertainty for the
measurement that we are interested in. Its contribution to the overall systematic
uncertainty of the measurement will be therefore discussed in the following, together
with the other sources of systematics.

7.4 Unfolding multiplicity distributions

In order to extrapolate the true multiplicity distribution, one more correction
must be applied because of the limited detector momentum resolution. The finite
resolution in jet momentum reconstruction can indeed modify the true multiplicity
distribution in the sense that for each event it can affect the number of jets that
pass the pT thresholds, causing a possible migration of the event to neighboring
multiplicity bins. Without such a correction the results produced by two differ-
ent experiments can not be compared, and σ(Z + ≥ n jets) can not be correctly
measured for n > 0.
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To correct for this effect, an unfolding procedure has been applied, in order to re-
trieve the true multiplicity distributions both for pjetT > 15 GeV and pjetT > 30 GeV .
The method adopted to perform this correction is to compare reconstructed and
generated multiplicity distributions of the MC sample Z + jets MADGRAPH with
Z2 tune, calculating bin by bin the correction factors which allow to retrieve the
generated distribution from the reconstructed one. The correction factor used are
therefore defined as

Ci =

(
NGen
Jet

NReco
Jet

)

i

, (7.3)

where NGen
Jet is the number of generated jets, NReco

Jet is the number of reconstructed
jets and i is the inclusive multiplicity bin. For the correction factor calculation of
Eq. (7.3), the presence of a Z boson generated in the acceptance is also required.
In fact, in order to compare generated and reconstructed multiplicity distributions
coming from the same event sample, obtaining therefore a correction factor equal
to 1 for the inclusive bin (≥ 0 jets), the events with a Z generated out of the accep-
tance must be rejected. In Fig. 7.5 the Z2 MADGRAPH generated and reconstructed
multiplicity distributions are compared, while in Fig. 7.6 the calculated correction
factors are shown, both for pjetT > 15 GeV and pjetT > 30 GeV . In Table 7.8 the
calculated correction factors are summarized with their statistical uncertainties. As
shown in Table 7.8 the statistical uncertainties on the correction factors go from
about 0.07% at bin 1 of both pjetT > 15 GeV and pjetT > 30 GeV , up to 0.6% for
the bin 4 of pjetT > 15 GeV . These uncertainties are therefore completely negligible
with respect to the statistical and systematic uncertainties of the measurement, as
shown in the following.

Once the unfolding correction factors have been calculated, the corrected mul-
tiplicity distributions may be obtained. Starting from Eqs. (7.1) and (7.2) the true
number of events for each multiplicity bin i is given by:

(
NTrue
Sig

)
i

=
(
NEffCorr
Sig

)
i
· Ci =

(
NFit
Sig −NWZ−ZZ

εZ

)

i

· Ci , (7.4)

where
(
NFit
Sig

)
i

is the number of signal yields in bin i extracted from the Z invariant

Unfolding Correction Factors - MADGRAPH Z2 sample

≥ 0 ≥ 1 ≥ 2 ≥ 3 ≥ 4

pjetT > 15 GeV 1 0.8927± 0.0006 0.847± 0.001 0.812± 0.003 0.811± 0.005

pjetT > 30 GeV 1 0.9469± 0.0007 0.954± 0.001 0.943± 0.004 -

Table 7.8: Unfolding Correction Factors, evaluated for each inclusive multiplicity
bin as shown in Eq. (7.3) by using Z + jets MADGRAPH Z2 sample, both for pjetT >
15 GeV and pjetT > 30 GeV . Statistical uncertainties are also shown.
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Figure 7.5: Generated (red) and reconstructed (black) jet inclusive multiplicity
distributions for pjetT > 15 GeV (a) and pjetT > 30 GeV (b), obtained from the MC
sample Z + jets MADGRAPH Z2. A Z boson generated in the acceptance is required.
The MC sample is not normalized (corresponding to a luminosity of 1593 pb−1).
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Figure 7.6: Unfolding correction factors evaluated by using the Z + jets MADGRAPH
Z2 sample, for pjetT > 15 GeV (a) and pjetT > 30 GeV (b).

mass fits, NWZ−ZZ is the WZ-ZZ background in bin i evaluated from MC, εZ is the
measured efficiency for the bin i and Ci is the unfolding correction factor evaluated
for bin i by using Eq. (7.3). The unfolded multiplicity distribution obtained from
Eq. (7.4) is therefore corrected for the effects of the detector, in terms of efficiency
and momentum resolution. It can be therefore compared with the MC predictions
and then used for the cross section measurement. In Fig. 7.7 the results of the un-
folded inclusive multiplicity are shown, both for pjetT > 15 GeV and pjetT > 30 GeV ,
together with a comparison with the MC generated multiplicity distribution and a
ratio between the unfolded multiplicity and the MC predictions. Only statistical
uncertainties are considered for these plots.
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Figure 7.7: Data inclusive multiplicity distributions corrected for efficiency and un-
folding (black), for pjetT > 15 GeV (a) and pjetT > 30 GeV (b). Inclusive multiplicity
distribution of Z + jets MADGRAPH Z2 generated jets is also shown (red). The ra-
tios between data corrected multiplicity and the MC predictions are shown at the
bottom.

A close agreement is observed in Fig. 7.7 between the data unfolded multiplicity
and the MC truth. As shown in both the ratio plots, unfolded data and MC
predictions are indeed in agreement within the statistical uncertainty for all the
multiplicity bins, except for the bins 3 and 4 of pjetT > 15 GeV . Once the systematic
uncertainty that affects the measurement is taken into account, these last two bins
also show agreement between data and MC, as will be shown in the following.

7.5 Systematic uncertainties

In order to properly evaluate the measurement uncertainty, several sources of
systematic uncertainties must be taken into account. For the present analysis the
sources of systematics are relative to the efficiency measurement, to the unfolding
procedure, to the jet energy corrections and to the measured luminosity of the data
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Efficiency Systematics

≥ 0 ≥ 1 ≥ 2 ≥ 3 ≥ 4

pjetT > 15 GeV 1.0% 1.8% +3.8%
−3.6%

+7.3%
−7.4%

+15%
−16%

pjetT > 30 GeV 1.0% +2.9%
−3.0%

+8.1%
−8.3%

+21%
−25% -

Table 7.9: Systematic uncertainties due to the efficiency measurement as a function
of inclusive multiplicity, both for pjetT > 15 GeV and pjetT > 30 GeV .

sample. In the following each one of these sources of systematic uncertainties will
be described. The total systematic uncertainty on the measurement will be given
as the quadratic sum of each one of the following contributions.

7.5.1 Systematics of the efficiency

As described in Chapter 6 Sec. 6.4, the measured efficiency is affected by a
statistical uncertainty, relative to the measurement method and to the available
statistics, and by a systematic uncertainty. The latter takes into account the sta-
bility of the Tag & Probe procedure used for performing the measurement, and was
evaluated as a comparison with the efficiency obtained by using the D6T tune MC
sample, in place of the Z2 sample, for the signal training in the fitting step and for
calculating the MC efficiency that has to be rescaled to the data driven estimated
one (see Chapter 6 Sec. 6.4). Both the statistical and systematic uncertainties of the
efficiency measurement are added in quadrature in order to provide the efficiency
contribution to the total systematic uncertainty of the final measurement.

As shown in Tables 6.9 and 6.10 of Chapter 6 Sec. 6.4, the larger contribution
to the uncertainty on the efficiency is the statistical one, which is of the order of 1%
for the inclusive bin (≥ 0 jets) up to 25% for the bin 3 of pjetT > 30 GeV multiplicity
distribution, while the systematic is about 0.2% for the inclusive bin and it is below
the 2% for the others, except for the bin 3 of pjetT > 30 GeV where it is about 5%.
The large statistical uncertainty is due to the lack of statistics for high multiplicity
bins (in particular for pjetT > 30 GeV ).

In Table 7.9 the efficiency contribution to the systematic uncertainty of the
measurement is shown, both for pjetT > 15 GeV and pjetT > 30 GeV .

7.5.2 Systematics of the unfolding procedure

The unfolding procedure described in Sec. 7.4 is affected by the particular choice
of the MC simulation used for calculating the correction factors, i.e. the Z + jets
MADGRAPH with tune Z2. In order to evaluate the systematic uncertainty due to the
simulation chosen for the correction factors calculation, the unfolding was also per-
formed using another MC simulation, i.e. the D6T Z + jets MADGRAPH. In Fig. 7.8
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Figure 7.8: Unfolding correction factors obtained from Z2 MADGRAPH simula-
tion (black) and D6T MADGRAPH simulation (red), for pjetT > 15 GeV (a) and
pjetT > 30 GeV multiplicity distributions.

Unfolding Systematics

≥ 0 ≥ 1 ≥ 2 ≥ 3 ≥ 4

pjetT > 15 GeV - +2.3% +7.6% +12% +11%

pjetT > 30 GeV - +0.2% +2.1% +3.4% -

Table 7.10: Systematic uncertainties due to the unfolding procedure evaluated as a
function of inclusive multiplicity, both for pjetT > 15 GeV and pjetT > 30 GeV .

the correction factors obtained by using the D6T simulation are compared with the
ones shown in Sec. 7.4, evaluated by using the Z2 simulation, both for pjetT > 15 GeV
and pjetT > 30 GeV . The relative difference between the Z2 and D6T correction fac-
tors is therefore considered as a systematic uncertainty of the measurement for each
multiplicity bin, except for the inclusive bin which is not unfolded. The contribu-
tions of this source of systematic uncertainty are shown in Table 7.10 as a function
of the inclusive multiplicity, both for pjetT > 15 GeV and pjetT > 30 GeV . Since this
uncertainty have been evaluated as a difference between two different sets of unfold-
ing correction factors, its contribution to the total systematic uncertainty results to
be asymmetric.

7.5.3 Systematics for the jet energy correction

The uncertainty in jet energy calibration directly affects the jet multiplicity
spectrum and therefore is an important source of systematic uncertainty for the
present measurement. This contribution to the systematic uncertainty is evaluated
as the change in the multiplicity distribution induced by shifting the pjetT by ±σJEC .
It is estimated with pure MC samples because of the limited data statistics in the
high multiplicity jet bins.

To calculate σJEC the uncertainties of all the jet energy correction factors L1,
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Figure 7.9: Data inclusive multiplicity distributions corrected for efficiency and
unfolding (black) and systematic uncertainties due to jet energy calibration, eval-
uated by shifting pjetT by +σJEC (red) and −σJEC (blue). Both the multiplicity
distributions obtained for pjetT > 15 GeV (a) and pjetT > 30 GeV (b) are shown. The
ratios between data corrected multiplicity and the MC predictions are shown at the
bottom, together with the JEC systematics.

L2, L3 and L2L3Residual (see Chapter 5 Sec. 5.3) are added in quadrature. As
described in Sec. 5.3 the total uncertainty on pjetT for PF jets with pT = 15 GeV is
about 8% and it decreases to about 3% for pT = 30 GeV .

In Fig. 7.9 the unfolded multiplicity evaluated in Sec. 7.4 is shown both for
pjetT > 15 GeV and pjetT > 30 GeV , together with the systematic uncertainties ob-
tained by shifting the pjetT by ±σJEC . The systematics on the ratios between data
and MC MADGRAPH generated jets are also shown. As expected the jet energy cal-
ibration contribution to the systematic uncertainty on the measured multiplicity
distribution obtained for pjetT > 15 GeV is larger than for the one at pjetT > 30 GeV .
The systematic uncertainties from this source of error are shown in Table 7.11 both
for pjetT > 15 GeV and pjetT > 30 GeV multiplicity bins.
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JEC Systematics

≥ 0 ≥ 1 ≥ 2 ≥ 3 ≥ 4

pjetT > 15 GeV - +7.2%
−6.2%

+13%
−11%

+19%
−15%

+23%
−18%

pjetT > 30 GeV - +4.4%
−4.5%

+6.5%
−6.2%

+8.7%
−8.3% -

Table 7.11: Systematic uncertainties due to the jet energy calibration uncertainty
evaluated as a function of inclusive multiplicity, both for pjetT > 15 GeV and pjetT >
30 GeV .

7.5.4 Systematic from the luminosity measurement

The last contribution to the systematic uncertainty is due to the error on the
luminosity measurement. The luminosity uncertainty affects the cross section mea-
surement, which is given by

σ (Z+ ≥ i jets) =

(
NTrue
Sig

)
i

L
, (7.5)

where
(
NTrue
Sig

)
i

is the final estimation of signal events (corrected for the efficiency
and unfolding) given by Eq. (7.4) for the i-th multiplicity bin and L is the data
luminosity. This uncertainty affects equally all the multiplicity bins both for pjetT >
15 GeV and pjetT > 30 GeV since it is relative to the knowledge of the actual size
of the data sample collected. As described in Chapter 2 Sec. 2.5 the measured
luminosity is [66]

L = (36.2 ± 1.4) pb−1 . (7.6)

The contribution of the luminosity uncertainty to the total systematic uncertainty
of the measurement is therefore equal to 4% for each multiplicity bin, both for
pjetT > 15 GeV and pjetT > 30 GeV .

Also MC predicted events for each multiplicity bin are normalized to the data
luminosity and thus the luminosity uncertainty affects the data-MC comparisons.
In the following, the systematic uncertainties shown in the data-MC comparison
plots of signal yields will include therefore also the luminosity systematics.

7.6 Measurement of σ(Z + ≥ n jets)

After the study of all the systematic uncertainties, the final estimation of the
multiplicity distributions can be made. As stated above, all the examined sources of
systematic uncertainties are added in quadrature, in order to obtain the total sys-
tematic uncertainty. The results are compared with the MC predictions obtained
from the Z+jets MADGRAPH simulation with tune Z2 and D6T. In order to compare
the measurement with other MC generators, also a Z+jets PYTHIA sample with Z2
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tune has been used to check the results. In Figs. 7.10 and 7.12 the final measured
number of events, corrected for efficiency and unfolding, are shown as a function
of the inclusive multiplicity, respectively for pjetT > 15 GeV and pjetT > 30 GeV ,
together with MADGRAPH and PYTHIA predictions. Both statistical and overall sys-
tematic uncertainties are shown. In order to highlight the different contributions to
the systematic uncertainty, the ratios of the measured multiplicity distribution with
respect to the MC MADGRAPH Z2 predictions are shown in Figs. 7.11 and 7.13. In
these plots the different sources of systematic uncertainties are stacked in the follow-
ing order: luminosity, efficiency, unfolding and JEC. Although the systematic due
to the luminosity uncertainty does not affect the signal yield measurement, it must
be considered when comparing data and MC predictions due to the normalization
of the MC samples to the data luminosity.

The agreement of the measured multiplicity distributions with the MADGRAPH Z2
predictions is very good both for pjetT > 15 GeV and pjetT > 30 GeV , as shown in
Figs. 7.10 and 7.12. In contrast, increasing disagreement is observed with PYTHIA

Z2 as the number of jets increases, since PYTHIA is a fixed-order tree-level matrix
element calculator, and therefore does not handle the presence of extra jets. For
what concerns the MC tune dependence of the simulated multiplicity distributions
one can see a large discrepancy between the measurements and the D6T tune pre-
dictions for pjetT > 15 GeV , while for pjetT > 30 GeV the Z2 and D6T distributions
are almost the same and they both are in agreement with the measurements.

As shown in Figs. 7.11 and 7.13, the contributions to the total systematic un-
certainty due to the jet energy calibration and to the unfolding are more important
for the pjetT > 15 GeV multiplicity distribution, while in the case of pjetT > 30 GeV
distribution the dominant source of systematic uncertainty is due to the efficiency
measurement. The efficiency systematic contribution is strictly related to the avail-
able statistics, since it is due to the data driven procedure adopted for determining
the efficiency (see Chapter 6). Therefore the contribution related to this systematic
source as well as the one related to the luminosity should strongly decrease with a
larger size of the analyzed data sample.

In Tables 7.12 and 7.13 the final measured yields are shown with their statisti-
cal and systematic uncertainties, for pjetT > 15 GeV and pjetT > 30 GeV respectively.
The inclusive bin (≥ 0 jets) is shown only in Table 7.12.

Finally, the measurement of the cross section σ(Z + ≥ n jets) is given for each
multiplicity bin by dividing the measured yields summarized in Tables 7.12 and 7.13
and their uncertainties by the measured luminosity, as shown in Eq. (7.5). In
Figs. 7.14 and 7.15 the obtained values of σ(Z + ≥ n jets) expressed in pb are
shown versus the inclusive multiplicity bins, for pjetT > 15 GeV and pjetT > 30 GeV
respectively. In Tables 7.14 and 7.15 the cross section values measured for each
multiplicity bin and their uncertainties are summarized. The luminosity uncertainty
is the most important contribution for the systematic uncertainty of the inclusive
bin. As stated above, an increase in the size of the analyzed data sample would
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Final Measured Yields - pjet
T > 15 GeV

Measured Yields Statistical Unc. Systematic Unc.

≥ 0 16871 ±174 ±166
≥ 1 5585 ±96 +441

−363

≥ 2 1678 ±53 +265
−189

≥ 3 428 ±25 +101
−72

≥ 4 132 ±15 +39
−32

Table 7.12: Final measured yields as a function of inclusive multiplicity for
pjetT > 15 GeV . Statistical and systematic uncertainties are shown.

Final Measured Yields - pjet
T > 30 GeV

Measured Yields Statistical Unc. Systematic Unc.

≥ 1 2554 ±69 ±136
≥ 2 436 ±28 ±46
≥ 3 91 ±15 +22

−23

Table 7.13: Final measured yields as a function of inclusive multiplicity for
pjetT > 30 GeV . Statistical and systematic uncertainties are shown. The inclusive
bin ≥ 0 jets is shown in Table 7.12.

strongly reduce the luminosity contribution to the overall systematic uncertainty
as well as the one due to the efficiency measurement, which affects in particular
the pjetT > 30 GeV multiplicity distribution and the bin 4 of the pjetT > 15 GeV
multiplicity distribution.
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Cross Section Measurement - pjet
T > 15 GeV

σ(Z + ≥ n jets) (pb) Statistical Unc. Systematic Unc.

≥ 0 466 ±5 ±19
≥ 1 154 ±3 +14

−12

≥ 2 46.4 ±1.5 +7.5
−5.5

≥ 3 11.8 ±0.7 +2.8
−2.0

≥ 4 3.7 ±0.4 +1.1
−0.9

Table 7.14: Measurement of σ(Z+≥n jets) for pjetT > 15 GeV . Statistical and
systematic uncertainties are shown.

Cross Section Measurement - pjet
T > 30 GeV

σ(Z + ≥ n jets) (pb) Statistical Unc. Systematic Unc.

≥ 1 70.6 ±1.9 ±4.7
≥ 2 12.1 ±0.8 ±1.4
≥ 3 2.5 ±0.4 ±0.6

Table 7.15: Measurement of σ(Z+≥n jets) for pjetT > 30 GeV . Statistical and sys-
tematic uncertainties are shown. The inclusive bin ≥ 0 jets is shown in Table 7.14.



Conclusions

In the previous Chapters the full Z → e+e− + jets analysis was described, pre-
senting first the CMS detector, i.e. the experimental apparatus that made this
analysis possible, and the reconstruction algorithms that give us access to higher
level objects built from the raw energy deposits recorded by the various subdetec-
tors. The analysis was performed by using the CMS official selection for the 2010
data taken, corresponding to a total integrated luminosity of L = (36.2± 1.4) pb−1.

In order to maximize the signal yields an asymmetric selection approach was
adopted, requiring a well identified and isolated electron as the primary leg of
the Z boson and keeping a looser second leg. One more reason for using this
particular selection for the tight leg was that this analysis was also part of a W/Z
ratio measurement, and therefore the tight leg had to be kept synchronized with
the W electron selection. Despite the much looser requirements on the second
leg, an almost background-free sample was obtained after applied the whole set of
selections, thanks to the clear Z production signature.

The inclusive jet rates were measured for two different pjetT cuts: pjetT > 15 GeV
and pjetT > 30 GeV . For pjetT > 15 GeV 5 multiplicity bins have been studied, i.e.
≥ 0, ≥ 1, ≥ 2, ≥ 3 and ≥ 4 jets. For pjetT > 30 GeV only 4 multiplicity bins have
been taken into account, i.e. ≥ 0, ≥ 1, ≥ 2, and ≥ 3 jets, since for the higher
pjetT multiplicity distribution the bin with ≥ 4 jets was affected by lack of statistics.
The measured yields have been corrected for the detector efficiency, measured using
data driven techniques (Tag & Probe), and for the bin migrations due to the finite
detector resolution in pT (unfolding).

The final measurements obtained for the multiplicity distributions were com-
pared with predictions of different MC generators, i.e. MADGRAPH with Z2 and D6T
tunes and PYTHIA with Z2 tune. A good agreement is found between data and
the MADGRAPH simulation with Z2 tune, both for pjetT > 15 GeV and pjetT > 30 GeV
distributions. The D6T tune MADGRAPH predictions are almost equal to the Z2
predictions for the high pjetT distribution, whereas they do not reproduce well the
low pjetT distribution. The PYTHIA simulation does not model well the multiplicity
distributions in both cases, with increasing disagreement as the number of jets in-
creases. The fact that the PYTHIA sample does not model the data well is expected
as it does not handle multiple jets in the matrix element.

The most important contributions to the total systematic uncertainty are the
ones related to the jet energy calibration and to the unfolding for the pjetT > 15 GeV
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multiplicity distribution, while in the case of pjetT > 30 GeV distribution the domi-
nant source of systematic uncertainty is due to the efficiency measurement.

The increment of the analyzed data sample size will strongly reduce the contribu-
tions to the systematic uncertainty due to the luminosity and to the efficiency. The
efficiency systematic uncertainty indeed is strictly related to the available statistics,
since it is due to the data driven procedure adopted for determining the efficiency.
As more statistics also mean a more accurate pjetT measurement, also the system-
atic uncertainty related to the jet energy calibration should decrease. Finally, the
increase of the analyzed statistics will allow therefore to extend the measurement
to higher jet multiplicity bins, both for pjetT > 15 GeV and pjetT > 30 GeV .
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