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Abstract

Proper understanding of multiple scattering of light is essential in many areas
of science and technology. The interest ranges from fundamental photonics
and the quest for the elusive phenomena of Anderson localization, to atmo-
spherical optics and climate research, to applied spectroscopy. In biomedical
optics, proper account of light scattering is necessary to extract information
on crucial parameters such as blood oxygenation and hemoglobin concentra-
tion. In industry, non-destructive testing of e.g. food products or pharma-
ceuticals involve spectroscopic measurements on materials in which light is
multiply scattered. This broad interest is reflected by an enormous body of
science regarding light transport in turbid media. Typically, light transport
is in these areas is viewed as a random walk based on independent and ex-
ponential distributed steps, and that the diffusion constant is given by the
famous relation D = 1

3vElt (where vE is the energy velocity and lt the aver-
age length of the exponential steps). This picture is appropriate for systems
where scatterers are uniformly, but randomly, distributed in space. However,
there are many systems in which scatterers are not uniformly distributed.
An obvious example is our atmosphere, having complex cloud layers that
determines our earth’s solar energy balance. In recent years, such aspects
of light transport are receiving increasing attention, and an area that could
be referred to as anomalous transport of light has been formed. Along with
the current interest in super-diffusion coming from the atmospherical optics
community, the recent introduction of well-controlled heterogeneous labo-
ratory systems with superdiffusive properties (so called Lévy glass [1]) has
further increased the interest in this topic. However, how heterogeneous
distributions of scatterers influence light transport remains poorly under-
stood. The main aim of this thesis is to fill this gap, both experimentally
and theoretically.

Since full understanding of transport requires information on dynamics,
a main target has been to develop a time-resolved system capable of study-
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ing light transport in strongly heterogeneous systems such as Lévy glasses.
To study the transmission through a Lévy glass, very high time-resolution
is required, and the system constructed and used within the frame of this
thesis is based on femtosecond lasers and optical gating, achieving excellent
temporal stability, time-resolution on the order of 100 fs and good con-
trol over light injection and collection. The system is described in detail
in Chapter 3. Extensive experimental work on the features of transport in
Lévy glasses has been carried out and is reported in Chapter 4 (material cur-
rently being prepared for publication). In short, this chapter reports on the
first observation of dynamical signatures of superdiffusion for light, obtained
by observing the dependence on the sample thickness of the time-resolved
transmission. This work also show that the typical scaling exponents of such
dependence are sensitive to the degree of heterogeneity of the sample. Theo-
retically, large efforts have been directed towards developing rigorous models
of transport in heterogeneous systems (one aim being to have something to
compare experiments with). The outcome of these efforts is a solid proba-
bilistic account of transport in complex heterogeneous systems, available as
an arXiv preprint [2] and is under review for Physical Review E (here given
in Chapter 5). There, we provide an analytical expression for the diffusion
constant in holey systems having the form of sphere packings (in case of
weak step correlations), and discuss the role of step correlations and finite
sample size.

Although the main aim was to explore light transport in complex tur-
bid materials, the high performance and careful control of the time-resolved
instrumentation also opened for making other interesting contributions to
the field of multiple scattering and diffuse optics. While some of these con-
tribution are still to be finished, there are already two papers accepted. In
the first article, published in Applied Physics B [3], the setup was used to
measure the optical properties of strongly scattering nanoporous zirconia
ceramics, revealing how small changes in pore size (from 50 to 150 nm) in-
fluence scattering strength (transport mean free paths ranging from 2.3 to
1.2 microns at 810 nm). This work is discussed in Section 3.7. The second
article, accepted for Optics Letters [4], deals with the more general problem
of dynamics of transport through media with homogeneously distributed
scatterers. There, we show that careful assessment of early dynamics can
reveal single scattering characteristics (scattering mean free path ls and sin-
gle scattering anisotropy g) even in regimes normally considered to be fully
diffusive and where the similarity relations of diffuse light transport sug-
gests that these parameters are inaccessible. The key here is, of course, not
a flaw in the similarity relation, but that the diffusion approximation does
not hold for the first light propagating through the system. The opportunity
of resolving the ambiguity in g and ls by looking at early dynamics was dis-
cussed already in the classic paper of Paterson, Wilson and Chance [5], but
has remained unexplored due to the though experimental requirements. Our
contribution on this is therefore of broad general interest, since single scat-
tering properties often are of diagnostic value in material characterization.
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This important contribution is covered in Chapter 6.
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Introduction

The appearance of objects depends on how light interacts with them. Phe-
nomena like absorption, reflection, refraction or scattering determine the
properties of the images that we perceive. Scattering in particular. The
single scattering from a small particle can be seen as a diffraction phenom-
ena spreading light all around. For example the molecules floating in the
atmosphere produce single scattering of solar light, which is particularly ef-
ficient in the blue region of the spectrum and gives to the sky its color. Even
clouds owe their color to scattering, but in this case solar light interacts mul-
tiple times with the condensed water droplets before exiting the medium.
This multiple scattering interaction often turns out to be efficient over the
whole visible spectrum, giving to the object a white appearance. Together
with clouds also snow, milk, paper and foams look white because of multiple
scattering. Multiple scattering of light is widespread and many other media
multiply scatter light even if they do not appear white. This is the case
for biological tissues, wood and concrete, where the absorption dominates
in determining the color.

In general, media characterized by a microscopic heterogeneity induce
multiple scattering of light. This can be seen as a consequence of the spatial
fluctuation of the refractive index, which prevents light to propagate undis-
turbed. Many of these media are significantly disordered and the spatial
variation of the refractive index is essentially random. This class of ma-
terials is often referred to as turbid media or (optically) disordered media.
The investigation of light transport in disordered media is a wide field of
research. It includes atmospherical optics, biomedical optics and material
science. Light and disorder have also been an important tool of investigation
for basic scientific problematics like the Anderson localization.

A powerful picture of the optical properties of disordered media is pro-
vided by an ensemble of single point scatterers randomly distributed in space.
Light transport in such environment can be described as a random walk of
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“energy packets” bouncing around through the scatterers. The particular
spatial distribution of the scatterers determines the step-length distribution
of the random walk, which plays an essential role in the transport properties.
It is well known that in homogeneous disordered media, where scatterers are
uniformly distributed, step lengths are exponentially distributed around the
scattering mean free path ls. This length gives the typical size of the steps,
defining a local region where the next scattering event will most likely take
place. In this condition transport is inherently local and as a consequence
of the Central-Limit Theorem it becomes diffusive.

However, many turbid media are far from being homogeneously disor-
dered, since they are characterized by a position dependent density of scat-
terers. In this media the (optical) heterogeneity is (spatially) heterogeneous,
a situation which can be modeled by the presence of voids between scatterers
creating free-propagation regions for light. Many biological tissues are het-
erogeneous in this sense, especially the brain tissue. Heterogenous disorder
is also characteristic of foams, colloids, polymers, paper and pharmaceutical
tablets, which are all materials of interest for industry and used in technol-
ogy. This kind of double heterogeneity affect the step-length distribution of
light, which is not anymore a simple exponential as in homogeneous disor-
dered media. A complete understanding of light transport in heterogeneous
disorder is lacking and the necessity of contributions in this fields is fueled
by the interest in basic science as well as by the potential applications in
novel method for spectroscopy.

An extreme side of heterogeneity is represented by fractals, which are
complex structures whose heterogeneity is spread over many length scales in
a self-similar fashion. Many important disordered systems can be thought
as fractals in a statistical sense, having a power law distribution of the size
of the heterogeneities. One example is the cloudy atmosphere, where clouds
define scattering layers for solar light separated by a very broad distribution
of distances. Others are polymers and porous materials which may present
self-similarity on certain length scales. Transport on fractals is expected
to be anomalous compared to the diffusion typical of homogeneous disor-
dered media. This can be due to trapping effects or on contrary to a heavy
non-local coupling probability in the transport process. Standard laws of
diffusion need to be generalized, requiring the constructive comparison be-
tween models and experimental observations. However a direct and accurate
characterization of light transport in many fractal systems can be extremely
challenging. The interest in characterizing and understanding transport in
fractals goes even beyond optics and wave scattering phenomena. Indeed it
is emerging that relevant complex networks as the Internet, DNA assemblies,
living cells and fractures in rocks have a fractal-like topology. Transport in
all these systems is based on the same statistical random walk process, giving
to the investigation of light transport in fractals a wide and general value.
Transport laws observed for light could be applied to describe processes like
transfer of information or money and the spreading of diseases.

In this work we employ the tools of photonics to investigate the basic
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laws of transport in disordered fractal-like systems. The idea is to create
an optical analogue of a relevant model of complexity and use light as an
investigation tool. We have experimentally investigated light transport in
optically disordered materials dubbed Lévy glasses, where disorder is engi-
neered to obtain a fractal-like heterogeneity. We have focused on the dy-
namic properties of light transport, which have been probed by means of
ultrafast time-resolved transmission measurement. A considerable effort has
been dedicated to the design and implementation of the experimental setup,
which is based on a non-linear optical gating technique.

In parallel we have developed a general theoretical framework for ac-
counting of the effects of heterogeneities in turbid media even in the diffusive
regime. Indeed if the heterogeneities have a typical size, which is smaller
than the size of the systems, the diffusive nature of transport is untouched.
However, a common assumption is that the characteristic parameters of dif-
fusion are kept unchanged, like the scattering mean free path and diffusion
constant. Part of the work presented here is a theoretical and numerical
investigation on the effects of heterogeneities on these parameters.

Even in homogeneous disordered media diffusive transport breaks down
when the thickness of the sample is few times the scattering mean free path.
This effect is usually observable looking at the light crossing the media with
few scattering events, which is the first detected signal in a time-resolved
transmission measurement. In the last part of this work we have inves-
tigated, experimentally and numerically, the influence of single scattering
properties on the multiply scattered light in such transport regime. We have
focused on the possibility to assess information on both the single scatter-
ing anisotropy and the diffusion constant by using one single measurement.
The possibility to simultaneously retrieve these two information could dra-
matically improve the diagnostic capabilities of diffusive time-resolved spec-
troscopy.
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CHAPTER 1

Light transport in disordered media

Light propagation in dielectric media is governed by Maxwell’s equations [6]
[7]. At the macroscale the interaction between the electromagnetic field and
the atoms can be included in the dielectric constant ε(r). In homogeneous
media ε(r) is constant in space and its main effect is to vary the velocity
of light propagation (for real ε). When instead ε presents a local abrupt
alteration light scatters. Scattering can be seen as a diffraction phenomena
from a point object spreading light all around.

Heterogeneous dielectric media, which here we consider non-dissipative
and non-magnetic, have a position-dependent dielectric constant, which fluc-
tuates around a mean value. Usually ε is decomposed as ε(r) = ε + δε(r).
The fluctuating term δε(r) is what generate scattering in the medium. When
the fluctuation is strong the medium becomes optically turbid.

Turbid media can be described as an ensemble of single point scatterers
distributed in a disordered fashion. To derive the electromagnetic field in the
medium we would need a precise knowledge of the scatterers position and
then we should face a very complicated analytical problem solving Maxwell’s
equations. This should be done for example when shining light on a sheet
of paper. However if we could also retrieve the information of the scatterers
position, in a certain region, and solve the equations, the result would change
moving on the paper, since the position of the scatterers changes due to
disorder.

This is why a stochastic approach is more useful. In disordered media
scatterers are assumed to be randomly distributed, and propagation of light
equivalent to a random walk. The optical transport properties are included
in the statistics of the scattterers spatial distribution. For example when
scatterers are uniformly distributed the transport is diffusive.

In this chapter we will introduce the basic concepts to describe the in-
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1.1. Single scattering

teraction of light with disorder. The aim to draw the link between single
scattering, multiple scattering and diffusion.

1.1 Single scattering

Consider a plane wave encountering a single scatterer. The far field can be
decomposed in a first term given by the incoming field and in a scattered
field in the form of a spherical wave [8]

E(r) = eik·r +
eik0r

r
f(k,k′).fig. (1.1)

We have considered one polarization direction and treated the electromag-
netic field as a scalar field. Equation 1.1 defines the scattering amplitude
f(k,k′) [m]. The scattering amplitude depends on the incident direction k,
on the direction of scattering k′ and on the free-space wavelength k0 = 2π/λ.
Since we consider elastic collision the modulus k0 of the wave vector k is
conserved, hence k0 = |k| = |k′|. In the general case of vectorial fields the
scattering amplitude depends also on the incident polarization direction ε̂i,
thus f = f(k0, θ, ε̂i).

It can be often assumed that the scattering amplitude is independent
from the incident direction k. This is true for spherical scatterers or also,
on average, when scatterers are randomly oriented. Further, it is commonly
assumed that the scattering is symmetric for the azimuthal angle φ. Eventu-
ally the scattering depends only on the angle θ between k and k′, as shown
in fig. 1.1. If the scattering amplitude does not depend on θ the scattering
is isotropic.









Figure 1.1 – Single scattering of a scalar plane wave. In the far field the
probability to be scattered at an angle θ is given by the phase function p(cos θ).

In order to characterize the scattering efficiency in the direction k′ we
consider the flux Fout of the scattered wave (flux of the Poynting vector),
which gives the power scattered in that direction. We define the differential
scattering cross section by the ratio between the flux emerging in an element
dΩ of the solid angle and the incident flux Finc per unit surface

∂σs(θ) =
dFout/dΩ

dFinc/dS
(1.2)

which have the dimension of [m2]. In the far field the scattering cross section
is equal to the square of the scattering amplitude

∂σs(θ) = |f(k0, θ)|2 (1.3)
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Chapter 1. Light transport in disordered media

where we do not specify the dependence on the wavelength. It then follows
the definition of the total scattering cross section

σs =

∫

Ω
∂σ(θ)dΩ = 2π

∫ π

0
∂σ(θ) sin θdθ (1.4)

which gives the total probability of scattering. The explicit expression of
the scattering cross sections depends on the scatterer size (compared to the
wavelength) and on scatterer shape. There are some cases in which the
scattering cross sections can be analytically calculated, as for the Rayleigh
and Mie scattering [9, 10].

Normalizing the differential scattering cross section with the scattering
cross section yields the scattering phase function, which is usually expressed
as a function of cos θ

p(k,k′) = p(cos θ) =
∂σs(θ)

σs
(1.5)

In the far field the scattering phase function is the normalized probability
distribution to scatter at an angle θ from the incident direction. The average
value of cos θ

g = 〈cos θ〉 =
∫

Ω
p(cos θ) cos θdΩ, (1.6)

quantifies the scattering anisotropy, defining the anisotropy factor or g-
factor. A g-factor equal to 0 indicates isotropic scattering while g-factor
value equal to 1 indicates a completely forward scattering.

1.2 Multiple scattering

In the presence of disorder different scattering regimes are possible depending
on the cross section of the single scatterer and on the scatterers density [6,8,
9,11–13]. When scatterers are dilute enough so that light exits the medium
after having scattered once on average, there is a single scattering regime. If
instead light undergoes multiple scattering events before leaving the medium,
we are in a multiple scattering regime. Such difference is sketched in fig. 1.2.

In nature multiple scattering of light from disordered media is easily rec-
ognizable since objects looks white under the sun light. Indeed when deep in
the multiple scattering regime the wavelength dependence of the single scat-
terer cross section never breaks down multiple scattering, thereby obtaining
a broad band scattering response. Milk, snow, paper or also pharmaceutical
tablets appear white because light is back-scattered at all optical frequen-
cies. Also clouds are white because of multiple scattering of solar light on
condensed water droplets. Their appearance contrasts the blue of the sky
which instead is generated from single scattering with the atmosphere [15].
Foams as well appear white due to multiple scattering of light, see fig. 1.3.

3



1.2. Multiple scattering







Figure 1.2 – Different scattering regimes induced by disorder. Light is
sketched in the ray optics limit. (a) The medium is optically homogeneous
and the refractive index n does not present abrupt alterations creating scat-
tering. Waves propagate undisturbed with velocity v = c0/n; (b) Single scat-
tering regime: on average light scatters only once before leaving the sample.
In this regime the optical properties of the medium are defined by the single
scattering features; (c) Multiple scattering regime: multiple scattering events
considerably increase the probability to be back-scattered at all wavelength
and decrease the transmission probability. Light propagates along random
paths as in a random walk. Picture modified from [14]

1.2.1 A random walk for light

One of the effect of scattering is to randomize the direction of propagation
of the wave, see fig. 1.2(c). The more isotropic is the single scattering event
the more efficient is the randomization. It thus follows, for the moment in
an intuitive way, that the propagation of light in the multiple scattering
regime is equivalent to a random walk. We can consider a collective effect of
multiple scattering the definition of an infinite set of optical random paths
which the light can follow to propagate into the medium. In a mesoscopic
system [8], where the coherence length of light is longer than the typical
travelled distances, each random path has, most probably, accumulated a
different phase. As a consequence, in each point of the medium, many
waves with random phase interfere. The intensity of light in a point r of the
medium at time t is given by

I(r, t) =
c0neff

2
|E1(r, t) +E2(r, t) +E3(r, t) + · · · |2 (1.7)

where the Ei(r, t) are the fields of the scattered waves, c0 is the speed of light
in vacuum and neff is the effective refractive index. The interference terms

4



Chapter 1. Light transport in disordered media

Figure 1.3 – Multiple scattering of light is in our common landscapes. Clouds
and the foam of breaking waves are white under the sun light because of
multiple scattering. Picture courtesy of Max Orazi

5



1.2. Multiple scattering

emerging from the square of the modulus define a random distribution of
regions with constructive and destructive interference. For instance this ef-
fect is observable in the far field of the transmission of a laser beam through
a sheet of paper. In fig. 1.4(a) we show the typical intensity pattern we
would observe, known as speckle. If we change the light injection point the
speckle pattern changes. Iterating the procedure and averaging over enough
positions, which represent different disorder configuration, the bright and
dark spot disappear leaving place to an incoherent intensity profile 1.4(b).
Averaging out of interference effects takes place in weak scattering condi-
tions, thus when the distances between scatterers is much larger than the
wavelength. It is also necessary that there is no positional correlation among
the scatterers, which corresponds to a truly random disorder. When the in-
terference contributions average to zero the field intensity in one point is the
simple sum of the intensities of the scattered waves

I(r, t) = I1(r, t) + I2(r, t) + I3(r, t) + · · · (1.8)

 

Figure 1.4 – Average over disorder of interference affects in weak scattering
conditions. (a) A typical speckle pattern: bright spots are given by construc-
tive interference, while dark spot are the result of destructive interference
between multiply scatter light. (b) Average over thousands of injection points
of the obtained speckle patterns. What emerges is a incoherent transmission
profile. Picture (b) modified from [1]

In this framework light transport in random media can be described by
energy packets bouncing around as in a random walk. A real nature of the
energy packets is inexistent and it would be incorrect to call them photons,
since photons emerge from a quantization of the electromagnetic field. This
is a misconception termed as the “photonic confusion” by Mishchenko for
example [7, 13]. However, denominations like “photon random walk” and
“photon migration” represent a rather established terminology. The concept
of a random walk for light is a focal point in this work, always meaning
that the average time-dependent light energy density distribution in the
considered media, which is called the propagator, is equal to the one that
would be obtained by a suitable random walk of fictitious particles carrying
energy. Later on, in Section 1.3, we will introduce the radiative transfer
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Chapter 1. Light transport in disordered media

theory, which is a theoretical framework for a description of light transport
based on a on the random walk model.

Since light propagates as a random walk we can associate to the multiple
scattering process a step-length probability distribution, describing the dis-
tribution of distances light travels between two scattering events. The more
suitable distribution to use depends on the topology of the disorder.

Although this description of light transport does not consider the phase
of the wave, a coherent effect, the back-scattering enhancement, can be de-
scribed by the random walk model. In this case the constructive interference
of time-reversal paths, which have accumulated the same phase delay, cre-
ates an enhancement of the back-scattered light. This is also known as weak
localization [16–18].

The wave nature of light becomes instead predominant, and the random
walk model breaks down, when the scattering is so strong that on average
light scatters before having completed one wavelength oscillation. This is
the kind of disorder which can bring to Anderson localization [19].

1.2.2 Homogeneous disorder

Homogeneous disordered media are characterized by a random distribution
of scatterers with a constant spatial density. In this disorder condition the
multiple scattering process presents a typical distance between two scatter-
ing events, the scattering mean free path ls, which is position independent.
The scattering mean free path is linked to the single scattering properties
by

ls =
1

nσs
(1.9)

where n is the number density of scatteres (number of scatterers in the unit
volume) and σs the total scattering cross section of the single scatterer.

More precisely in homogeneous disordered media the step-length distri-
bution of light p(l) is exponential with mean value ls

p(l) =
1

ls
exp

(
− l

ls

)
, (1.10)

as stated by the Beer-Lambert law. Many light transport properties does not
depend directly on ls but on the average distance after which the propagation
direction is completely randomized, which is called the transport mean free
path lt [20]. When the scattering is isotropic lt = ls while for anisotropic
scattering lt is bigger than ls being

lt =
ls

1− g
(1.11)

where g is the anisotropy factor of eq. 1.6. The difference between ls and
lt is sketched in fig. 1.5. In general transport is essentially determined by
lt, meaning that transport characterized by anisotropic scattering and scat-
tering mean-free ls, is equivalent to transport with isotropic scattering and
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Figure 1.5 – Sketch of a multiple scattering process highlighting the difference
between the scattering mean free path ls and the transport mean free path lt.

scattering mean free path equal to lt. This is known as the similarity rela-
tion, which will be discusses more in detailed in Chapter 6.

Absorbtion

The Beer-Lambert law can be extended to media with absorption by con-
sidering the absorption cross section σa. Similarly to eq. 1.12 the average
distance after which light is absorbed by the medium, the absorption length
la, depends on σa as

la =
1

nσa
(1.12)

When both scattering and absorption are present what defines the extinction
of a light beam along the direction k is the extinction cross section [9]

σe = σs + σa (1.13)

where all the quantities in the equation are a function of the wavelength. It
follows that in presence of absorption the characteristic length entering the
Beer-Lambert law is the extinction length le, given by

1

le
=

1

ls
+

1

la
(1.14)

1.3 Radiative transfer

Radiative transfer theory is the general framework for describing light trans-
port as an energy flow [13]. The radiative transfer equation (RTE) is the
expression of the balance of energy inside a volume element of the scatter-
ing medium. To derive the equation we use the standard of expressing the
scattering lengths ls and la as scattering coefficient µs = 1/ls and absorp-
tion coefficient µa = 1/la. The energy balance is derived for the radiance
L = L(r, t, ŝ) [W/m2sr], which is the power per unit area and per unit solid
angle along the direction ŝ, inside a small volume V :

1

v

∂

∂t
L = −ŝ ·∇L− L(µs + µa) + µs

∫

4π
p(ŝ, ŝ′)LdΩ+Q (1.15)

8



Chapter 1. Light transport in disordered media

where v is the speed of light inside the medium. The variation in time of
the radiance is given by the terms on the right-hand side of the equation,
which are, in order of appearance:

1. energy crossing the volume boundaries;

2. energy loss due to scattering or absorption;

3. energy gain due to scattering from direction ŝ to direction ŝ′. Inside
the integral appears the scattering phase function, which is usually
dependent only on ŝ · ŝ′ = cos θ.

4. energy gain due to sources Q = Q(r, t, ŝ) inside the volume.

1.3.1 Solving the radiative transfer equation

The RTE is a complicated equation, therefore numerical methods and an-
alytical approximations are often used. Here we list the solution methods
that have been considered throughout this work.

Sperical harmonics - Pn

In this method the radiance is expanded in a series of spherical harmonic
functions. The degree of approximation is given by the number N of the
considered terms, the so called Pn approximation. The solution has to be
derived from a system of equations which may be solved numerically, re-
sulting in a large computational cost. In the limit of N → ∞ this method
provides an exact solution of the RTE [21] [22].

Diffusion approximation

The diffusion approximation comes as a Pn solution for N = 1, together with
some further approximations. This is the most popular solution method [13],
since it provides analytical solutions whose degree of approximation is suf-
ficient for many real situations. The diffusion theory will be covered in
Section 1.4.

Monte Carlo

The Monte Carlo (MC) method explicitely exploits the random walk pic-
ture for transport introduced in Section 1.2.1 [23,24]. It involves a stochastic
numerical simulation of the RTE by tracing fictional particles through the
medium. The basic assumption is that the radiance is proportional to the
spatial density of the traced particles. In the limit of an infinite number
of particles traced, MC is an exact solution of the to the RTE. Additional
insights on the MC approach will be introduced in Section 1.6.

9



1.4. Diffusion approximation

1.4 Diffusion approximation

The diffusion approximation corresponds to a P1 approximation of the ra-
diative transfer equation in a homogeneous disordered media, therefore it
supposes the existence of a finite scattering mean free path ls = 1/µs. The
reduced scattering coefficient is defined as µ′

s = (1− g)µs = 1/lt as relative
to the transport mean free path.

In order to derive the diffusion equation (DE) we adopt the derivation
in [25,26]. For more insights on the topic the reader can also refer to [11,13].
We neglect absorption without loss of generality, since absorption can always
be added at a later stage [25].

The P1 approximation requires expanding the radiance in a series of
spherical harmonics keeping the zeroth and first order terms, which corre-
spond to the isotropic and first anisotropic terms of the series :

L(r, t, ŝ) ≈ 1

4π
Φ(r, t) +

3

4π
F · ŝ (1.16)

where
Φ(r, t) =

∫

4π
L(r, t, ŝ)dΩ (1.17)

is the fluence rate [W/m2] and

F(r, t) =

∫

4π
L(r, t, ŝ)ŝdΩ = F (r, t)ŝf (1.18)

is the diffuse flux vector [W/m2], pointing in the prevalent direction of energy
flow ŝf . A further assumption is that of a isotropic source

Q(r, t, ŝ) =
1

4π
Q0(r, t) (1.19)

of dimensions [W/m3]. Inserting eq. 1.16 and eq. 1.19 in the RTE (1.15 )
assuming µa = 0, yields the two following coupled equations:

1

v

∂

∂t
Φ(r, t) +∇F(r, t) = Q0(r, t), (1.20)

(
1

v

∂

∂t
+ µ′

s

)
F(r, t) +

1

3
∇Φ(r, t) = 0. (1.21)

one obtained by integrating over all ŝ and the other obtained by first multi-
plying by ŝ and then integrating over all ŝ

In the hypothesis that the time variation of the diffused flux vector over
one transport mean free path lt = 1/µ′

s is negligible with respect to the
vector itself: ∣∣∣∣

1

vµ′
s

∂

∂t
F(r, t)

∣∣∣∣ ( |F(r, t)|, (1.22)

eq. 1.21 reduces to the Fick’s first law of diffusion

F(r, t) = −1

v
D∇Φ(r, t) (1.23)

10
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where D is the diffusion constant

D =
v

3µ′
s
=

1

3
vlt (1.24)

measured in [m2/s]. Inserting the Fick’s law in eq. 1.20 we obtain the diffu-
sion equation (DE) for an homogeneous non-absorbing medium

(
∂

∂t
−D∇2

)
Φ(r, t) = vQ0(r, t). (1.25)

The solution of the DE for an isotropic pulse-like source

Q0(r, t) = δ(r− r′)δ(t) (1.26)

in an unbounded homogeneous non-absorbing medium is

Φ(r, t) =
v

(4πDt)3/2
exp

(
−|r− r′|2

4Dt

)
. (1.27)

1.4.1 The diffusion constant

An alternative derivation, explicitly based on random walk arguments, re-
lates the diffusion constant D with the statistical first and second moments
of the step-length distribution p(l). This approach allows to derive a more
general expression for D compared to that in eq. 1.24, which is instead ob-
tained from the diffusion approximation of the radiative transfer equation.
For further references see [27, 28]. We assume isotropic scattering, but the
results can be applied to anisotropic scattering considering the step length
l as the distance after which the direction of the walker is completely ran-
domized.

Considering a random walker in 3 dimensions, its position rn after n
steps is given by

rn =
n∑

i=1

xi =
n∑

i=1

lix̂i. (1.28)

By letting the walker start from the origin, the average position (over many
different trials) for n ) 1 is

〈rn〉 = 0. (1.29)

Therefore the mean square displacement (MSD) is

〈r2n〉 = 〈
n∑

i=1

xi ·
n∑

j=1

xj〉 =
n∑

i=1

〈x2
i 〉+

n∑

i=1

n∑

j "=i

〈xi · xj〉. (1.30)

Since the scattering is isotropic, thus there is not orientational correlation
between steps, the second term of eq. 1.30 vanishes and the variance becomes
additive. Moreover, since all steps are statistically equivalent

〈r2n〉 = n〈l2〉. (1.31)
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1.4. Diffusion approximation

It is well known that the MSD of a diffusing particle in d dimensions grows
in time as [8]

〈r2(t)〉 = 2dDt (1.32)

and here we assume
〈r2(t)〉 = 〈r2n〉. (1.33)

Considering the average time 〈∆t〉 to perform a step we have

t = n〈∆t〉. (1.34)

Moreover if each step is performed with velocity v we have

〈∆t〉 = 〈l〉
v
. (1.35)

Assembling together equations from 1.31 to 1.35 we obtain the expression

D =
v

2d

〈l2〉
〈l〉 , (1.36)

which gives the diffusion constant as the ratio of the first two moments of
the step-length distribution characteristic of transport. We can retrieve the
expression in eq. 1.24 by assuming an exponential step-length distribution
as

p(l) =
1

lt
exp

(
− l

lt

)
. (1.37)

Diffusion and Central-Limit Theorem

Consider a set of independent identically distributed (i.i.d.) random vari-
ables xi distributed according to the function p(x). The Central-Limit The-
orem states that the random variable

xn =
∑n

i=1 xi n → ∞ (1.38)

is distributed according to a Gaussian function provided only that the second
moment of p(x) is finite [29]. When the random variable is the step length
of a random walk in a transport process the displacement distribution tends
to the one in eq. 1.27 after many steps. The Central-Limit Theorem is the
root of the ubiquity of diffusion in nature, saying that diffusion is established
each time the disorder of the system provides a ste-length distribution with
a finite variance, which is the most common situation. The expression of
the diffusion constant given in eq. 1.36 highlights the requirement of the
Central-Limit Theorem, showing that the diffusion constant cannot not be
correctly defined in the case of a step-length distribution with a diverging
variance.
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1.5 Diffusion on finite-size media

Here we seek for a solution of the diffusion equation (1.25) in a typical
slab geometry, which is sketched in fig. 1.6. A slab is a 3D bulk medium
infinite along the x̂ and ŷ axes, but finite along the ẑ axis with thickness
L. Study of transmission and reflection of light through a slab of a diffusive
material is the object of many works [8]. This is a rather explored situation in
the community of biomedical optics [5, 25], but other investigations regards
light transport in strongly anisotropic scattering materials as liquid crystals
[30, 31] and compressed powders [32]. Here we present some of the results
obtained by Contini et al. [25] for the case of index-matched boundaries
(n1 = n0), introducing an expression for the time-resolved and spatially-
resolved transmission. This expression will be adopted as fitting function
for some of the measurements presented along the thesis (see Chapter 3).
For a treatment of the effects of the internal reflections at the boundaries
due to an index-mismatched with the environment (n1 *= n0) some classical
papers to refer to are [33,34].















Figure 1.6 – Typical slab geometry and some notations. Gray lines sketch
the propagation of light.

1.5.1 Boundary conditions

In many situations what defines the degree of approximation of the solution
is the choice of the boundary conditions, which should describe as better as
possible the real physical situation. The two most commonly used bound-
ary conditions used to solve the diffusion equation are: the zero boundary
condition and the extrapolated boundary condition. The zero boundary
condition is the most simple and approximate, assuming the diffused flu-
ence rate (eq. 1.17) equal to zero at the physical boundary. This can be
a realistic approximation for very (optically) thick samples L ) lt, where
thus the fluence at the boundary is much smaller than the fluence near the
source. Assuming the source placed inside the medium and steady state
condition, the energy distribution obtained with zero boundary condition

13



1.5. Diffusion on finite-size media

decreases linearly along the medium, see fig. 1.7(a). One more limitation of
such approximation is the impossibility to take into account reflections at
the boundaries for index-mismatched samples.

  

 

Figure 1.7 – Energy density distribution for a continuous source placed inside
the slab for the two boundary conditions. (a) Zero boundary condition; (b)
extrapolated boundary condition.

The extrapolated boundary condition assumes the fluence rate equal to
zero at an extrapolated boundary outside the medium, see 1.7(b). This is a
mathematical trick allowing to use the type of solution corresponding to zero
boundary condition in a more realistic situation, where a fluence rate at the
boundary exist. The extrapolated boundaries are both placed at a distance
ze, the extrapolation length, from the physical boundaries. By assuming a
linear decay to zero of the fluence rate outside the medium, the extrapola-
tion length results to be proportional to the transport mean free path lt. In
contrast to the zero boundary condition the extrapolated boundary condi-
tion allows to include the contribution to the fluence rate given by internal
reflections, resulting in a dependence of ze on the reflection coefficient char-
acterizing the boundaries. A general expression of the extrapolation length
including this dependence is [33]

ze =
2

3

1 +R

1−R
lt, (1.39)

where R = R(n1/n0) is the reflection coefficient [35] averaged over all in-
cidence angles. Another expression which consider an higher order depen-
dence on R is given in [36]. In both cases the extrapolation length for index
matched boundaries (R = 0) is simplified to

ze =
2

3
lt (1.40)

which is very close to the expression ze = 0.7104lt given by Milne solution.
The Milne solution is indeed another frequently adopted expression for the
extrapolation length [11].

1.5.2 Temporal and spatially resolved transmission

In a typical optical characterization experiment the light source is a laser
beam shined on one of the surface of the sample, then the reflection or the
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transmission is measured. Wether a collimated or a focused beam impinges
on the sample, the propagation direction is randomized after a distance lt,
thus one of the model used to describe such source places an isotropic point
source at a depth z0 = lt inside the medium. Since we are considering a
pulse source ( see eq. 1.26), its analytical expression is

Q0(r, t) = δ(x)δ(y)δ(z − z0)δ(t) (1.41)

This model does not take into account the spatial extension of the real
source created by the laser beam during the first scattering events. However,
for optical thick media, the particular expression of the source does not
significantly change the results. Alternative models for the source can be
found for example in [25].

In order to solve the diffusion equation we assume the extrapolated
boundary condition. However this condition cannot be achieved by plac-
ing only one isotropic point source inside the slab. A zero fluence at the
boundaries can instead be obtained by placing, along the ẑ axis of an infi-
nite medium, an infinite series of equivalent sources positively and negatively
charged [5, 25,37]. In particular the sources are placed in

{
z+,m = 2m(L+ 2ze) + z0 for positive sources
z−,m = 2m(L+ 2ze)− 2ze − z0 for negative sources

(1.42)

with m = (0,±1,±2, · · · ). The exact expression of the fluence rate Φ+(r, t)
generated by the positive sources and of the fluence rate Φ−(r, t) generated
from the negative sources can be derived. The total fluence rate is thus given
by

Φ(r, t) = Φ+(r, t) + Φ−(r, t). (1.43)

The slab configuration is inherently symmetric around the ẑ direction,
thus Φ(r, t) = Φ(ρ, t), where ρ is the radial distance from the z = 0 axis (see
fig. 1.6). The time-resolved transmission is the diffuse flux at z = L, thus

T (ρ, t) = −q̂ · F(ρ, z = L, t) = −4πD
∂

∂z
Φ(ρ, z = L, t), (1.44)

where q̂ is directed inward the medium. We report the explicit expression
of the transmission for a non-absorbing medium

T (ρ, t) =
exp(− ρ2

4Dt)

2(4πD)3/2t5/2

+∞∑

m=−∞

[
z1,m exp

(
−
z21,m
4Dt

)
− z2,m exp

(
−
z22,m
4Dt

)]
,

(1.45)
where {

z1,m = L(1− 2m)− 4mze − z0

z2,m = L(1− 2m)− (4m− 2)ze + z0
(1.46)

The number of necessary terms to keep in the series depends on the time-
range and spatial-range to cover. This expression of the transmission gives
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the probability distribution for a diffusive random walker (a “photon” ) to
travel in a time interval t from one generic point on the surface of the
medium to another generic point on the opposite surface. This is why the
time-resolved transmission is also known as optical time-of-flight distribution
(TOF).

The total transmission is obtained by integrating eq. 1.45 over the slab
rear surface

T (t) =

∫ −∞

+∞
T (ρ, t)2πdρ

=
1

2(4πD)1/2t3/2

+∞∑

m=−∞

[
z1,m exp

(
−
z21,m
4Dt

)
− z2,m exp

(
−
z22,m
4Dt

)]
.

(1.47)

1.5.3 Scaling laws

An alternative derivation of the total time-resolved transmission employs an
eigenfunction expansion to solve the diffusion equation with a pulse source.
Below we report an expression for the solution based on the one presented
in [34]:

T (t) = − 2DI0π

(L+ 2ze)2
×

∞∑

n=1

n sin

(
lt + ze
L+ 2ze

nπ

)
cos

(
L+ ze
L+ 2ze

nπ

)
exp

(
− π2n2Dt

(L+ 2ze)2

)
(1.48)

where I0 is the intensity of the pulse source placed at a depth lt inside
the slab. The solution is obtained assuming the extrapolated boundary
condition. A detailed derivation of the expression can be found in [38]. In
most of the situations this expression is equivalent to the one in eq. 1.47 and
the two can be derived from each other applying Poisson summation rules.
For a discussion on the equivalence of the two solution see [39].

The expression in eq. 1.48 is more suitable for an analysis of the asymp-
totic behavior (long time) of the transmission. Indeed at long time the
behavior of the summation in eq. 1.48 is determined by the lowest eigen-
value (n = 1) and the decay will eventually becomes a single exponential
∝ exp(t/τ) with decay constant

τ =
(L+ 2ze)2

π2D
. (1.49)

The typical time dependence of the diffusive transmission is show in fig. 1.8.
The quadric scaling of τ(L+2ze) is one of the fingerprint of diffusion dynam-
ics, which can be observed by measuring τ for different sample thickness. In
the limit L ) lt the contribution of ze is negligible and the scaling can be
approximated as τ ∝ L2.
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However the role played by the extrapolation length becomes crucial
when L is few times ze. Is such condition it is essential a good estimation
of the extrapolation length to observe the diffusive scaling. For example in
strongly scattering medium it is not obvious the definition of an effective re-
fractive index, which allows to include the contribution of internal reflections
for the estimation of ze using eq. 1.39. For a discussion on the importance
of ze in this scaling law see [40].

Evaluating the integral on time of eq. 1.48 we obtain the total trans-
mission in steady state [41]. It emerges another important scaling law of
diffusion

T = I0

(
lt + ze
L+ 2ze

)
. (1.50)

which is not directly related to the dynamic of transport, since it does not
give a complete information on the diffusion constant. Also in this case the
contribution of ze vanishes in the asymptotic limit L ) lt and eq. 1.50 takes
the form of a Ohm’s law for light T ∝ L−1.
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Figure 1.8 – Total time-resolved transmission out of a slab of diffusive medium
with lt = 20µm, calculated with eq. 1.48. The y-axis is in log scale. For long
times the transmission becomes a single exponential of decay constant τ . The
decay constant grows quadratically with the corrected thickness L+ 2ze.

1.6 Monte Carlo basics

The Monte Carlo (MC) method is a numerical technique used to solve many
physical or mathematical problems based on stochastic processes. MC relies
on the ability of computers to generate, with a certain approximation, a
sequence of random numbers. Once the stochastic process has been mod-
eled through a suitable set of equations each generated sequence of random
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number determines a possible solution for the system. Iterating ad infinitum
the process we obtain a frequency distribution of possible solutions repre-
senting a probability distribution for the result of the numerical experiment.
Thanks to the increasing computer performance MC is becoming more and
more powerful. Parallel computing is a precious help in reducing the sim-
ulation time. An impressive step forward have been the implementation of
MC simulations on GPU hardware [42], which are able to speedup a typical
simulation of light transport through turbid media of three order of magni-
tude. GPU-accelerated MC simulations have been used in Chapter 6. For
an introduction to Monte Carlo simulations see [23] [43].

As we have mentioned in Section 1.3 applying MC to light transport cor-
responds to solve the radiative transfer equation, obtaining an exact solution
for long enough simulations. MC does not consider all the approximation
of diffusion theory, but requires only the energy conservation. Moreover it
allows to handle any sample geometry.

Here we introduce and discuss the main physical concepts behind a
Monte Carlo simulation of light transport in a non-absorbing finite-size dis-
ordered medium. The basic idea is to simulate a random walk of particles
in a slab, launching millions of walkers in the medium, and count how many
of the them are transmitted, where they exit the sample surface and how
much time did they take to cross the sample. If necessary the random path
performed by each walker can also be traced for each instant of time. Aver-
aging over the paths of all the launched walkers we obtain the evolution in
time of the particle density. The connection to radiative transfer is that the
particle density N(r, t, ŝ) [1/m3sr] in the direction ŝ is proportional to the
radiance as

N(r, t, ŝ) =
L(r, t, ŝ)

Ev
(1.51)

where E is the carried energy per particles and v the propagation velocity.
Usually it is assumed v = c0/n, where n is the refractive index of the medium
hosting the scatterers.

Here we consider a so called annealed disorder, where the frozen position
of scatterers is neglected and at each step the particle sees a new statistically
equivalent system. The transport properties of the medium are included in
the simulation by defining the step-length distribution pl(l) and the scatter-
ing phase function pθ(cos θ). Below we list and comment the main passages
of a standard MC simulation.

Initialize the particle

The particle is launched in accordance to the kind of source we want to
simulate. For a collimated source particles are injected in the slab volume
(whose front surface can be placed at the origin) with a single direction. For
a focused source the injection angles θi are uniformly distributed in the range
[−θNA, θNA], where θNA =sin−1(NA/n0), with NA the numerical aperture
of the focusing lens and n0 the refractive index of the medium in which the
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lens is embedded. In order to better simulate a pulse source the starting
time t0 can be chosen among a gaussian distribution of time centered in
t = 0, whose width sets the temporal width of the pulse.

Move the particle

The particle will now take a step direction selected in the previous step.
The length of the step depends on the step-length distribution pl(l). It
means that we have to extract a random number l according to the probabil-
ity density function pl(l). Commercial mathematical softwares(like Matlab)
provides implemented random number generator for different distribution
functions. In any case various techniques to obtain the desired distribu-
tion of random number from a uniform random number generator have been
developed [23, 42, 43]. A simulation of transport in homogeneous disorder
requires pl(l) = (1/ls)e−l/ls.

Change direction

If the particle has not crossed one of the sample boundaries during the step,
it will change direction once the step is terminated. The single scattering
phase function, gives the angular probability distribution to scatter in the
direction (θ,φ). Usually the azimuthal angle φ can be chosen uniformly in
φ ∈ (0, 2π] and the phase function decides the probability pθ(cos θ) to pick-
up a cos θ value between [−1, 1]. For isotropic scattering cos θ is uniformly
distributed in the interval. To better understand why the random value to
generate is cos θ and not directly θ the reader can refer to [44].

Boundary conditions

After each step it is necessary to check if the particle has crossed the sample
boundaries. For a slab configuration of finite thickness L along ẑ, the par-
ticle can travel undisturbed along the other two directions until one of the
two conditions z < 0 (back-scattered) or z > L (transmitted) is satisfied.
All the simulation presented in the work are performed for index-matched
slabs, thus when the walker is at the boundary it always exit the sample.
For index matched samples the probability either to be transmitted or to
be reflected inside the medium are given by the Fresnel reflection coefficient
R(θ) [35], averaged over different polarization directions.

Time-resolved transmission

In order to obtain the time-resolved transmission T (ρ, t) it is necessary to
store for each walker the exit-time and the position (x, y) on the rear surface
of the slab. If we are interested in the total time-resolved transmission the
position (x, y) can be neglected.
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CHAPTER 2

Transport in complex scale-invariant
media and superdiffusion

The Central-Limit Theorem forces all transport processes with finite vari-
ance and uncorrelated steps to a diffusive propagation. One of the fingerprint
of diffusion is the linear growing of the mean square displacement [8]

〈x2(t)〉 = 2dDt (2.1)

where d is the space dimension and D [m2/s] is the diffusion constant.
When the nature of disorder deviates from being homogeneous but as-

sumes a fractal geometry transport can be deeply modified. Fractal sub-
strates are the extreme side of heterogeneity, which is not fixed to a typical
length scale but is spread on many order on magnitude in a self-similar way.

Several systems have revealed a fractal geometry in their complex het-
erogeneity. Fractals are clouds [45] [46], snowflakes [47], nanoparticles and
colloids aggregates [48, 49], polymers [50], porous media and fractures in
rock [51, 52]. Recently it is emerged that important networks like DNA
aggregates, living cells [53], ecosystems [54] and also the huge web of Inter-
net [55, 56] are fractals.

A random walker on a fractal does not explore the space uniformly but
can be forced to oversample some regions or to enhance the efficiency of
exploration. Eventually transport on fractals is anomalous [47] [57], in the
sense that the laws of diffusion have to be generalized. For example the
mean square displacement can grow either sublinear or superlinear, so that
eq. 2.1 has to be generalized as

〈x2(t)〉 ∝ Dγt
γ (2.2)
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When γ < 1 there is subdiffusion while when γ > 1 there is superdiffusion.
Dγ [m2/sγ ] is a generalized diffusion constant.

Here we are interested in fractal-like structures which can generate su-
perdiffusion. A random walk on such a substrate is known as a Lévy flight or
also a Lévy walk. They are characterized by a power-law step-length distri-
bution and thus by a diverging variance. As a consequence the Central-Limit
theorem non longer holds and the transport can go beyond diffusion. A cru-
cial aspect is that Lévy flights present a finite probability to perform very
long jumps which critically enhanced the transport regime.

In this chapter we introduce the two main theoretical frameworks in
which superdiffusion is modeled. One is the scaling theory and the other
is the continuos-time-random walk (CTRW). We focus on the scaling prop-
erties of the superdiffusive propagator and on the scaling of measurable
dynamic quantities which follows from this.

2.1 Basics on fractals

When observing an object we can often recognize a geometrical pattern of
the structure. If the scale of observation is much larger than the length scale
of the elementary components the fine structure we perceive is set by the
magnification of the image. More likely increasing the magnification we will
reveal different geometrical details since the structure of the elementary com-
ponents begins to appear. Some structures are instead “assembled” so that
sequentially increasing the magnification we always observe the same geo-
metrical pattern. This is a scale-invariance property known as self-similarity
and is one of the main features of fractals. The fractal self-smilarity usu-
ally leads to non-euclidean scaling laws characterized by non-integer scaling
exponents [58] [47].

 

Figure 2.1 – Sierpinsky gasket in 2D. (a) The gasket is obtained dividing
an equilateral triangle into four smaller triangles and taking out the central
one. The generation procedure is iterated ad infinitum. The gasket shown is
at its sixth generation. (b) Alternative generation of the gasket starting from
a triangular genus.

A class of fractals is that of deterministic fractals, which are mathemat-
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ical objects with a non-integer Hausdorff-Besicovitch dimension, also called
fractal dimension df [58]. They are constructed with a rigorous deterministic
recursive law. An example is the 2D Sierpinski gasket in fig. 2.1(a). It starts
from an equilateral triangle, which subdivided into four smaller triangles
taking out the central triangle. The procedure is called the generator and
is iterated ad infinitum. The Sierpinski gasket can also be assembled in the
other way around, starting from a triangular genus and building the gasket
as shown in fig. 2.1 (b). The object obtained after one iteration (magnifica-
tion ×2) encloses exactly 3 of the original element. The fractal dimension is
defined as 2df = 3, thus df = ln 3/ ln 2 = 1.585. Other celebrated determin-
istic fractals are the Koch curve and the Sierpinsky sponge. [47].

Many other objects have the self-similarity property of fractals, but only
in a statistical sense. It means that changing the scale of observation is the
distribution of geometrical features to be invariant. Such objects belongs to
the family of statistical fractals, whose fractal dimension df is defined by
looking at the scaling of their mass M with their linear size L [59]:

M ∝ Ldf (2.3)

Fractals have non-integer value of df while euclidean objects have df =
1, 2, 3, . . .. Mandelbrot was the first to realize that many objects in nature
have such a fractal-like shape [58]. He formulated the famous question on:
how long is the coast of Britain? Indeed the coast of Britain, as other coast
in the world, recursively show the same inlets distribution increasing the
magnification of observation. It follows that as you decrease the length scale
of the “rule” used to measure the coast you obtain a larger measured length.
The paradox has become the paradigm of the fractal geometry. Certainly
the paradox of Mandelbrot have a solution in the case of real fractals, since
they are limited by a lower and upper cut-off in their fractality [60]. Indeed
the description of transport processes using fractal models is applicable at
certain length scales and conditions.

2.1.1 Random walks as fractals

Also random walks are fractal object in a statistical sense. To better un-
derstand this concept let us consider the simple 2D random walk illustrated
in fig. 2.2 (a), which has a unitary step length. The random walk looks
statistically self-similar when one regards n consecutive steps as one single
superstep r [47] . Each superstep r is a random displacement of the origi-
nal walker and the Central-Limit Theorem implies that such displacement
is gaussian distributed for large n. It follows that the distribution Pn(r)
of supersteps lengths is a Gaussian. This holds for any n provided that
n is large enough. Since different values of n correspond to different scale
of observations the step-length distribution is scale-invariant. This is what
generates the self-similarity of a random walk, which is evident in fig. 2.2
(b). At different scale of observation (different values of n) the geometrical
pattern outlined by the walkers looks similar.
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Figure 2.2 – Self-similarity of a standard random walk with 10000 unitary
steps. (a) Definition of the superstep r as the effective random displacement
after n small steps. (b) The geometrical pattern outlined by the walker is
similar for different values of n, that is for different scale of observation.

Since random walks are fractals they can be also characterized by a
fractal dimension in analogy to the definition of eq. 2.3. If the number of
visited sites N(R) in the hypersphere of radius R grows as

N(R) ∝ Rdw , (2.4)

the exponent dw is the fractal dimension of the random walk, or simply the
walk dimension. Random walks in euclidean space have dw = 2 for any space
dimension d ≥ 2. This is the typical walk dimension of diffusive process like
the Brownian motion.

Interestingly if we force the walker to propagate on a disordered but sta-
tistically self-similar structures we would still observe a self-similar random
walk. Such random walks have fractal dimensions no longer equal to 2 and
the diffusion becomes anomalous.
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2.1.2 Scaling of dynamics on fractals

All the properties of the transport are contained in the propagator P (r, t|r′),
which gives the probability for the walker to be in r at time t starting from
r′, where r and r′ are points on the fractals [8, 11, 47, 61]. The physical
meaning of the propagator depends on the specific transport we deal with.
For instance in studies of particles diffusion the propagator is proportional to
the density of particles in space. When dealing instead with light transport
in disordered media the propagator is proportional to the energy density
distribution. Averaging P (r, t|r′) over the starting position we obtain a
translational-invariant quantity

P (r, t) = 〈P (r, t|r′)〉. (2.5)

depending on r = |r− r′|.
We have said that random walks on self-similar substrate are self-similar

themselves, but what is the effect on the dynamics of transport? The so
called scaling hypothesis [47,62–65] assumes that self-similarity dynamically
implies the existence of a single time-dependent characteristic length

ξ(t) ∝ t1/dw (2.6)

capable to continuously rescale the shape of the propagator making it time-
independent, where dw is the random walk dimension.

Because of the dilatation symmetry we expect P (r, t) to be an homoge-
neous function of its argument. It thus follows the standard scaling of the
propagator

P (r, t) ∝ ξ(t)df P̃

(
r

ξ(t)

)
(2.7)

The exponent df is the fractal dimension of the substrate, whose necessity
can be derived by imposing the conservation of probability on the fractal
substrate [50].

For standard diffusion dw = 2 and the characteristic length is the square
root of the mean square displacement ξ2(t) = 〈r2〉. In diffusion processes the
propagator is gaussian and its width scales with the square root of time. This
is exactly the results we derived in eq. 1.27 solving the diffusion equation.

Anomalous transport regimes are defined by walk dimensions different
from 2 and from the consequent anomalous scaling of the propagator. A
transport with dw > 2 is called subdiffusion since it has a scaling slower
than diffusion. Similarly a transport with dw < 2 is named superdiffusion
since it has a faster scaling respect to that of diffusion.
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2.2 Lévy flights and Lévy walks

Lévy flights are random walks whose step-length distribution p(x) decays as
a power-law

p(x) / |x|−(α+1) with 0 < α < 2 (2.8)

This slow asymptotic decay is often termed as “heavy tail”. By definition
they are Markovian stochastic processes, thus with independent steps. The
variance of a Lévy flight diverges 〈x2〉 → ∞ since long jumps may occur
on all length scales. The Central-Limit Theorem no longer holds and a
generalization of it has to be considered. It mainly states that the sum of
stochastic variables with diverging variance have as basin of attraction in
the family of α-stable distributions [66]. For a Lévy flight the attractor dis-
tribution decays with the same power-law tail of the single step distribution
in eq. 2.8. Applying the same reasoning as in Section 2.1.1 it follows that
Lévy flights are self-similar. In contrast to a standard random walk a Lévy
flight create a true statistical fractal with a non integer walk dimension, be-
ing dw = α. Figure 2.3 highlights such difference in the self-similarity, which
for Lévy flight is characterized by cluster of shorter steps interconnected by
long excursion.

Lévy flights are more common in nature than what we might intuitively
suppose [57]. Interesting observations regard animal foraging patterns and
diseases spreading [67] [68]. Extensive tracking of one dollar bills reveals
Lévy statistics [69]. It has also been revealed that Lévy statistics governs
the distribution of trades in economical contexts [70].

However transport based on Lévy flights can be unphysical. Indeed each
step is performed in a constant time, but since arbitrary lengths are possible
for the steps arbitrary velocity are required. Moreover the mean-square
displacement of a Lévy flight can diverge in a finite time interval, thus during
the observation.

A more realistic model is represented by Lévy walks, in which the walker
pays a time cost to perform a step, so that for finite-time observations the
mean square displacement is also finite. In the so called velocity model [71],
the walker travels at a constant velocity v and thus the time t needed for
a step is proportional to the step length x. Lévy walks are suitable to
investigate the dynamic of superdiffusion, keeping the main properties of
Lévy flights.

Thanks to their diverging variance Lévy flights and Lévy walks allow to
go beyond diffusion, overcoming the constraint imposed by the Central Limit
Theorem. Transport based on Lévy flights and Lévy walk is superdiffusive
and in the next sections we will see what are the features of superdiffusion
in the framework of the continuos-time random walk approach. We focus on
the superdiffusion generated by a Lévy walk.
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Figure 2.3 – Typical trajectory of a Lévy flight (in black) compared to a dif-
fusive random walk with exponentially distributed steps around ls (in gray).
Both random walks have performed 5000 steps. Lévy flights explores space
in a more efficient way thanks to the very long jump which may occur. Both
random walks are self-similar but the Lévy flight has a non-integer walk di-
mension, beeing dw = α.

2.2.1 α-stable distributions

Here we give some insights on the stability property of distributions with a
diverging variance, following the tutorial of Davis et al. in [46]. In proba-
bility theory “stability” describes random-variables that are invariant under
addition. The invariance is intended as equal in distribution. Independent
identically distributed random variables xi (i = 1, ..., n), symmetrically dis-
tributed and thus with zero mean, are stable if

n∑

i=1

xi
d
= anx1 (2.9)

where d
= means equal in distribution. In the 1937 Paul Lévy showed [72]

that the only solutions to this problem have

an = n1/α (2.10)
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where α ∈ (0, 2] and a characteristic function for all x having the form

p(k) = 〈exp(ikx)〉 =
∫

exp(ikx)p(x)dx = exp(−σ|x|α) (2.11)

where σ ≥ 0 is a natural scale parameter. (Angular brackets designate
ensemble- or sample-average).

The characteristic function is the Fourier transform of the probability
distribution P (s), which solves the stability problem of eq. 2.9. Such solu-
tions are know as α-stable distributions or also Lévy-stable distributions.

There are only two cases of α-stable distributions with a closed form
expression. The first is the well-known Gaussian distribution, which has
α = 2 and variance 2σ2

p2(x) =
1

2σπ2
exp

[
−
( x

2σ

)2
]

(2.12)

The other is the Cauchy distribution, which has α = 1

p1(x) =
1

πσ[1 +
(
x
σ

)
]

(2.13)

A crucial feature of α-stable distributions is the behavior of q-order moments

〈xq〉 =
∫

xqpα(x)dx (2.14)

which for all real values of q are finite only when

〈xq〉 < ∞ for q < α (2.15)

thus 〈x2〉 = ∞ when α < 2.
Although the analytical closed expression is not always available, the tail of
α-stable distributions for 0 < α < 2 has a precise power-law decay

pα(x) ∼ x−(α+1) (2.16)

from which can also be derived the asymptotic behavior of the cumulative
distribution

pα(x > S) =

∫ ∞

S
pα(x)dx ∼ S−α (2.17)

Regarding the properties of transport based on α-stable distributions
some important features needs to be kept in mind: they have a diverging
variance when α < 2 and even the mean (absolute) value diverges when
α < 1; they are stable, thus the attractor of the sum-distribution of α-stable
distributions is still an α-stable distribution. This stability is a generaliza-
tion of the Central-Limit Theorem.
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Figure 2.4 – α-stable distributions obtained by employing a dedicated random
number generation algorithm. (a) Log-log plot of distributions with alpha=0.7,
1, 1.3, 1.6 and σ = 1. The arrow indicates the growing direction of α. (b) Log-
log plot of distributions with α = 1.3 and σ = 1, 5, 15. The arrow indicates
the growing direction of σ.

Random number generation

Different algorithms are available to generate random numbers distributed
according to an α-stable distribution. Some references are [73] [46]. These
algorithms generate symmetric distributions for any value of α when σ = 1.
In order to vary the scale parameter σ the number generated by the al-
gorithm have to be multiplied for the desired value of σ. This operation
changes the scale parameter of the whole distribution.

In fig. 2.4 we show α-stable distributions generated with the described
method. To better highlight the power-law decay of the tail log-log axes
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2.2. Lévy flights and Lévy walks

scale is used. We also show the effect of an increasing scale parameter σ.
The generation of random number distributed according to α-stable function
provides the step-length distribution for Monte Carlo simulations of Lévy
flights and Levy walks.

2.2.2 The continuos-time random walk approach

Lévy walks have their framework in the continuos-time random walk (CTRW)
approach [28,71,74,75]. In the CTRW the random walk is entirely specified
by ψ(x, t), the probability density to move by a distance r in the time t in
a single motion event. One possibility is to decouple the probability in a
waiting-time distribution and a step-length distribution

ψ(x, t) = ψ(t)p(x) (2.18)

This scheme usually corresponds to the jump model (see fig. 2.5 ), in which
the walker waits until it instantaneously moves to a new site. The probability
ψ(t) determines the transport dynamics, which is subdiffusive when the
second moment of ψ(t) diverges [75]. The only requirement on p(x) is that
its second moment is finite.

In order to derive superdiffusion it is instead necessary to introduce cou-
pled memories. In the velocity model (see fig. 2.5) the walker propagates
at constant velocity so that the time to perform a step is proportional to
the step length. The coupling between the waiting-time and the step-length
distribution is thus given by

ψ(x, t) = δ(|x|− vt)p(x) (2.19)

where the δ function accounts for the time necessary to perform a step. The
velocity can be fixed to v = 1 without loss of generality.

Figure 2.5 – Schematic representation of the jump and of the velocity model.
Modified from [71]. n = 1 and n = 2 denotes two consecutive motion events.
In the jump model the walker waits until in moves instantaneously to a new
a site. In the velocity model the walker moves at constant velocity to a new
site where it choses a new direction at random.

We are interested in the propagator P (x, t) for the velocity model. We
now derive a recursive expression for P (x, t) by means of a set of equations
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of evolution, following the work in [71] [76]. Since this is a 1D model at
each scattering point the walker can only go either forth or back with equal
probability, hence they define a set of turning points.
The first important quantity to calculate is the turning point distribution
Q(x, t), which is the solution of the following integral equation

Q(x, t) =

∫ L

0

∫ t

0
Q(x′, t′)ψ(x− x′, t− t′)dx′dt′ + δ(x)δ(t) (2.20)

where L is the size of the interval and t the time of observation. The integral
links the current turning point distribution to the previous turning point
distribution through the step-length distribution. The δ−function place the
source in x = 0 at t = 0.
Another important quantity is the probability that the walker is located at
time t in x while traveling between two turning points, which is given by

Φ(x, t) = δ(|x|− t)

∫ ∞

|x|
P (x′)dx′ (2.21)

We now have all the ingredients to calculate the propagator P (x, t), which
gives the probability to find the walker in x at time t

P (x, t) =

∫ L

0

∫ t

0
Q(x′, t′)Φ(x− x′, t− t′)dx′dt′ (2.22)

Equation 2.22 expresses the fact that the particle is either at a turning point
(t = t′) or it is moving between turning points with probability Φ(x, t).

On a unbounded interval eq. 2.22 can be simplify by moving to the
Fourier (x → k) and to the Laplace (t → s) space since the integration
interval L can be pushed to [−∞,+∞], similarly the time integration interval
to [0,+∞]. In the new domains the propagator have the explicit expression

P (k, s) =
Φ(k, s)

1− ψ(k, s)
, (2.23)

where the use of k and s indicate the Fourier and/or Laplace transformed
functions. Such expression allows also to calculate the mean square displace-
ment in the Laplace space by

〈x2(s)〉 = −∇2
kP (k, s)|k=0 (2.24)

Equations 2.23 and 2.24 are of particular importance since they bring
to asymptotic expressions for both the propagator and the mean square
displacement in real space. In the next section we will see how superdiffusion
emerges applying the derived evolution equations to a Lévy walk.
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2.2.3 Superdiffusion

Here we focus on the scaling of the propagator and on the time dependence
of the mean square displacement obtained for a Lévy walk. They can be
derived by inserting in eq. 2.19 the power-law step-length distribution of
eq. 2.8 and by applying eq. 2.23 and eq. 2.24. The asymptotic long-time
behavior of the propagator is then calculated in the real space and time
domain. The following scaling emerges

P (x, t) =
1

ξ
f

(
|x|
ξ

)
(2.25)

with
ξ = t 0 < α < 1

ξ = t1/α 1 < α < 2

ξ = t1/2 α > 2.

(2.26)

Three characteristic scaling regimes can be distinguished depending on the
considered values of α: the ballistic regime for 0 < α < 1, the intermediate
regime for 1 < α < 2 and the regular diffusion for α > 2.

This behavior is a very interesting since it shows that the CTRW ap-
proach gives results consistent with those of scaling theory on fractals dis-
cussed in Section 2.1.2. Moreover the CTRW allows to find asymptotic ana-
lytical expressions for the function f(|x|/ξ), which can be found in [71] [63].
Using the expressions of the propagator the mean square displacement can
be calculated obtaining

〈x2(t)〉 ∝






t2 0 < α < 1

t2/ ln t α = 1

t3−α 1 < α < 2

t ln t α = 2

t α > 2

(2.27)

The superlinear growing of the mean square displacement for α < 2 is one
of the fingerprint of superdiffusion. Indeed the few experimental observa-
tions of superdiffusive dynamics refer to the mean square displacement of
particles. A classic experiment is that carried out by Solomon [77] who re-
ported anomalous diffusion of particles in a turbulent flow. An interesting
experimental observation is in [78], and a very recent one in [79]. Indeed the
mean square displacement is a suitable observable to be studied in large sys-
tems through particle tracking. However, when dealing with light transport
in finite-size disordered media the mean square displacement can be inade-
quate to be observe. Luckily superdifussion is not described only in terms
of mean square displacement. Superdiffusion is a dynamic regime charac-
terized by an anomalous scaling of the propagator, and we will see in the
next section that this determines an anomalous scaling of other observables,
which are perfect to be measured in optical characterization experiments.

32



Chapter 2. Transport in complex scale-invariant media and superdiffusion

2.3 Superdiffusion on finite-size systems

Following the results in [76] we introduce and discuss some important prop-
erties of a Lévy walk in a interval [0, L] with absorbing boundaries. The
condition of absorbing boundaries implies a situation where the walker dis-
appears when hitting one of the boundaries, hence it cannot come back
anymore. We will use Lévy walks for modelling light transport in a finite-
size media. The absorbing boundary conditions well represent the situation
where light exits the sample at the boundaries. Such boundary conditions
becomes even more suitable when real samples are index matched with their
environment, since such condition prevent internal reflections. The results
will derived are valid in the asymptotic limit, that is for large enough inter-
val so that any effect on transport introduced by the presence of boundaries
can be neglected.

We have seen that in unbounded intervals all the equations of evolution
can be transformed by using the Laplace and Fourier operators, and that
such operation simplifies the convolutions of the equations of evolutions in
linear relations. However on a finite-size interval we have a limit on the
spatial integral and the Fourier operator cannot be applied. We can only
Laplace transform the dependence on time since t can be pushed to infinity.

On a finite interval the equations of evolution in the Laplace domain are

Q(x, s) =

∫ L

0
Q(x′, s)ψ(x− x′, s)dx+ δ(x− x0) (2.28)

P (x, s) =

∫ L

0
Q(x′, s)Φ(x− x′, s)dx′ (2.29)

with
ψ(x, s) = p(x)e−s|x| (2.30)

and
Φ(x, s) = e−s|x|

∫ ∞

|x|
p(x′)dx′ (2.31)

2.3.1 Eigenfunctions expansion

Equation 2.28 is a Fredholm equation of the second kind with a symmetric
kernel. The solution Q(x, s) can be expressed in terms of the eigenfunctions
qi(x, s) and eigenvalues 1/λi [80] of the equation

q(x, s) = λ

∫ L

0
ψ(x− x′, s)q(x′, s)dx′ (2.32)

When s is real the solution is

Q(x, s) =
∞∑

i=1

qi(x, s)

λi(s)− 1

∫ L

0
qi(x

′, s)δ(x′ − x0)dx
′ (2.33)
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In analogy with the diffusion case the eigenfunctions expansion leads to a
time dependence which for long times is dominated by a single exponential
decay. Indeed inverting the Laplace transform, at long times one obtains

Q(x, t) ∝ e|s1|t (2.34)

where s1 is the decay constant of the first eigenfunction. It can be shown that
the time dependence of the turning point distribution is directly reflected
on the propagator, so that as t → ∞ we have

P (x, t) ∝ e|s1|t (2.35)

The dependence in eq. 2.35 is rather important since it represents a first step
to link the features of the propagator of a Lévy walk to measurable observ-
ables in real finite-size systems. Placing the source at x0 = 0 the quantity
P (L, t) is the time-resolved transmission probability T (L, t) through the in-
terval [0, L] for a Lévy walk, which thus is expected to decay at long time
as a single exponential.

2.3.2 Scaling laws

The scaling of the propagator of eq. 2.25 and eq. 2.26 derived on an un-
bounded interval also holds on a semi-infinite interval apart from the behav-
ior at the boundary and for that of peculiar quasi-ballistic peak [76].

For a finite-size interval the scaling of the propagator determines the
time dependence and the scaling with L of all the observables. A peculiar
feature of superdiffusive dynamics can indeed be found in the scaling with
the interval size of the first eigenfunction decay constant s1. An asymptotic
analysis of eq. 2.33 [76] reveals that at long times and for large values of L
the scaling of s1 depends on α as

s1 ∝






L−1 0 < α < 1

L−α 1 < α < 2

L−2 α > 2

(2.36)

This is a very important result since it gives the possibility to investigate
superdiffusion without focusing on the mean square displacement. Despite
the exponential time decay at long times resembles a diffusive behavior, the
scaling of the decay constant of eq. 2.36 is another fingerprint of superdif-
fusive dynamics. This important result will be used in our experiments by
investigating the scaling with L of the time-resolved transmission probability
T (L, t).

Another important anomalous scaling law of superdiffusion regards the
probability Pa(L) to be absorbed by the boundary, which for large L scales
as

Pa(l) ∝ L−α/2 (2.37)

with 0 < α < 2. Equation 2.37 holds both for Lévy walks and Lévy flights
since Pa(l) does not depend on time. Equation 2.37 is a generalization of
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the Ohm’s law of diffusion, indeed it gives the scaling of the probability
to be transmitted through an interval of size L. The law of diffusion is
retrieved for α = 2. Such scaling law has been obtained first by Davis
in [81] calculating the transmission probability of solar light through layers
of clouds using discrete Lévy flights. Then it has been derived in [82] by
using a Lévy flights with a CTRW approach.
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CHAPTER 3

Optical gating for ultrafast time-resolved
transmission measurements

Studies of the dynamics of light transport through pulsed experiments have
been a key approach for the progressing and understanding of light transport
in general [5,83–86]. For example, for diffusive materials, such investigation
allows to measure essential transport parameters as the diffusion constant.
Many techniques employ picosecond pulses and fast photodiodes as detec-
tors, which however limit the time resolution to some picosecond. Even
streak cameras, which have the fastest responce among all electronic-based
detectors, are limited in this sense. To go beyond this limit it is necessary to
use an ultra-fast femtosecond source and an alternative approach for mon-
itoring the transmission. A consistent part of this work has been devoted
to the design and implementation of an optical gating setup, obtaining a
femtosecond resolution and an excellent stability (time drift less than 1 fs
per hour ).

The optical gating (OG) technique is based on the use of a femtosecond
pulse to probe optical intensities or field amplitudes evolving on a larger
time-scale, exploiting the optical responce of a non-linear crystal. “ To mea-
sure an event in time, a shorter event is required with which to measure it” ,
cit. Rick Trebino [87]. Optical gating has been widely used to achevie a sub-
picosecond temporal resolution in time-resolved luminescence spectroscopy.
A classical reference is that of Shah [88]. One of the first application of OG
directed to the time-resolved investigation of transmitted multiple scattered
light is that by A.G.Yodh et al. [89]. Other more recent applications in-
volving detection of transmitted diffuse light are [30, 31, 90]. OG have been
also employed to measure the time-resolved transmission from periodic and
quasi-periodic photonic structures [91] [86].
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Figure 3.1 – Schematic of the optical gating technique to measure the inten-
sity of transmitted light.

In this chapter we will introduce the basic concepts of optical gating
and describe the experimental setup. Along the sections there are many
experimental details and considerations which are necessary for the correct
functioning of the set up. We also provide hints for the interpretation of
the data. In the last part we include test measurements which have led,
eventually, to interesting considerations. Finally we show the optical char-
acterization of porous ceramics materials, thus providing additional insights
on the potential of the setup.

3.1 Basics of Optical Gating

Optical gating involves the use of two ultrashort pulses, which can have the
same frequency (central frequency of the pulse bandwidth) or two different
frequencies. We consider the more general case of two pulses centered re-
spectively at ω1 and ω2. The OG scheme is skeched in fig. 3.1. The probe
pulse at ω1 is directed on the samples, interects with its structure, and
emerges with a streched temporal profile Iω1(t). The reference pulse at ω2

travels undisturbed with its gaussian temporal profile Iω2(t). They are over-
lapped, in space and in time, in an optical non-linear crystal which is able
to provide a sum-frequency generation Iω1+ω2 . This is a kind of frequency
mixing that requires a non-vanishing second-horder susceptibility χ(2) of the
crystal [92,93]. Sum-frequency generation is also known as upconversion.

We are interested in measuring the intensity temporal profile of the sum-
frequency, which is given by the convolution

Iω1+ω2(τ) ∝
∫ ∞

0
Iω1(t)Iω2(t− τ)dt (3.1)

where τ is the time delay between the mixing components, set from an arbi-
trary reference time. Measuring the stationary signal Iω1+ω2(τ) for different
delays τ it is possible to reconstruct “frame by frame” the time profile of the
sum-frequency. From this feature comes the name Optical Gating, which
referes to the gate function of the reference pulse, which works as a tem-
poral window of observation. The resolution depends on the pulse width
and on the scanning delay time τ . The smaller is the delay τ the better
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is the temporal resolution of the measurement. For this porpouse it is ex-
tremely advantagious to work with laser pulses since ultrashort temporal
delay can be easily provided by reasonable spatial displacement of some mi-
crons, which ca be obtained by using a good mechanical traslation stage,
e.g. a displacement in air of 1µm corresponds to a delay of 3 fs.

By measuring the sum-frequency evolution in time it is possible to re-
trieve Iω1(t) by performing the deconvolution of the measured profile from
the reference Iω2(t). However the deconvolution requires a good knowlwdge
of Iω2(t). It becomes much simpler when Iω1(t) is wider than the reference
pulse Iω2(t) (as it is in all the measurements presented here). The pulse can
indeed be approximated by a δ-function in eq. 3.1 resulting in the following
simpler expression

Iω1+ω2(τ) ∝ Iω2(0)Iω1(τ). (3.2)

In this case the temporal profile of the sum-frequency directly gives the time-
evolution of the investigated signal. Moreover eq. 3.2 shows that the intesity
of the sum-frequency, hence the signal-to-noise ratio, can be increased by
transfering energy from both the probe and the reference pulse.

3.1.1 Phasematching conditions

Upconversion in efficient only if phase-matching conditions are satisfied, as
the one required by momentum conservation

2kω1 + 2kω2 = 2kω1+ω2 (3.3)

where the 2ki are the wave vectors of the mixing beams. Condition (3.3) has
a simple expression for a collinear mixing geometry

nω1

λ1
+

nω2

λ2
=

nω1+ω2

λ1+2
(3.4)

where ni is the refractive index of the crystal at the frequency ωi and λi are
the vacum wavelength( λ1+2 = λ1λ2/λ1 + λ2). In general it is not possible
to satisfy the condition (3.4) in isotropic crystals, but it becomes possible
considering birefringent (anisotropic) crystals, since ni depends on the inci-
dent beams direction and on their polarization. In an uniaxial birefrangent
crystal, of optic axis ẑ, with ordinary (O) index no and extraordinary (E)
index ne, phase matching can be obtained if one or more of the beams prop-
agate as extraordinary. The matching is found by tuning the angle between
the optics axis ẑ and the incident beams direction, as shown in fig. 3.2.
Negative uniaxial crystals (ne > no) only admit sum-frequency signal with
E polarization, i.e O + O → E and O + E → E. Similarly, in positive
uniaxial crystals (no > ne) phasematching is possible only for O polarized
sum-frequency beams, i.e. E +O → O and E +E → O. When the incident
beams have parallel polarizations (both O or both E), the interaction is
termed type I; if they are polarized orthogonal, it is type II.
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Figure 3.2 – Phase matching condition for the upconversion on the nonlinear
crystal. In this configuration incident beams are collinear.

A conversion efficiency η is defined by looking at the generated power as
in [94]

Pω1+ω2 = ηPω1Pω2 . (3.5)

One of the crucial parameter on which η depends is the phase mismatch

∆k = ||2kω1+ω2 − 2kω1 − 2kω2 || (3.6)

The efficiency η falls off with incrising ∆k as in

η(∆k) = η(0)
sin2(L∆k)

(L∆k)2
(3.7)

where L is the thickness of the nonlinear crystal. The dependence of the
efficiency in eq. 3.7 is general and can be applied to different situations. For
example, in a collinear mixing geometry, after having optimized the efficiency
as required by eq. 3.4, relation (3.7) shows how the efficiency drops down
in upconverting different wavelengths from λ1+2 . The same is valid for
conversion of non collinear incident wavevector.

The conversion efficiency η depends on phasematching as well as on
other parameters, especially working with laser pulses. Its optimization
thus becomes a custom operation for each experimental geometry. See for
example [95].

3.2 Experimental setup

The implementation of the optical gating technique for the ultra-fast de-
tection of multiple scattered light has required the following basic building
blocks: a laser source producing pulses with a temporal width shorter than
the time-scale of the investigated dynamics, optical components for light
propagation control, a non-linear crystal to generate the sum-frequency, a
light detection apparatus with a wide dynamic range and a very good filter-
ing of the environmental noise. The structure of the experimental setup is
shown in fig. 3.3.
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Figure 3.3 – Schematic of of the experimental setup: BS, beam splitter; P,
polarizator; λ/2, half wave plate; DM, dicroic mirror; F, filter; PD, photodiode;
PMT, photo multiplier tube. Dot contours indicate covering boxes.

3.2.1 Ultrashort pulses generation

The first laser in the setup is a Millenia from Spectra Physics, a DPSS
(Diode-Pumped-Solid-State) CW laser emitting light at 532 nm (green) with
a power of 8.61 W, which is used to pump a Tzunami laser from Spectra
Physics. The Tzunami is a Ti:Sapphire mode-locked laser generating pulses
of 130 fs at 810 nm with a repetition rate of 82 MHz (red beam in fig. 3.3).
The spectral bandwidth of the pulses is 8 nm, which is constantly monitored
by the spectrum analyzer. Such features correspond to good alignment con-
ditions, providing an average output power of 1.70 W. The folded geomentry
of the cavity allows in principle to tune the pulse wavelength by about 100
nm around the central frequency of 810 nm, but we have not changed the
wavelength in the experiments.

Pulses from Tzunami are directed into an Optical Parametric Oscillator,
Opal from Spectra Physics, to convert part of the energy into a train of pulses
with central wavelength 1540 nm (gray beam in fig. 3.3). They have the same
temporal width and repetition rate of the generating pulses, with a spectral
bandwidth of 25 nm. The wavelength conversion is obtained by a nonlinear
sum-frequency process on an LBO crystal, identical to the one introduced
in Section 3.1. However this conversion is time-reversed compared to that
in Section 3.1 and the phase-matching is reached through a temperature
tuning of the crystal refractive indices. Opal has a wide tunability in the
converted signal, ranging from 1400 to 1600 nm. In our configuration the
wavelengths generated out of the 810 nm pulse train are λsignal = 1540 nm
and λidler = 1700 nm, plus a non converted residual harmonic at 810 nm.
The power of the residual harmonic, which is directed on the sample, is 280
mW, while pulses at 1540 nm are used as the reference pulses in the optical
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gating process.

3.2.2 Mixing the pulses

The setup is characterized by two optical lines, as shown in fig. 3.3. The
probe line at 810 nm (in red), which is directed on the sample, and the
reference line at 1540 nm (in gray). On the probe line we find in sequence:
a beam splitter sending part of the light on the spectrum analyzer; the
translation stage, which is computer controlled and allows tuning of the time
delay between the transmitted signal and the reference pulse; a polarizer and
an half-waveplate used to define the injection linear polarization; the sample,
which is fixed on an holder mounted on two coupled computer controlled
translation stages which allow to move the sample along the plane orthogonal
to the beam; a first lens for focusing the light on the sample and a second lens
for collecting the transmitted light and imaging it on the nonlinear crystal;
a dicroic mirror for the overlap with the reference pulse; a nonlinear BBO
(beta barium borate) crystal for the frequency mixing. On the reference line
we find in sequence: a linear polarizer; a beam splitter sending part of the
light on the spectrum analyzer; a couple of lenses for expanding the beam
in order to fill the BBO surface; the dicroic mirror to allow the overlap with
the light transmitted from the sample;

In principle the translation stage could have been positioned also on the
reference line, since what matters is the relative delay between the probe and
reference pulse. The couple of lenses on the probe beam have been selected
depending on the effective collection area we wanted to achieve. We have
implemented two different configuration of optics, one for measuring the on-
axis transmission an one for measuring the total transmission. The tuning
of the collection area is performed by tweaking the magnification of the
transmitted profile image obtained with the collecting lens. The image in
created on the BBO plane and only the portion of light falling within the
BBO surface is converted, and then measured. Looking at fig. 3.4 the choice
of the focal length f of L2 has to be related to the sample-lens distance d
and the lens-BBO distance p, since the magnification is given by M = p/d.
For the positioning of L2 it is also necessary to take into account the desired
collection angle.

The BBO crystal is mounted on a holder which allows to vary its orien-
tation in space with two degrees of freedom, θ and ϕ, in order to find the
phase-matching configuration, see also fig. 3.4.

3.2.3 Sum-frequency detection

The BBO converts part of the incoming energy into the sum-frequency at
531 nm, which is the green line in fig. 3.3 and fig. 3.4 . The element placed
before the BBO is a high-pass filter blocking the on-axis green light coming
from the environment. The detection apparatus is indeed very sensitive to
the on-axis green light and this filter assures that we are measuring only the
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Figure 3.4 – Detailed schematics of the light injection, collection and conver-
sion components in the experimental setup.

on-axis green light generated by the BBO. To block the off-axis environment
green light we protect the detection components with a black shielding box.
Since the unconverted light crosses the BBO in line with the sum-frequency
we need to select the green. We first remove the 810 nm light by using
the dicroic mirror DM2 (see fig. 3.4), which deviates this wavelength on the
CCD camera. A band-pass filter placed before the photomultiplier tube en-
sures a cleaner green signal. The sum-frequency at 531 nm is detected by
a photomultiplier tube, which has a wide dynamic range of seven orders of
magnitude. Lens L3 of fig. 3.4 is positioned so as to image the different wave-
length on both the CCD and on the PMT. Its working wavelength is 810 nm
since the aberrations induced on the image of the PMT does not affect the
PMT response. For the background noise suppression the photomultiplier
response (signal) is sent to a Gated Integrator Photon Counter. Simultane-
ously the signal is chopped by chopping the probe beam. Th chopper is set
on a 20 Hz angular frequency so as to define a step signal with a period of
50 ms, whose two values are A =signal+background and B =background.
The gated integrator defines two temporal windows of width Tw ≤ 25 ms
where A and B are read separately. The returned signal is A − B, which
is background suppressed. The chopper provides the trigger signal for the
synchronization of the acquisition temporal windows with the periodic signal
from the photomultiplier. The gated integrator thus generates a sequence of
windows A and B with the same period of the signal, which is usually out-
of-phase with the signal. The gated integrator allows the tuning of the phase
of the periodic acquisition windows independently. Thus we send their pe-
riodic time evolution on the oscilloscope together with a real-time detection
of the chopped light, which is monitored by means of a photodiode collect-
ing the light scattered from the polarizer.By monitoring simultaneously all
three signals we can perfectly fit one acquisition window in the detection
semi-period of A and the other acquisition window in the semi-period of B.
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3.2.4 Determination of the absolute time-zero

What we want to measure is the distribution of optical time-of-flights, hence
the distribution of times necessary for the light to travel throughout the sam-
ple. Consequently the zero of time must coincide with the time at which
the probe pulse touches the first sample surface. This is crucial for example
to correctly extract information from the light transmitted at earlier times.
Indeed the rising time of the transmission is strictly related to the sample
thickness. One of the reason is that it can still contain a ballistic contribu-
tion. A wrong set of the time-zero, which for example delays the zero, could
show some light crossing the sample in a period of time smaller than the
ballistic crossing time. On the contrary anticipating the zero could result an
affective arrival time characteristic of a more scattering material. A correct
set of the time-zero is crucial when using fitting function as the solution of
the diffusion equation in a slab. Such model indeed considers the source
placed on the front surface of the slab at time zero.



 




  

Figure 3.5 – Schematic of the total time delay accumulated by the measured
transmission (black line) and the cross correlation (gray line) before reaching
the BBO crystal.

The reference measurement is the cross correlation of the pulse, which is
obtained by removing the sample and scanning the sum-frequency signal by
moving the translation stage, see fig. 3.5. The cross correlation measurement
obtained in the first stage consists in the pulse intensity distribution as a
function of the translation stage position. The sample is then placed on the
probe line and the transmission is scanned in the same range of positions, see
fig. 3.5. In fig. 3.6(a) we show the typical result of such procedure. The first
thing to do is to multiply times two the position values of the translation
stage. Indeed each displacement step of the translation stage increases or
decreases the path-length of the probe pulse of twice the size of the step.
We can then convert path lengths in time by dividing the position values by
the velocity of light in air c. The obtained time axis is shown in fig. 3.6(b).

The reported times are relative to an arbitrary reference time which
does not have a precise physical meaning, but is the same for both signals.
What matters is the difference between the reported times. However such
difference does not directly give the time-of-flight. Let us call tT the time of
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Figure 3.6 – Important steps to correctly set the time-zero for a time-of-flight
distribution measured with our setup. (a) Rough measurements of the cross
correlation (scan of the probe pulse without sample) and of the transmission
as a function of the translation stage position. (b) The spatial delay induced
by the translation stage is converted in a common relative time delay. (c) The
cross correlation is shifted back of the time necessary for the probe pulse to
cross the sample. (d) Time-shift of both measurements to set as time-zero the
time position of the shifted cross-correlation.

detection of the transmitted light the tcc the time of detection of the cross
correlation. As shown in fig. 3.5 the times tT include the travel time t1
to go from the source to the sample surface, the time-of-flight ttof inside
the sample and the time t2 to travel from the sample rear surface to the
BBO. Similarly tcc includes t1 and t2 plus the time ts necessary to travel
a distance in free space equal to the sample thickness. It follows then that
tT −tcc = ttof−ts and thus that the true time-zero is not tcc but t0 = tcc−ts.
In fig. 3.6(c) we show how the cross correlation is shifted back by ts = Lc,
where L is the sample thickness, to be placed at time t0. It is now possible to
shift the time axis to place the cross correlation at t0 = 0, so that each point
of the transmission curve corresponds to a time-of-flight value, as shown in
fig. 3.6(d).
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3.2.5 Influence of phasematching
on the measured up-conversion

Here we discuss more in details the influence of eq. 3.7 on the up-conversion
of multiple scattered light. In particular we refer to the conversion obtained
using the optics configuration of fig. 3.4. One of the main features of multi-
ple scatted light is that the direction of of k-vectors is completely random.
Assuming for instance that the collection angle of the imaging lens is so wide
to image on the BBO all k-vectors of the transmitted profile, how many of
them are up-converted ? Equation 3.7 states that the conversion efficiency is
narrow around the direction of phase-matching. In the employed alignment
procedure we have optimized the phase-matching using collimated parallel
beams. It was done without the sample and removing the focusing lens and
collecting lens. A good phase-matching was usually obtained for the BBO
orientation angles θ = 18◦ and ϕ = 160◦ as well as for θ = 17◦ and ϕ = 172◦.
Such choice implies an efficient conversion only in the forward direction, thus
for k-vectors parallel to the optical axis, see fig. 3.7. The angle of efficient
conversion is roughly δ ≈ 6◦. This estimation has been obtained by convert-
ing the image of the focalized source, which can be considered a point source,
and by looking at the angle of aperture of the converted light. Despite the








Figure 3.7 – In our setup configuration the phase matching condition, re-
quired by the nonlinear conversion on the BBO, limits the range of directions
for converted k-vectors to a narrow solid angle around the optical axis.

the non-linear conversion performs a narrow filtering of k-vectors that is not
a real problem for our measurements. Indeed multiple scattering quickly
randomizes k-vectors directions distributing them uniformly over the whole
solid angle. This means that the converted part of k-vectors are a good
representation of the temporal behavior of the entire transmission. As we
will see in the next section what becomes crucial for a correct interpretation
of the measurements is the collection area rather than the effective collected
k-vectors.
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3.3 Dependence on the collection area:
the diffusive case

As a consequence of multiple scattering the light injected on the surface of a
disordered slab laterally spreads and the exit area on the rear transmission
surface is larger than the injection one. This defines a transmission profile.
In a homogeneous disordered samples, where light spreads following the
laws of diffusion, the profile has a gaussian-like energy density distribution.
This is evident in the radial dependence of the time-resolved transmission of
eq. 1.45. The energy density distribution in steady state can be calculated
by integrating eq. 1.45 over time [25]. The width of a diffusive transmission
profile scales linearly with the thickness of the sample. It is interesting that
its dependence on the transport mean free path lt is much weaker than the
dependence on the thickness L, which dominates.

When performing transmission experiments it is thus imperative to con-
trol the collection area on the rear surface of the sample. In fig. 3.8 we
show the time-resolved transmission predicted by diffusion theory for an in-
creasing collection area. The curves have been obtained with a numerical
integration over the radial distance ρ of eq. 1.45. The intensity is normalized
in order to underline the behavior of the tails. Collecting light from an area
smaller than the whole profile definitely affects the slope of the tail. We
compare the curve with the total transmission model in eq. 1.47 observing
that the limit of total-transmission is fully reached only when the collection
area radius R is twice the sample thickness. The calculation of fig. 3.8 have
been obtained for L = 50µm and lt = 1µm, with a velocity of light in the
medium v = c/1.5. However the limit of R = 2L is valid for any situation
since the profile grows linearly with L.

In fig. 3.8 we also show the dependence of the slope of the tail (in semilog
scale) on the collection area and on time. We see that in order to observe
the same slope of a total transmission measurement, thus the same decay
constant, it is necessary to wait very long times. However, for an on-axis
collection (R = 0) the slope does not reach that of the total transmission
even after of eight order of magnitude of decay.

The considerations exposed become relevant for a measure of the dif-
fusion constant obtained by measuring the long-time decay constant, see
eq. 1.49. If the collection area is not large enough the measured value of the
diffusion constant can be erroneous.

3.4 On-axis transmission configuration

In order to measure only the on-axis transmission we have imaged on the
BBO surface the very central area of the transmitted profile with a diame-
ter of 30 µm. The necessary big magnification is obtained by imaging with
two coupled lenses, since the constraint on the sample-BBO distance (im-
posed by the beam-overlapping configuration) did not allow to use only one
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Figure 3.8 – Dependence of the time-resolved transmission on the collection
area as predicted by diffusion theory. (a) Sketch of the transmission profile and
definition of a collection area with radius R. (b) Time resolved transmission
as a function of the collection area size as predicted by diffusion theory. The
radius R influences the decay rate of the transmission. The equivalence with
the total time-resolved transmission is reached for R=2L. In the inset we show
the dependence of the slope of the curve (in semilog scale) at long times.
Except that for the on-axis collection the total-transmission decay rate can be
reached, but at very long times

lens. The lens arrangement is showed in fig. 3.9. In this particular config-
uration we have injected light on the sample with an aspheric lens L1 of
NA=0.65 and f1=1.5 mm to obtain a tight focal spot of few microns. The
first collecting lens L21 is also an aspheric lens of NA=0.65 and focal length
f21=1.5 mm placed at distance f21 from the sample rear surface. The sec-
ond lens L22 is a doublet with a long focal length f22=30 mm placed at a
distance f22 from the BBO. The distance between the coupled lenses was of
about 100 mm. In order to test the setup performance we have carried out
measurements on a set of samples whose light transport properties can be
well described by diffusion theory. The first test measurements have been
performed on a sample of TiO2 nanoparticles homogeneously dispersed in
a polymer matrix. The sample is prepared in a slab geometry of thickness
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Figure 3.9 – Configuration of the lenses for the on-axis measurements. Light
is tightly focused with L1. For the collection and imaging of transmitted light
we employed to coupled lenses. L21 expands the image so that at the position
of L22 only light coming from the desired central area is accepted by the second
lens. The obtained magnification is of about 100×.

392 µm. More details on the preparation method of such kind of samples
can be found in Chapter 6. Here it is important to say that considering the
nanoparticles density, cross section and anisotropy coefficient, the expected
transport mean free path is lt=10µm. In fig. 3.10 we show the measurements
with the fit obtained using eq. 1.45 with ρ = 0, which corresponds to an on-
axis transmission model. The returned best-fit scattering mean free path is
lt=10.63±0.06µm. In fig. 3.10 we show both the linear plot and the semilog
plot in order to hightlight the non-exponential tail of the on-axis transmis-
sion. Both kinds of plots will be used along the thesis. Such measurement
have been a test for the correct functioning of the setup.

3.5 Total transmission configuration

We have also configured the setup to measure the total time-resolved trans-
mission by injecting light with a focused source and by converting on the
BBO the whole transmitted profile. This kind of measurement is more chal-
lenging with respect to the on-axis one since the up-conversion needs to be
uniform for the whole image of the transmitted profile. For example it re-
quires a very good alignment of the probe and of the reference beam on the
BBO, an appropriate choice of the imaging lens magnification and tuning
of the reference beam width. We did not employ the more handy reciprocal
configuration that will be discussed in Section 3.6 since the main purpose
of the total transmission measurements was to investigate light transport in
strongly heterogeneous disordered media. Indeed in the configuration (b) of
fig. 3.13 an heterogeneous disorder would imply an heterogeneous distribu-
tion of the generated point sources, both on the surface and in depth. Such
feature could invalidate the equivalence with configuration (a).

We have used the scheme in fig. 3.4. Light is focused with a doublet lens
of focal length f1=25 mm resulting in a focal spot of about 20 µm. The
transmitted profile is collected and imaged on the BBO through a biconvex
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Figure 3.10 – On-axis time-resolved transmission measurement through a
slab of diffusive material. The red line is the fit obtained with the on-axis
transmission model of diffusion theory. The obtained best fist scattering mean
free path is in good agreement with the value expected from sample prepara-
tion. (a)Plot in linear scale. (b)Plot in semilog scale to highlight the feature
of the tail.

lens with focal length f2=75 mm positioned 180 mm from the BBO. Such
choice has been the best trade-off to satisfy also the constraints of the setup
design. The obtained magnification allows to completely fit the profile image
on the BBO surface. The size of the profile image is monitored by re-imaging
it on the CCD through a biconvex lens with focal length f3=100 mm. The
imaged area of the sample surface has a diameter of 3 mm and the whole
transmitted profile falls down this area. The reference beam covers the BBO
surface with its central part in order to overlap the profile image with an
homogeneous energy density.
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Figure 3.11 – Total time-resolved transmission of 3 homogeneous disordered
samples with thickness respectively of 251µm, 406µm and 662µm. All samples
are prepared with the same concentration of scatterers. The measurements
have been obtained by injecting light with a focused beam and collecting light
from a large area on the rear surface of the sample. The late time transmission
can be described by the diffusive total-transmission model for all the measured
thickness, giving the same transport mean free path for all samples. This is a
proof of the good performance of the setup in such configuration. The time-
range of each measurement is limited by the presence of reflections generated
by the glass slides embedding the samples.

We have performed the test measurements on the same kind of samples
used for the on-axis configuration test measurements, which are slabs of
TiO2 nanoparticles homogeneously dispersed in a polymer matrix. These
test measurements are related to the work presented in Chapter 4. The main
purpose has been to verify that the tail of the transmission at long times can
be well described by diffusion theory in a specific sample thickness range.
In fig. 3.11 we show the measurements performed on three different samples
with thickness ranging between 251-652 µm. They are prepared with the
same concentration of nanoparticles thereby having the same transport mean
free path. A fit of the tail performed by using the total transmission model
of eq. 1.47 returns for all the samples lt = 42.0± 0.5 µm. This observation
is a good proof for the reliability of the setup.

The impossibility to fit the early-time part of the measurement has been
object of further investigation. Such interest has generated the work pre-
sented in Chapter 6.
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3.6 Evidence of reciprocity for diffused light

We have experimentally verified the possibility to measure the total trans-
mission of a diffusive slab with an on-axis collection by injecting light with a
collimated beam. Such possibility is hypothesized for example in [25] regard-
ing the applicability of the total transmission model to light propagation in a
diffusive slab. We have performed the measurement on the same sample used
for the characterization of fig. 3.10. In fig. 3.12 we show the measurement
obtained by injecting light with a collimated beam and the corresponding
fit obtained by using the diffusive total transmission model (see eq. 1.47).
The fit returns a transport mean free path lt=10.30 ± 0.31µm. We show
together the transmission obtained by injecting light with a focused source.
This corresponding fit is obtained by using the on-axis transmission model
which returns lt=10.63±0.06µm. Both collection models works very well re-
turning comparable values of the transport mean free path. The comparison
in fig. 3.12 highlights the dramatic effect that the change in the source type
has on the time-resolved transmission. We have already discussed how the
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Figure 3.12 – On-axis transmission measured by injecting light with a focused
and collimated source on the same sample. The measurement obtained with
the collimated source is successfully fitted with a total transmission model.
This is allowed by the validity of reciprocity for diffused light.

time-resolved transmission represents the optical time-of-flight distribution.
In particular in a total transmission measurement it gives the distribution
of time-of-flight from one single point on one side of the sample to any other
point the opposite side of the sample. In the configuration (a) of fig. 3.13
such distribution is measured by fixing the starting point of light and mea-
suring the time-of-flight in correspondence of all the other points on the
opposite surface. Instead in the configuration (b) of fig. 3.13 the arrival
point is fixed and the time-of-fligh distribution is measured by changing the
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Chapter 3. Optical gating for ultrafast time-resolved transmission measurements

starting point of light. Indeed a plane wave on the sample surface creates a
uniform distribution of point sources.

Such equivalence has his root in the the reciprocity relation, which is
a manifestation of the symmetry of scattering processes with respect of an
inversion of time. Reciprocity allows to interchange the source and the detec-
tor in an experiment obtaining the same result. A more detailed discussion
on the reciprocity relation can be found, among others, in [13] [96]. Look-
ing at fig. 3.13 we can see how one configuration becomes equivalent to the
other by reversing the direction of light propagation, which is equivalent
to an inversion of time. However, as pointed out in [96], reciprocity and
time-reversal symmetry are not the same. The condition for time-reversal
invariance is equivalent to both energy conservation and reciprocity, there-
fore a scattering system may be reciprocal without being conservative.

 





Figure 3.13 – Sketch of the equivalence of the total optical random paths
(from one point to the opposite surface) acquired in a standard total trans-
mission configuration (a) and in the employed configuration (b). One con-
figuration becomes equivalent to the other by reversing the direction of light
propagation.

3.7 Measurements on porous ceramics

We have characterized the optical properties of porous ceramics material
by employing the on-axis transmission configuration. This work is part of
a collaboration with the Lund University (Sweden) and the Institute for
Ceramic Materials SWEREA IVF in Mölndal (Sweden). The collaboration
has investigated the possibility of pore-size assessment by measurements
of the oxygen absorption line broadening caused by wall collisions of gas
confined in the porous materials. Our contribution has investigated the
effect of an increasing porosity on the optical transport mean free path.
This is an interesting issue since scattering properties of porous materials,
vary strongly with the microstructure (and wavelength) [97].
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Samples are nanoporous zirconia ceramics which present high refractive
index (n=2.14) and very low absorption in the near-infrared region. Below
we also report some details on their preparation method and the porosity
measurement performed by mercury intrusion at SWEREA IVF. The text
in this section is largely taken from the article we wrote on this topic [3].
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Figure 3.14 – Mercury intrusion porosimetry of nanoporous zirconia.The
pore size of the zirconia material was fine-tuned by adding latex particles
as spacers later to be burned away (not being a part of the final material).
Cumulative intrusion curves show how smaller and smaller pores are filled as
higher mercury pressures are applied (note reverse direction of scale, pressure
increase to the right). At high pressures, intrusion comes to a halt and the final
level gives the material porosity. Clearly, both porosity and pore size increase
as the used concentration of spacers increase. The bottom graph shows the
pore size distribution (the derivative of cumulative intrusion). Without latex
particles (0% L), the mean pore neck size is 54 nm and the porosity is 38.7%.
Having added 12% latex particles (12% L), the mean pore neck has grown
to 131 nm, and the porosity to 55.7%. Note also that addition of spacers
broadens the pore size distribution. In particular, a small fraction of the pore
volume remains constituted by pores of the size characteristic of the material
sintered using a pure zirconia powder (curves in the bottom graph exhibits a
tail stretching towards smaller pore diameters). Picture and text from [3].

54



Chapter 3. Optical gating for ultrafast time-resolved transmission measurements

Pore neck diameter (nm)
Porosity, φ (%) Mean Median

0% L 38.7 54 57
3% L 44.8 80 92
6% L 51.0 104 126
12% L 55.7 131 164

Table 3.1 – Summary of pore structure of the zirconia materials as measured
by mercury intrusion porosimetry. The samples are denoted according to the
amount of latex spacer particles used during sintering (0, 3, 6 and 12% L).
Table from [3]

3.7.1 The nanoporous zirconia ceramics

The investigated nanoporous zirconia materials are sintered ceramics. An
aqueous suspension with a 50vol% solids loading of ZrO2 (TZ3YSE, Tosoh,
Japan) and 0.3wt% of dispersant (Dolapix PC 75, Zschimmer-Schwarz, Ger-
many) was prepared by ball milling with milling media of zirconia. A latex
emulsion (LDM 7651S, Celanese, Sweden) with solid content of 50vol% and
a particle size of 150 nm was added as binder. Suspensions with 0, 3, 6 and
12 wt% of binder were slip cast on porous plaster moulds. When the porous
mould absorbs water from the suspension, the particle density close to the
mould surface increases until particle-particle contacts are formed. Dur-
ing this consolidation process, a cast material (powder compact) is formed
particle by particle. Due to the electro-steric stabilisation of the particles,
homogenous particle packing and high density can be obtained.

When using a binder consisting of particles, the suspension will still have
the same solids loading but the ceramic particles will be diluted. During the
casting process, where the so called green body is formed (i.e., the unsintered
ceramic item), the binder particles will occupy some space in between the
ceramic particles. This will increase both the porosity and pore size in the
cast material (if only the ceramic material is considered). This also means
that the casting process can be used to prepare ceramic powder compacts
with different porosity and pore size distributions without any changes of
the raw material or the sintering process.

The cast green bodies were allowed to dry at room temperature before
sintering in air at 900◦C for two hours in a SiC furnace (Entech, Sweden).
During this process, organic additives (including the latex material) are
burned out and a zirconia ceramic without additives is obtained. The density
measurements were performed by the Archimedes method and the pore size
distribution was studied by mercury intrusion (Micromeritics, USA). The
results of the mercury intrusion porosimetry is shown in fig. 3.14, and key
characteristics of the pore structure are summarized in Tab. 3.1.
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3.7.2 Optical properties

For dense heterogenous media, such as the ceramics studied here, the link
between pore structure and optical properties is complex and not well under-
stood. The bright white appearance of our ceramics clearly indicate strong
multiple scattering and relatively weak absorption. Zirconia is known to
have very low absorption in the near infrared region [98, 99], and absorp-
tion coefficients smaller than 0.01 cm−1 have been reported for nanoporous
tetragonal zirconia ceramics of the type studied here [97]. The scattering
properties of porous materials, on the other hand, vary strongly with mi-
crostructure (and wavelength) [97, 100]. For the experiments in focus here,
macroscopic light transport is the key aspect, and the strong scattering en-
sures that this process follows diffusion theory.

The delay line of our set up limits the time range to 300 ps, so to capture
a substantial part of the diffusion dynamics, measurements were performed
on samples polished down to a thickness of 500 µm. The transport mean free
path was determined by fitting standard slab geometry diffusion theory [25]
to the measured photon time-of-flight distribution. In this procedure, the
absorption coefficient was assumed to be zero, and the effective refractive
index was approximated using a volume average of the two components
(ZrO2 with n = 2.14, pores with n = 1). The results are shown in fig. 3.15.
The materials are indeed strongly scattering, having transport mean free
paths 5tr around 1 µm. Note, for example, that no light appears before
50 ps, which roughly corresponds to a 10 mm pathlength, or 20 times the
sample thickness.
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Figure 3.15 – Time-of-flight distributions for light transmitted through 500
µm thick slabs of the zirconia materials. The increase in pore size caused by
the addition of more and more latex spacer particles is clearly accompanied by
a significant increase in scattering. The time-of-flight distributions are shifted
to longer times, and diffusion modeling (red solid lines) reveals a significant
reduction in transport mean free path 5tr (fitted vales stated in graph). A
time-of-flight of 300 ps, being the longest time probed, correspond to a path
of about 6 cm. Picture and text from [3]
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CHAPTER 4

Superdiffusive dynamics for light

In this chapter we focus the interest on Lévy glasses, optical disordered ma-
terial characterized by a fractal-like heterogeneity. In Lévy glasses light scat-
tering regions are separated by spherical heterogeneities, whose diameters
are distributed according to a power-law. Lévy glasses give the opportu-
nity to investigate in-lab the basic laws of transport of complex fractal-like
systems, like the cloudy atmosphere [81] or the internet network [55,56].

The heterogeneity of Lévy glasses creates a critical broadening of the
optical step-length distribution, causing the divergence of the steps variance
on the length scale of the system. Such disorder topology can drive the
transport to be anomalous, in particular superdiffusive [2, 57,101–108].

When Lévy glasses have been introduced by Barthelemy et al. [1] they
showed evidence of superdiffusion of light by means of steady state optical
characterizations. However superdiffusion is a dynamical process and static
characterizations do not rigorously prove anomalous transport. A less elu-
sive observation needs to probe the scaling features of the propagator in a
dynamic regime.

Here we experimentally investigate the dynamics of light transport in
Lévy Glasses by means of ultrafast time-resolved transmission measure-
ments. In particular we probe the pulse response of samples with different
thickness. By applying scaling arguments we retrieve information on the
shape and on the scaling of the propagator.
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4.1 Lévy glasses

Lévy glasses are prepared by dispersing TiO2 nanoparticles in a monomer
host and by including glass microspheres with a size-dependent distribution.
Nanoparticles act as very good light scatterers due to their high refractive
index (n = 2.4). Glass microspheres are instead index-matched with the
monomer (n0 = 1.52) and do not scatter light. Their only purpose is to act
as spacers and mold the distribution of scatterers in space. This method for
engineering the disorder was introduced recently [1] [101] and provides very
good control of the disorder heterogeneity. The basic steps of the preparation
procedure are shown in fig. 4.1.

Figure 4.1 – Sketch of the technique employed to mold the scatterers (black
circles) in space. The refractive index of the microsphere matches that of the
hosting monomer so that light doest not scatter on the spheres surface.

In Lévy glasses we use 18 different spheres diameters categories in the
range 5-400 µm. The number of spheres Ni for each diameter category φi is
distributed according to the power-law

Ni = C(β)φ−(β+1)
i . (4.1)

The exponent β determines the degree of heterogeneity of the sample and can
be arbitrary tuned. The smaller β is the higher is the probability of finding
large spheres, thus large region of space free of scatterers. The constant
C(β) depends on the total number of spheres in the samples.

The power-law spheres distribution creates a fractal-like heterogeneity in
the disorder over two order of magnitude. Indeed the probability distribution
to find a void of size φ decays as the power-law P (φ) ∝ φ−(β+1), which is a
scale invariant function. The fractality of the heterogeneity is intended in a
statistical sense, see Section 2.1. It defines a characteristic self-similarity in
the structure, which is well captured in the sequence of images of fig. 4.2.
For this reasons we refer to β as to a fractal parameter.

In Lévy glasses light scatters only in the region filled with nanoparticles
while propagate undisturbed through a sphere. The length of the free step
inside the sphere depends on the diameter of the sphere and on the direction
of propagation. It follows that the global step-legth distribution is heavily
affected by the spheres distribution and will be likely characterized by a
“heavy tail”.
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Figure 4.2 – Sequence of images of the surface of a Lévy glass obtained with
a scanning electron microscope (SEM), with respectively increased magnifica-
tion. Microspheres are in light gray while the polymer is dark gray. Unlike
optical wavelengths, for which the two media are indistinguishable beeing index
matched, electrons scattering can clearly discern between them. Such images
well capture the sample self-similarity of Lévy glasses until the length scale of
the smallest components emerges. In the last close-up the TiO2 nanoparticles
are clearly visible as white dots.

A broad step-length distribution implies a diverging variance, which is
the hypothesis for superdiffusion. That’s why Lévy glasses are the optimal
substrates to establish a superdiffusive transport of light. In fig. 4.3 we sketch
some random trajectories of light in a sample assuming one scattering event
between spheres, which resemble the trajectories of a Lévy walk. In addition
to steps of few microns also much larger steps of hundreds of microns are
allowed.
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Figure 4.3 – SEM image of the surface of Lévy glass. Red lines sketch light
trajectories during propagation in the samples. Each sphere (light gray) rep-
resents a free-propagation region since scatterers are distributed only in the
polymer (dark gray).

4.1.1 Samples preparation

Titanium dioxide nanoparticles belongs to the Tioxide R-XL series sold by
Huntsman, which have an average diameter of 280 nm and are coated with
an inorganic layer (silica, aluminia) to prevent clustering. We calculated an
average refractive index n = 2.4 considering the refractive index of titanium
dioxide for both light polarization directions. The monomer is the Norlan 65
acrylate optical adhesive from Thorlabs whose refractive index is n0 = 1.52.
Glass microspheres are Soda Lime glass microspheres from Duke Standards
whose refractive index is ns = 1.5. We have used the following diameter
categories expressed in microns: 5, 8, 10, 15, 20, 30 ,40 ,50, 70, 100, 120,
140, 170, 200, 230, 280, 330, 400.

The desired spheres number distribution of eq. 4.1 is obtained by select-
ing the weight Wi of each diameter category as

Wi = ρsViC(β)φ−(β+1)
i , (4.2)

where ρs = 2.5 mg/mm3 is the specific weight of Soda Lime glass and Vi =
4π(φi/2)3/3 is the volume of the single sphere of diameter φi. For β = 2.0 the
scaling exponent of the spheres number is opposite to the scaling exponent
of the spheres volume so that the dependence of Wi on φi disappears. We
have set Wi(β = 2.0) = 15 mg. In such case the constant C(β) can be
expresses as C(β = 2.0) = 6Wi(β = 2.0)/πρ. For other values of β the
corresponding C(β) is obtained by imposing that the total weight of spheres
is kept constant, thus equal to the β = 2.0 case.
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Nanoparticles are first homogeneously dispersed in the monomer by means
of steering (10 minutes) and sonication (1 hour) at 50◦, a temperature at
which the monomer is still fluid and does not polymerize yet. We did not use
additional solvent to facilitate the dispersion of the particle since after some
trials using dichloromethane (DCM) solvent some solvent residuals were still
present in the final sample. Glass microspheres are separately weighted and
added to the homogeneous dispersion of nanoparticles. The spheres cluster-
ing, which takes place is particular for some sphere diameters, is reduced
by manual grinding. The mixture of monomer is homogenized by manually
mixing it for about one minute at 50-70 C◦.

Samples are manufactered in a slab geometry by squeezing the mixture
between two microscope glass slides untill the the sample thickness matches
the largest sphere diameter, see fig. 4.4. In order to obtain samples with
a different thicknesses L, all the spheres categories with a diameter larger
than L are removed. Since the monomer is necessary to host both the
nanoparticles and the microspheres its volume has to be enough to embed
completely all the components of the mixture. It implies that the amount
of monomer has to grow with the sample thickess. In the prepared samples
the amount of monomer is proportional to the total volume of spheres. We
have then set the amount of nanoparticles proportional to the amount of
monomer in order to keep fixed the nanoparticles density between spheres.
A Lévy glass with maximum spheres diameters of 230 µm contanins 42 mg
of monomer and 5 mg of titanium dioxide powder. Such preparation method
keeps fixed the spheres filling fraction and the nanoparticles concentration
over the entire volume for all samples, setting them respectively to ff spheres =
71% and ff TiO2 = 1% .

For each category the distribution of the sphere diameters are distributed
around the mean value φi, which is the official diameter provided by the
seller. Thereby in each set there are microspheres with a diameter bigger
than φi. The biggest spheres determine the thickness of the sample, which
can deviate from the mean value φi also of 10% . In order to measure the
thickness of the sample first we measure the thickness of the microscope
slides and then the thickness of the prepared sample at the end of the fabri-
cation process. Since the thickness cannot be uniform over the sample plane
we mark the characterized area of the sample surface in order to perform the
optical characterization on that part. Thickness measurement are performed
by means of a digital micrometer from Mitutoyo (Japan). In order to obtain
a detailed map of the thickness homogeneity the arms of the micrometer
have a spherical tip in order to minimize the surface of contact during the
measurement. The accuracy of the instrument is of ±3µm.

The final stage of the preparation procedure is the sample exposure to
UV radiation in order to polymerize the monomer. Polymerization makes
the monomer solid, thereby it “freezes” the element positions in the slab
geometry. Thanks to the low amount of monomer and the low density of
scatterers the structure becomes solid after 10 minutes of irradiation for each
side. Polymerization causes a permanent adhesion of the microscope slides
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on the sample surface. As shown in fig. 4.4 the microscope slides are index
matched with the polymer. Choosing glass slides with the same refractive
index of the sample gives an index matching condition at the boundaries,
see fig. 4.4. The nanoparticles contenent gives a negligible contribution to
the effective refractive index of a sample which remains of 1.5.



Figure 4.4 – Lévy glasses are prepared in a slab geometry matching the slab
thickness with biggest sphere diameter. The sample is embedded between two
microscope slides (ne) index matched with the polymer (n0) and spheres (ns).

4.1.2 The chord-length model

A first approach to derive the step-length distribution for a random walk in
a Lévy glass is by applying the chord-length model. Such model assumes
a single scattering event between spheres, thus neglecting any sphere mul-
ticrossing and any small steps between spheres. Mainly in this model the
spheres filling fraction is supposed to be close to unity. In this view the
length of a single step always corresponds to the length ζ of a chord in the
crossed sphere. It follows that the step-length distribution is equivalent to
the distribution P (ζ) of sphere chord-length in the sample.

An analytical expression for the chord-length distribution can be found
in eq. 5.10 in Chapter 5. In general the distribution P (ζ) presents a “saw-
toot” behavior due to the triangular shape of the chord-length distribution
for a single sphere.

The chord-length model has been applied in [101] to approximate the
step-length distribution in Lévy glasses with a well defined spacing between
diameter categories. In particular they have considered an exponential or
polynomial spacing. In such case the tail of the step-length distribution
decays with a rather defined power law

P (ζ) ∝ 1

ζα+1
, (4.3)

and the exponent α is simply related to the exponent β of eq. 4.1 and eq. 4.2
as [101]

α =

{
β − 1− 1/s (polynomial spacing)
β − 1 (exponential spacing) . (4.4)

The experimental diameter spacing does not follow exactly an exponential or
a polynomial function, since the sphere sizes mainly depends on the commer-
cial availability. It can be arguable to state if the obtained spacing is closer
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Figure 4.5 – Application of the chord-length model to infer the step-length
distribution of light inside a real Lévy glass sample. (a) Chord-length distribu-
tions calculated considering the experimental spacing of diameter categories,
for two values of β. (b) Our analysis shows that the relation α(β) in real Lévy
glasses deviates from the theory formulated for ideal exponential or polynomial
sampling.

to either an exponential or a polynomial. This point has been also rised
in [108]. Here we have directly applied the chord-length model to the exper-
imental situation and analyzed the obtained distribution of chord length. In
fig. 4.5(a) we show the real sample distribution P (ζ) for two values of β and
for different thickness of the sample.
The distributions do not decay as a single power law. Moreover removing

the largest spheres category there is an effect on the very final part of the
distribution tail since some chord lengths are removed. To extract an ef-
fective power-law behavior like that in eq. 4.3 we have performed a fit with
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a linear function of log(P (ζ)) in function of log(ζ). In particular the fit
is performed in the central part of the tail over three order of magnitude,
where the distribution is less affected by the truncation. The best-fit angular
coefficient gives the exponent α of eq. 4.3. Compared to a power-law fit in
linear scale the employed fitting method gives to all the points of the tail
the same weight regardless of the much smaller absolute value of some of
them. We have performed the fit for the four sample thicknesses selecting
the mean of the fitted exponents as best estimation and the semi-interval of
variation as the corresponding error. We have carried out the investigation
for different values of β and calculated the associated α. The analysis leads
the following empirical linear relation between the two exponents

α = (0.932± 0.004)β + (1.12± 0.01) (experimental spacing). (4.5)

As we show in fig. 4.5(b) such relation lays in the middle between the expo-
nential and polynomial spacing case. This means that, given the same degree
of approximation, the experimental spacing can be approximated by both
an exponential and a polynomial function. It is interesting to show how the
α derived using eq. 4.5 for samples with β = 2.0 and β = 2.6 are respectively
α = 0.7 and α = 1.3 and that the value we obtain assuming an exponential
spacing are instead α = 1.0 and α = 1.6. These values are particularly
useful for the experimental results presented in the next sections.

4.2 Observation of anomalous scaling of light dy-
namics

We have investigated the dynamics of light transport in Lévy glasses by
means of ultrafast time-resolved transmission measurements, which is used
to determine the optical time-of-flight distribution. We have employed the
optical gating setup presented in Chapter 3 in the total-transmission con-
figuration. We have thus injected ultrashort pulses of 130 fs at 810 nm on
the sample surface and monitored the time-evolution of the transmission.
Thanks to the available femtosecond resolution we could observe both the
transient and stationary regimes of transmission.

Together with Lévy glasses we have investigated the pulse response of
reference samples characterized by homogeneous disorder. These samples are
prepared with the same volume concentration of scatterers by substituting
the glass spheres of Lévy glasses with the same volume of polymer. The
only difference between Lévy glasses and reference samples is in the spatial
distribution of scatterers. The same kind of sample has been used for the
work presented in Chapter 6 and more details on the preparation method
can be found in Section 6.4.2.
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4.2.1 Pulse response of a Lévy glass

In fig. 4.6(a) we show a sequence of measurements performed on a Lévy Glass
with β=2.0 and thickness L=434µm for different pulse injection points. We
see the strong dependence of the early-time transmission upon the source
position. This signature is missing when measuring reference samples. In
fig. 4.6(b) we show the averaged curve obtained on a set of 40 different source
positions, for both the Lévy glass and the reference sample. The aim of this
plot is to better highlight the peculiar shape of the Lévy Glass transmission.

Early-time fluctuations are somehow expected, given the strong hetero-
geneity of the sample. However they are of particular importance since they
provide evidence of light which can quickly couples to the exit surface thanks
to very long steps. Moreover, there are some positions located over the en-
trance surface where the probability to be transmitted is enhanced. The
maximum value in the early-time transmission is achieved injecting light in
correspondence of one of the biggest sphere. A more accurate statistical
investigation of these fluctuations would require measuring on thousands of
injection spots. The underlying distribution of early-time peak values would
certainly give structural information on the sample. This will be object for
further investigations. In this work we focus on the transmission at long
times, which has a stable, position-independent, behavior.

Long-time transmitted light has travelled a long path to reach the sample
boundary, experiencing many scattering events and probing plenty of differ-
ent disorder configurations. For example the first light after the smoothing
of the fluctuations have travelled a distance five times longer than the sample
thickness.

The long-time transmission is a single decaying exponential of lifetime
τ . At this moment the transport has reached ergoticity since the decay rate
is constant and the injection-point dependence disappears. In particular the
lifetime τ gives the average time needed by light to probe a generic region
of size L. This is coherent with the observation that the transition to the
ergotic regime is completed after a period of time comparable to τ .

Thanks to the simultaneous and clear observation of low-order scattered
light and very high-order scattered light fig. 4.6 unveils the transition to
ergoticity, which is usually hidden in homogeneous disordered media.

4.2.2 Scaling of the lifetime

The light of the tail in fig. 4.6 has significantly interacted with the sample,
completely probing its topology. Hence the tail represents an important fin-
gerprint of the transport. Despite an exponential tail characterizes also a
diffusive time-resolved transmission, it does not imply that what we observe
is diffusion. Indeed the exponential decay can be seen as a natural con-
sequence of the eingenmodes decomposition on a finite-size system. What
matters is the scaling of the tail since it reflects the scaling of the propagator.
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Figure 4.6 – Pulse response of a Lévy glass with β=2.0 and L=434µm. The
y-axis is in log-scale. (a) Each curve corresponds to a different pulse injection
point on the sample surface. Early-time transmission strongly depends on the
injection point position. On contrary the late-time transmission is an expo-
nential decay with a single characteristic lifetime (b) Pulse response averaged
over 40 different source positions compared to the averaged pulsed response of
a reference diffusive sample with thickness L=406µm. To correctly compare
the intensity of transmission the measured counts have been normalized to the
integration time Tint. The picture highlights the difference in the shape of the
two responce. The late-time lifetime of the two samples are similar but they
are not directly comparable since the Lévy glass is thicker than the reference
samples.
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We have performed a scaling investigation by measuring the time-resolved
transmission on samples with different thickness, focusing on the long-time
decay. We have investigated two sets of samples, with β=2.0 and β=2.6,
with thickness spanning between 230-450 µm. All the measurements resem-
ble the features of fig. 4.6, decaying exponentially with a typical lifetime
τ .

Regardless of the type of transport dynamic we expect τ to scale accord-
ing to the following law

τ =
Ld′w

B
, (4.6)

where d′w is the fractal dimension of the underlying random walk and B is a
constant with dimensions [md′w/s].

The walk dimension d′w determines the scaling of the time-dependent
characteristic length ξ(t) ∝ td

′
w which rescales the propagator (see Sec-

tion 2.1.2). For standard diffusion d′w = 2 while for superdiffusion 1 <
d′w < 2. The use of the prime symbol will be clear later on.

We have measured τ for each sample by fitting the tail of the single point
measurement with the exponential function A exp(−t/τ) with A and τ free
parameters. From the obtained set of best-fit τ values we have selected the
mean value as best estimation of the lifetime and the standard deviation of
the mean as the associated error. The lifetime is always very stable under
source position averaging. In order to get a small statistical error, 20-30
measuring points are enough.

In fig. 4.7 we show the thickness dependence of τ for the samples with
β=2.0. We plot together the fit of the points obtained using eq. 4.6, which
returns the scaling exponent d′w=1.1±0.2. Applying the same procedure
to the samples with β=2.6 we measure d′w=1.3±0.2. This is a remarkable
observation since both values of d′w are significantly smaller than two. More-
over the scaling exponent is sensitive to the fractal parameter β, thus to the
degree of heterogeneity of disorder. We could not extend the investigation
to a wider range of thickneses since the preparation of thicker samples is
challenging. On the other hand a characterization on smaller samples would
have implied too weak scattering.

To reinforce the observation and test the proper functioning of the ex-
perimental setup we have investigated reference samples featuring the same
range of thickness. In fig. 4.7 we show the thickness dependence of the
lifetime for this sample set, to directly compare it with the scaling of Lévy
glasses. We plot together the expected lifetime predicted by diffusion theory,
which have been calculated using

τdiff =
(L+ 2ze)2

π2D
, (4.7)

where D is the diffusion constant and ze the extrapolation length. We have
used the expressions D = velt/3 with ve = c/n and n=1.52, then ze = 2lt/3
and lt=42µm. The transport mean free path lt has been measured indepen-
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4.2. Observation of anomalous scaling of light dynamics

dently by comparing the measured transmission with Monte Carlo simula-
tions. As we can see from fig. 4.7 reference measurements are in good agree-
ment with diffusion theory, but deviates from the scaling of Lévy glasses.
This definitely confirms the presence of anomalous transport dynamics in
our samples. The measurement of lt for the reference samples is part of the
work presented in Chapter 6 and can be found in Section 6.2.
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Figure 4.7 – Measured scaling of the lifetimes for the Lévy glasses with
β=2 and for reference samples. Error bars are smaller than the marker size.
Reference samples lifetimes correctly follow diffusion theory (blue line). The
scaling observed for of Lévy glasses is instead anomalous. The fit of the data
(black line) gives a walk dimension d′w which is significantly smaller than two.
(Inset) Converges to the asymptotic value dw of the diffusive pre-asymptotic
walk dimension d′w as predicted by diffusion theory.

4.2.3 Comparison with a Lévy walk

The scaling observed for Lévy glasses, d′w < 2 , is predicted for a Lévy walk.
However the correspondent theory [76] is developed considering a bounded
system in the asymptotic limit. So we now are on the intriguing point
regarding the possibility to model the observed anomalous scaling in terms
of a Lévy walk and thus of superdiffusive dynamcs. We need to understand if
the measured scaling exponent d′w have already reached the asymptotic value
dw. This is the reason why we adopted the prime symbol for the measured
exponents, since they can still be pre-asymptotic walk dimensions.

Important evidences comes from the scaling of the reference samples.
For homogeneous disorder samples the asymptotic limit corresponds to the
condition L ) lt, which is not satisfied in our thickness range. Indeed a fit
of the experimental data with eq. 4.6 returns d′w = 1.8±0.3, which is clearly
a pre-asymptotic value. To retrieve the asymptotic walk dimension dw = 2
in our thickness range, it becomes crucial to introduce an extrapolation
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Chapter 4. Superdiffusive dynamics for light

length, as shown in eq. 4.7. For diffusive finite systems the extrapolation
length ze is proportional to lt [33]. The correction on the thickness value it
provides allows extending to finite-size systems the zero boundary conditions
used to solve the diffusion equation, which are implicit in the quadratic
scaling of eq. 4.6. This is known as the extrapolated boundary condition,
where the energy density is set to zero at extrapolated boundaries located
at distant ze from the physical boundaries. This is valid for any L, hence
for diffusive media the asymptotic limit corresponds to thicknesses for which
the distance ze is negligible. In the inset of fig. 4.7 we show the convergence
to the asymptotic limit value of the diffusive pre-asymtotic walk dimension
d′w = d(log(τdiff))/dL as a function of the sample physical thickness L. As
we see the asymptotic value is reached at very large thickness. The average
of the calculated pre-asymptotic values, within our thickness range, gives
indeed the d′w measured on reference samples.

We might expect that also for Lévy Glasses the measured d′w is still a pre-
asymptotic walk dimension. In this scenario we cannot model the observed
anomalous scaling with a pure Lévy walk. For this purpose we need to derive
a first approximate method to retrieve the asymptotic value dw.

4.3 Thickness correction to retrieve the asymptotic
limit scaling

In a scaling analysis the asymptotic limit is reached when all the effects on
the scaling procedure of the characteristic lengths of the transport are neg-
ligible, except for the effect of the investigated characteristic length. When
this regime is not reached the measured walk dimension deviates from the
asymptotic value. Reference samples clearly show such effects. In this case
the characteristic length influencing the scaling is the transport mean free
lt. However we have shown that the correction provided by the extrapola-
tion length ze allows to retrieve the asymptotic walk dimension in a pre-
asymptotic thickness range

To define the pre-asymptotic regime for Lévy glasses it would be nec-
essary to identify the characteristic lengths of the transport and test their
effect on the scaling. Due to the complexity of the disorder topology this is
a rather complex issue to tackle. For example the transport in Lévy glasses
is deeply non-local and there is not a typical step length analogous to lt .

However, as we show in eq. 5.6 in Chapter 5, the fixed volume con-
centration of scatterers characterizing Lévy glasses makes the mean step
〈l〉 constant for all sample thicknesses. It follows that 〈l〉 is a characteris-
tic length for all samples, even if it is not a good estimator of the broad
step-length distribution. In particular the mean step 〈l〉 of a generic het-
erogenous scatterers distribution equals the mean step of the homogeneous
counterpart, e.g. a sample with the same number of scatterers homoge-
neously distributed. Since we know the transport mean free path of the
reference samples, which are the homogeneous counterpart of Lévy glasses,
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4.3. Thickness correction to retrieve the asymptotic limit scaling

we have 〈l〉 = lt = 42µm for all samples thickness and β values.
We propose a first approximation for the superdiffusive extrapolation

length, capable to retrieve the asymptotic walk dimension for finite-size Lévy
glasses. On the basis of the previous result such extrapolation length is equal
to the diffusive one ze = 2/3〈l〉 = 2/3lt.

We have applied the above procedure for measuring the walk dimension
adding this correction to the thickness of Lévy glasses, thus scaling as a
function of the effective thicknesses Leff = L+2ze. In Table 4.1 are reported
the obtained walk dimensions. As we see the observation of superdiffusion
is not invalidate, although there is a variation of the value. Still within the
approximation the measured dw are the dimensions of a Lévy walk for light.

Samples set d′w dw
Lévy Glasses β=2.0 1.1±0.2 1.3±0.2
Lévy Glasses β=2.6 1.3±0.2 1.5±0.2
Diffusive samples 1.8±0.3 2.0±0.1

Table 4.1 – Measured pre-asymptotic and asymptotic walk dimensions for all
samples sets. Errors have a statistical confidence of 95%.

4.3.1 Data collapse

In fig. 4.8(a) we show the whole time-resolved transmission for the set of
Lévy Glasses with β = 2.0, averaged over the source positions. Our purpose
now is to use the measured walk dimensions for an axes rescaling. We
use the asymptotic dw and the effective thicknesses Leff. We rescale the
time axis as t → t/Ldw . To retrieve the rescaling of the intensity axis we
employ an energy conservation argument. In the asymptotic limit the total
transmission of a Lévy walk scales with the thickness as T ∝ L−dw/2 for
1 < dw < 2, which is a generalization of the Ohm’s law for light [81, 82].
Imposing that the integral over time of the measurements scales following
such dependence, we retrieve a rescaling for the intensity axis I → IL3/2dw .
This rescaling procedure can be merged in the following scaling form

I(t, L) ∝ L− 3
2dw Ĩ

(
t

Ldw

)
, (4.8)

where Ĩ is a single unknown master curve. This technique is commonly
used in the scaling theory to derive information on the scaling exponent of
the propagator [107]. Inserting the typical walk dimension of the transport
in eq. 4.8 all the different curves of 4.8(a) are expected to collapse on the
master curve Ĩ. In fig. 4.8(b) we show the obtained data collapse. This
good result is a clear signature of the anomalous scaling of the propagator
in Lévy glasses. We obtain a similar good collapse also for the Lévy glasses
with β = 2.6, using the corresponding asymptotic walk dimension. In fig. 4.9
we show the collapse obtained for the reference samples, which, as expected,
is optimal for dw = 2.
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Figure 4.8 – Data collapse of the time-resolved tails for Lévy Glasses with
β = 2.0. (a) Unscaled measurements for four sample thickness averaged over
20-30 points; (b) Scaled measurements using the effective sample thickness and
the asymptotic walk dimension dw. The dashed line define the beginning of
the ergotic transmission regime, which is statstically relevant. This explains
why the collapse quality drops at early times

We see how for Lévy glasses the quality of the data collapse drops at
early times, but this is expected since only the light of the tail is statistically
relevant. The intensity rescaling is fairly good also using the pre-asymptotic
walk dimension and the physical samples thickness. This suggests that the
scaling hypothesis can be extended to pre-asymptotic conditions.

4.4 Complexity of transport

The observation of anomalous transport we have presented so far is indepen-
dent from any model used to describe the physical process. We have con-
sidered an ensemble of scattering nanoparticles randomly distributed and
probed the transport regime of light for different degree of disorder het-

73



4.4. Complexity of transport

0 10 20 30 40 50 60
10

0

10
1

10
2

10
3

I
(c

o
u
n

ts
)

t (ps)

Diffusive sample

251µm
406µm
662µm

0 0.5 1 1.5 2
10

7

10
8

10
9

10
10

I*L
eff

3/2*d
w

(c
o
u
n
ts

*µ
m

3
/2

*d
w
)

t/L   d
w

eff
(ps/µmd

w)

d_w=2.0+\−0.1

(a)

(b)

Figure 4.9 – Data collapse for reference diffusive samples. (a) Unscaled mea-
surements for three sample thickness averaged ; (b) Scaled measurements using
the effective sample thickness and the asymptotic walk dimension dw.

erogeneity. For an homogeneous distribution of scatteres the transport is
diffusive. Instead, distributing the scatterers with a fractal-like heterogene-
ity has a drastic effect on transport, which becomes superdiffusive. Dynamic
signatures of superdiffusive dynamics as the ones showed in this work have
never been observed before.

The step further would be a better understanding of the stochastic pro-
cess underlying the transport. Although we perfectly know all the compo-
nents of a Lévy glass, deriving the step-length distribution for light in a
sample is a complicate issue. The first attempt is to apply the chord-length
model, as we have done in Section 4.1.2. The values of α obtained from
eq. 4.5 are not far from the measured walk dimensions. In particular for
β = 2.0 the chord-length model gives α = 0.7. According to [76] and [71]
the corresponding walk dimension should be dw = 1. This prediction is sum-
marized in eq. 2.26 and eq. 2.36. On the other hand the Generalized Ohm’s
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Chapter 4. Superdiffusive dynamics for light

law predicts that for α < 1 the scaling exponent of the intensity axis must
be smaller than one. However the good collapse of the experimental curves
suggests that we can satisfy both the scaling laws, for time and intensity,
using one exponent. Moreover to accept that these samples have α = 0.7 we
should prefer the pre-asymptotic d′w to the asymptotic dw, since the former
is closer to the expected values.

We have discussed this inconsistency to make the reader aware of the
limits of the chord-length model. It is important to stress that this model
does not consider the following point:

• the steps performed inside the spheres are only a portion of the total
steps. A real Lévy glass has a spheres filling fraction of 71%, thus the
embedding diffusive medium is 29% of the entire sample. The steps
performed between the spheres needs to be taken into account;

• after each sphere crossing the probability to directly pass into another
spheres is not negligible. Multicrossing can play an important role if
the transport mean free path l′t between spheres is bigger than the
average interspheres distance;

The value of the transport mean free path between the spheres plays a
prominent role in deciding the abundance of the interspheres steps and of
multicrossing. Its measurement is crucial for adopting more realistic model
to describe the transport. Our experiment provides an indirect measure of
l′t. Indeed the amount of nanoparticles dispersed in the scattering medium of
Lévy glasses is equal to the amount used for the reference samples. The poly-
mer is instead 29% of the polymer used for the reference samples. Assuming
that the scatterers are still homogeneously distributed among the spheres at
such increased density we can calculate l′t = 0.29lt = 0.29 ∗ 42 = 12.18µm.

Another aspect to consider is that the disorder in a Lévy glass is quenched,
that is “frozen”. A quenched environment can generate anti-correlation ef-
fects, such as multicrossing of the same sphere. The role of quenching in a
Lévy glass-like systems has been investigated in 2D in [103] [108]. Insights
on the role played in the transport by the above mentioned effects can be
found in Chapter 5.
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CHAPTER 5

Light transport in heterogeneous
disordered media

The complexity of transport in Lévy glasses has motivated an analytical and
numerical investigation on the effects determined by a generic heterogeneity
in the scatterers distribution. We have focused the interest on important
characteristics such as diffusion constants, average step lengths, crossing
statistics and void spacings, which we show, can be analytically predicted.
The theory is validated using Monte Carlo simulations of light transport
in heterogeneous systems in the form of random sphere packings. We also
investigate the differences between unbounded and bounded systems, dis-
cussing the role of step correlations.

Besides the general relevance on the obtained results for the optics of
heterogeneous systems, this work provides important insights on the trans-
port statistics in Lévy glass-like systems. In particular we present transport
simulations in 3D sphere packings, bounded and unbounded, where the di-
ameters of spheres are power-law distributed. We also introduce a quasi-
annealed model in alternative to computational expensive sphere packings.
Such model mimics the fractal-like heterogeneity of a Lévy glass by using
coupled step-length probability disitributions.

The material of this chapter is based on the work published in [2].
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5.1. Holey random walks

5.1 Holey random walks

Let us start to consider the general case of a random walk in a composite
media consisting of arbitrarily shaped non-scattering regions embedded in a
turbid medium (a holey system), the void filling fraction being φ (cf. fig. 5.1).

Figure 5.1 – A holey random walk. Random walkers change direction ran-
domly in time, but only when traveling in the turbid medium found in between
the non-scattering regions (holes). Transport is governed by the resulting step
length distribution and step correlations in a complex manner. From ref. [2]

We will assume that isotropic scatterers are randomly distributed in
the turbid medium, meaning that the distance between isotropic scattering
events is exponentially distributed with a scattering mean free path 5s. The
scattering mean free path is related to single scattering properties via

5s =
1

nσs
(5.1)

where n denotes the number density of scatterers and σs the scattering
cross section. In general, the random step length S between two subsequent
scattering events in the composite heterogeneous medium consists of two
parts: a length Sturbid ∈ Exp(5s) inside the turbid inter-void medium, and
a length Svoid inside non-scattering void(s):

S = Sturbid + Svoid. (5.2)

Here, it should be noted that Sturbid and Svoid are not independent random
variables. On the contrary, they are positively correlated: a long step in the
turbid medium is more likely to be accompanied by one or several crossings
of non-scattering regions.

Equilibrium considerations

Assuming that the density of states is homogenous (which in optics corre-
sponds to a constant refractive index), random walkers at equilibrium should
sample the two constituents according to their respective volume fraction.
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Chapter 5. Light transport in heterogeneous disordered media

We then expect that a fraction φ of the average step is located to voids, i.e.

E[Svoid] = φE[S] (5.3)
E[Sturbid] = (1− φ)E[S] (5.4)

In terms of expectations values, we have

E[S] = E[Svoid] + E[Sturbid], (5.5)

and using that we per definition also know that E[Sturbid] = 5s, we reach
E[S] = φE[S] + 5s and conclude that

E[S] =
5s

1− φ
= 5h (5.6)

This important result that tells us two things: the mean step length is inde-
pendent of the shape and size distribution of the non-scattering regions, and
it equals the homogenized scattering mean free path 5h that would govern a
system where the scatterers were randomly distributed over the full volume
instead of only a volume fraction 1 − φ (n going from n0 to n0(1 − φ) in
eq. 5.1). E[S] is thus dependent only on φ, not on the sizes of the voids.
This means that the mean step will only grow with an increase of φ, and
not with the inclusion of larger and larger voids.

Although the mean step is a very important quantity, transport proper-
ties are determined by the step length distribution as a whole. In particular,
when steps can be considered independent, the diffusion constant that gov-
erns the macroscopic spreading of random walkers is determined by the ratio
of the first two moments of the step distribution (when finite). We have
derived the dependence of the diffusion constant on the step distribution
moments in Section 1.4.1(eq. 1.36). We also underlined that the common
expression for the diffusion constant D = 1

3v5t follows as consequence of a
exponential step-length distribution.

For a general holey system, with heterogeneous distribution of scatterers,
steps are not exponential distributed and the simple formula D = 1

3v5t does
not hold. Interestingly, we have already shown that the mean step length,
E[S], of the holey system is independent of the scatterer distribution. The
second moment, E[S2], will on the other hand depend on the particular
heterogeneity and scatterer density in a complex manner.

5.1.1 Sphere packings as holey systems

As indicated above, transport in a general holey system is complicated. Be-
side the issue of step length distribution, step correlations may be important
and must not be forgotten. To gain insight on this complicated matter we
will turn to systems where the non-scattering part of the system have the
form of a polydispersive random sphere packing. In this and the following
section, we will present an analytical theory of transport in such systems.
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5.1. Holey random walks

In subsequent sections, this theory will be compared to Monte Carlo simu-
lations of random walks in sphere packing realizations.

Let ri (i = 1, . . . ,M) denote the different radii of the involved spheres,
and ni their respective number density. A random walker traveling in this
system will scatter randomly in time, but only when being outside of the
non-scattering regions. When being scattered, the chance of crossing at
least one sphere in the coming step depends on the probability that the
next step is longer than the distance to the next sphere surface (along the
new walker direction). This distance can be seen as a random variable,
and is here denoted ∆ps (ps as in point-sphere). If a sphere is crossed, the
probability to cross also a second sphere before being scattered now depends
on the sphere-sphere spacing along the direction of the walker. Also this
distance is a random variable, and we denote it ∆ss (ss as in sphere-sphere).
The actual step length distribution will be determined by the distributions
of these random variables (of course, in combination with the inter-sphere
scattering mean free path 5s). Figure 5.2 illustrates the definition of these
two essential distance variables.

r̄p

ū

∆ ps

r̄ s ū

∆ ss

Figure 5.2 – From a random walk perspective, two central characteristics
of the sphere packing are the distribution of (i) the distance from a random
point r̄p (scattering event) along a random direction ū to a sphere surface,
∆ps(r̄p, ū), and (ii) distance to the next sphere along a random direction when
leaving a sphere at a random point r̄s, ∆ss(r̄s, ū). Their distributions can be
assessed via statistical analysis of sphere packings. Later, we show that the
mean value of ∆ss, as experienced by the random walker, can be analytically
predicted. From ref. [2]

The average spacing between spheres ∆ss, as experienced by the random
walker, can be analytically calculated from the filling fraction and the sphere
distribution. If we consider a random line drawn through the sphere packing,
it is evident that a fraction 1−φ of it will be drawn through the intersphere
medium. Letting E[ζ] denote the average length of the individual chords
through the spheres, we have that

E[∆ss]

E[∆ss] + E[ζ]
= 1− φ (5.7)
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and, similarly to Olson et al. [109], conclude that

E[∆ss] =
1− φ

φ
E[ζ]. (5.8)

The average chord length E[ζ] can, in turn, be calculated from the sphere
distribution. Let pi denote the probability that a random chord is made in
a sphere of radius ri. Intuitively, this probability should be proportional to
the total surface area of the sphere category, i.e.

pi =
Ai∑
j
Aj

=
ni × r2i∑
j
nj × r2j

(5.9)

In fact, this view is equivalent to the equilibrium argument adhered to in
this article: the total path made through the different sphere categories
should equal their fraction of the total volume. Assuming an isotropic flux
of random walkers close to the sphere surfaces (see discussion in [110]), the
length of a chord through a sphere of radius ri follows a triangular probability
density function fi(x) = x/(2r2i ) in 0 ≤ x ≤ 2ri. The average chord being
5i = 4ri/3 and the mean square chord being 2r2i . The probability density
function of a random chord ζ in the polydispersive packing, fζ(x), is a
weighted sum of the individual chord distributions fi:

fζ(x) =
∑

i

pi × fi(x) =
∑

i:2ri>x

pi ×
x

2r2i
. (5.10)

The mean overall chord then becomes

E[ζ] =
∑

pi5i =
∑

pi ×
4ri
3
, (5.11)

and its mean square

E[ζ2] =
∑

pi × 2r2i . (5.12)

5.1.2 The exponential spacing model

From statistical analysis of random sphere packings, we generally find that
E[∆ps] ≈ E[∆ss] and that distributions have near-exponential decay. We
therefore propose a model in which the actual (complicated) distributions
of ∆ps and ∆ss are modeled with a single exponentially distributed random
spacing ∆ with mean spacing ∆̄, i.e. ∆ ∈ Exp(∆̄). In fact, it has been shown
that spacing between random objects is, to a very good approximation,
exponential at low filling fractions [109]. At higher filling fractions, spacing
distributions are no longer be perfectly exponential, but rather a complicated
function of the exact structure [109,111,112]. But also in such cases, we will
show that the errors due to the use of a simple exponential spacing model
can be reasonably small.
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Within the exponential spacing model, the probability that an exponen-
tially distributed step Sturbid ∈ Exp(s) will not take the random walker to a
sphere is

P0 = P (Sturbid < ∆) =
∆̄

∆̄+ 5s
. (5.13)

Given the memoryless property of the Poisson process that governs scatter-
ing events, the number of crossings naturally follows a geometric distribu-
tion. This means that the probability to cross n spheres in between two
scattering events is

Pn = (1− P0)
nP0. (5.14)

The average number of sphere crossings per step N is, within this model,

E[N ] =
∑

n× Pn =
1− P0

P0
=

5s
∆̄
. (5.15)

In order to fulfill the equilibrium condition, ∆̄ must be chosen so that the
average step samples the medium according to volume fractions. Assuming
that the number of sphere crossings and involved chord lengths are indepen-
dent, we should have that

E[N ]E[ζ]

E[N ]E[ζ] + 5s
= φ. (5.16)

Using eq. 5.15, we then reach the conclusion that

∆̄ = E[∆ss] =
1− φ

φ
E[ζ]. (5.17)

The exponential spacing model we have now outlined allows us to the
estimate step length distribution. In particular, we can use it to estimate
the mean squared step E[S2]. Again, we will assume that, for each step, the
involved chord lengths are independent of the number of sphere crossings.
By splitting the outcome of S2 into the number of crossings and summing
the conditional expectations we find that

E[S2] = E[S2
turbid] + E[S2

void] + 2E[SturbidSvoid]

= 252s

+
∞∑

n=0

Pn × (nE[ζ2] + n(n− 1)E[ζ]2)

+ 2
∞∑

i=0

Pn × nE[ζ]× (n+ 1)
∆̄5s

∆̄+ 5s

= 252h + φ5h ×
E[ζ2]

E[ζ]
. (5.18)
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5.1.3 The diffusion constant for holey system

Assuming that step correlations are negligible, and remembering that E[S] =
5h, the expression for E[S2] given above (eq. 5.18) allows us to write a
closed form expression for the diffusion constant that governs macroscopic
transport. Introducing the homogenized diffusion constant

Dh =
1

3
v5h, (5.19)

and the "chord-domain" diffusion constant (the diffusion constant for a ran-
dom walk with steps purely following the chord step distribution)

Dζ =
1

6
v × E[ζ2]

E[ζ]
, (5.20)

we reach, via eq. 1.36, the surprisingly simple relation

D = Dh + φDζ . (5.21)

Interestingly, the diffusion constant of the heterogeneous system is given by
the homogenized diffusion constant plus a term which is independent of the
inter-void scattering mean free path 5s. Note also that, as expected, the
expression reduces to the homogenized diffusion constant as φ approaches
zero.

5.2 Monte Carlo simulations of transport in quenched
disorder

To illustrate the validity and importance of the theory presented in earlier
sections, this section will compare it with Monte Carlo (MC) simulations of
transport in quenched random sphere packings. We use the term quenched
to emphasize that the random walk is done in the quenched (frozen) het-
erogeneity of a random sphere packing, and not in fully annealed disorder
model. The sphere packings used in our simulations are created by random
sequential addition of spheres [113] in descending order of size. Moreover,
they are created to have periodic boundary conditions, i.e. so that the com-
plete (cubic) sphere packing can act as a unit cell that can be stacked in
all directions. As illustrated in fig. 5.3, random walks are performed so that
when crossing a boundary of the unit cell, the random walk can be continue
on the opposite side of the same unit cell (while keeping track of unit cell
coordinates). The use of periodic boundary conditions in this manner allows
us to use realistic sizes of sphere packings, and still being able to track walk-
ers for long times and average dynamics over local disorder realization in an
efficient way. Still, the size of the unit cell is made large enough to render
effects of periodicity negligible (sizes of utilized sphere packings are carefully
stated). We base our investigations on equilibrium starting conditions, i.e.
allowing walkers to start randomly over the whole unit cell (including the
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START

END

Figure 5.3 – 2D illustration of unbounded holey random walks based on a
sphere packings with periodic boundary conditions. When a walker leaves the
sphere packing unit cell (marked square), the walk continues on the opposite
side of the same sphere packing. The path of interest (red) is reconstructed
by keeping track of boundary crossings, but path outside the unit cell is in
reality a path inside the one and only unit cell (blue path). The use of periodic
boundary conditions in this manner enables the use of realistically sized sphere
packings, efficient averaging over disorder realization by allowing walkers to
start also close to the sphere packing boundaries, and long-time tracking of
spreading. At the same time, the size of the unit cell is made large enough to
make effects of periodicity negligible. From ref. [2]

interior of the non-scattering regions). For step statistics, only full steps
between scattering events are considered. To be on the optical time scale,
walkers are set to travel at the speed of v = 200 µm/ps (corresponding to a
refractive index of 1.5).

5.2.1 A strongly polydisperse sphere packing

Consider a polydispersive sphere packing, i.e. a situation where the non-
scattering regions vary in size. We will study the limiting case of a system
with fractal heterogeneity (over two orders of magnitude) and a high sphere
filling fraction. More specifically, our sphere packing is based on M = 18
sphere categories where the radii ri are exponentially sampled from rmin =
2.5 µm up to rmax = 200 µm, i.e.

ri = rmin × exp

(
log

(
rmax

rmin

)
× i− 1

M − 1

)
. (5.22)

The number density of the spheres is set proportional to 1/r3i (i.e. the
different sphere categories all occupy the same volume fraction), and the
filling fraction of the system as a whole is φ = 0.7005 (9507676 spheres in a
cube with a side of about 2 mm).
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Chapter 5. Light transport in heterogeneous disordered media

Figure 5.4 highlights the success of the exponential spacing model also
for such a complex heterogeneous system. In particular, this means that we
have good quantitative knowledge on the step length distribution (including
the sphere crossing statistics).
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Figure 5.4 – The theoretical predictions of the exponential spacing model
is in good agreement with both quenched simulations and statistical analysis
of a strongly polydispersive sphere packing. The success is here illustrated
for the case of a fractal sphere packing with M = 18 radius categories rang-
ing from rmin = 2.5 µm to rmax = 200 µm (9507676 spheres in a cube with
a side of about 2 mm, φ = 0.7005). As shown in the top graph, the ana-
lytically predicted mean spacing of ∆̄ = 5.89 µm is in good agreement with
spacing distributions obtained via statistical analysis of the sphere packing
(E[∆ps] ≈ E[∆ss] ≈ 6 µm). The bottom graph highlights that the crossing
probabilities Pn predicted by the exponential spacing model (eq. 5.14) agree
almost perfectly with simulations running at 5s = ∆̄. In particular, setting
5s = ∆̄ (as done in this simulation) clearly renders E[N ] = 1. The mean
and mean squared steps are also in good agreement with theory. Theory pre-
dicts E[S] = 5h = 19.669 µm and E[S2] = 1776.7 µm2, and simulations gave
19.679 ± 0.004 µm and 1692 ± 1 µm2, respectively (mean ± standard error).
That the observed mean squared step is a few percent lower than the theoret-
ical prediction is consistent with the fact that the exponential model slightly
overestimates the number of higher order multi-crossings (n ≥ 3). This, in
turn, can be understood by looking in the upper graph and noting that the
sphere-sphere spacing distance often will be underestimated by the exponential
spacing model. From ref. [2]
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Figure 5.5 – Transport dynamics for a holey system based on a fractal sphere
packing (sphere radii ranging from 2.5 µm to 200 µm, each category occupying
about 4% of the volume, the overall sphere filling fraction being φ = 0.7005).
Here, the walker crosses on average one sphere in-between scattering events
(5s = ∆̄ = 5.89 µm). The exact E[S2] as obtained from simulations would,
if steps were independent, result in a diffusion constant of 2866 µm2/ps (step
data presented in fig. 5.4, but note that exponential spacing model in this
particular case overestimates the E[S2]/E[S] ratio by about 5%). In contrast,
a linear fit over the temporal range indicated in gray in part (a) gives D =
2111 ± 7 µm2/ps (mean ± standard error of the mean, as obtained from five
simulation repetitions with 105 random walkers each). That the observed D
is about 25% lower is clear evidence that step correlations play an important
role. From ref. [2]

Using 5s = ∆̄ as a first test case, fig. 5.5 shows the onset of diffusion and
the asymptotic diffusion constant. Interestingly, the asymptotic diffusion
constant is in this case about 25% lower than what we would have if steps
were independent. With decreasing scattering strength, the importance of
step correlations steadily decrease, and the diffusion constant becomes in
good agreement with our analytical expression D = Dh+φDζ . This behav-
ior is illustrated in fig. 5.6, which shows simulations for 5s being 1 to 8 times
∆̄. In this context, we want to emphasize that step correlations per se do
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Figure 5.6 – Also for strongly polydispersive systems, our probabilitisic the-
ory is successful. The role of step correlations is, however, a complicated
matter. In our particular fractal system, where 400 µm diameter spheres are
the largest non-scattering regions, the role of correlation becomes small when
5s is a few times larger than the mean void spacing ∆̄. At 5s = 4∆̄ ≈ 24 µm,
the asymptotic D obtained from MSD evolution is then only 4% lower than
what the step statistics from quenched simulations tells us. The mean step
E[S] = 5h is then about 80 µm, a length which apparently is large enough
to render step anti-correlation related to crossing of large spheres relatively
small. Here, it should be noted that the exponential spacing model overesti-
mates E[S2] by a few percent (cf. discussion in fig. 5.4). The exact diffusion
constant we would see if steps were independent can be estimated from the
steps statistics of simulations (via eq. 1.36 in Section 1.4.1), and is in this
graph indicated by the dashed red line. Although the errors caused by our
model (Dh + φDζ) is only a few percent, it is still important to realize that
step correlation are negligible when the actual diffusion constants (solid dots)
meet the dashed line. From ref. [2]

not affect the applicability of the exponential spacing model and the accu-
racy of the related E[S2] estimation (eq. 5.18). Instead, they only affect the
validity of the assumption of independent steps that leads to D = Dh+φDζ

(eq. 5.21).
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5.3 Finite size fractal sphere packings: ideal Lévy
glasses

So far, we have investigated unbounded holey systems. In practice, one often
deals with finite size system where transport can be even more complicated
to understand. For homogenous media it is, for example, well known that
the transport in slabs deviates from diffusion when sample thickness L is
less than about 10 times the transport mean free path [40, 84, 114]. For
heterogeneous systems, additional complications arise when the sizes of non-
scattering regions are on the order of the sample size. Here we aim at
discussing the relation between transport in unbounded media, as treated in
previous previously, and transport in finite size media. We will show that the
theory of diffusion constants is not directly applicable to bounded systems
when the size of heterogeneities is on the order of system dimensions.

This issue of bounded heterogeneous systems is particularly relevant to
the ongoing discussion on anomalous transport in Lévy Glass [1,101–103,105,
107,108]. A detailed introduction to Lévy glasses can be found in Chapter 4.
Lévy Glasses are turbid materials with strong (fractal) spatial heterogeneity
in the density of scatterers. The heterogeneity is engineered and controlled
by the embedding non-scattering regions that follow a power law size dis-
tribution into a turbid medium. In an ideal Lévy glasses the non-scattering
regions are constituted by glass spheres of sizes exponentially sampled from
some smallest radius rmin to an upper radius rmax. Assuming one sphere
crossing per step and a negligible contribution from the inter-sphere media,
setting the number density of spheres n ∼ r−(α+2) should produce a step
length distribution that fall off as 5−(α+1) [101]. On scales on the order of
the maximal sphere size, as in slabs of thickness L = 2rmax, the transport is
then believed to be close to that of a Lévy walk. Although the probabilis-
tic theory presented here represents a significant contribution to the topic of
Lévy Glass design, this falls outside the main focus of this article. A view on
this specific but important matter is, nonetheless, given in Section 5.4. Here,
we will instead stick to the more general question of the relation between
transport in unbounded and bounded media.

The system studied in the previous section is, in fact, an unbounded Lévy
Glass with α = 1. Its composition closely resembles the Lévy Glass systems
that have been studied experimentally [1,102] and simulation-wise [108]. Our
study has shown that step correlations play an important role for transport
in the unbounded systems, and that the resulting diffusion constant for the
system was about 2111 µm2/ps. Looking back at fig. 5.5 and the evolution of
the mean square displacement (MSD), it appears that the onset of diffusion
occurs surprisingly early. The MSD starts to grow approximately linear with
time already after 2 ps. At this time, the MSD is about 0.027 mm2, meaning
that the average walker displacement is (roughly) on the order of 150 µm.
From this, it may be tempting to conclude that transport is diffusive after
some 150 µm, and that the transmission through a Lévy Glass of thickness
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Chapter 5. Light transport in heterogeneous disordered media

Figure 5.7 – 2D projection of a simulated trajectory through a 3D Lévy
Glass slab. In this case, the random walker crossed one of the largest spheres.
To obtained average transmission properties, walkers are injected randomly
on top of the slab (the slab consists of 9507676 spheres, the thickness being
L = 2rmax + ε = 402 µm, φ = 0.7005). Analysis of the sphere packing reveals
that the exponential spacing model applies equally well as in the unbounded
case, and that 5s = ∆̄ = 5.89 µm indeed renders E[N ] very close to one. From
ref. [2]

L = 2rmax = 400 µm indeed will be diffusive. In fact, Groth et al. [108]
have claimed that transport through Lévy Glass follows regular diffusion.
To check whether the above reasoning is adequate or not, and to investigate
the claim of Groth et al., we have performed simulations of the transport
through a bounded version of this sphere packing.

Figure 5.7 illustrates our simulations of transport through bounded sys-
tems. Our conclusion from these simulations is that transport through Lévy
Glass cannot be described by diffusion. Along with a significant amount of
ballistic and quasi-ballistic transmission, we observe major deviations from
diffusion theory also in mean transmission time and long-time decay con-
stant (lifetime). Diffusion theory of light transport is well established, and
in the diffusive regime it is, for example, well known [85] that the mean
transmission time t̄D follows

t̄D =
(L+ 2ze)2

6D
, (5.23)

and that the decay time constant τD is given by

τD =
(L+ 2ze)2

π2D
. (5.24)

In the above formulas, L denotes slab thickness, and ze =
2
35t the so called

extrapolation length. If transport through the slab is diffusive with D =
2111 µm2/ps, macroscopic transport should be identical to a random walk
of independent and exponential distributed steps with average length 5t =
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5.3. Finite size fractal sphere packings: ideal Lévy glasses

3D/v ≈ 31.7 µm. We would thus expected a mean transmission time of
about t̄D = 15.6 ps and a decay constant of about τD = 9.5 ps. In contrast,
as shown in fig. 5.8, quenched simulations result in a mean transmission time
of 17.4 ps and decay constant of 12.5 ps. In fact, the observed combination
of t̄ and τ is in fact not consistent with any diffusion constant. Furthermore,
the significant amount of ballistic and quasi-ballistic light alone indicates
that diffusion cannot well capture the transport. We therefore conclude
that transport in Lévy Glass is not governed by diffusion. Instead, we found
that the dynamics is well reproduced by, what we call, a quasi-annealed
simulation in which we mimic the step distribution but effectively remove
step anti-correlations. In this straight-forward simulation, being a numerical
correspondent to our probabilistic theory, steps are generated on the basis of
the exponential spacing model under the requirement that when the walker
is about to a make a chord, this chord cannot be longer than the distance to
the slab boundary. The step length is thus position and direction dependent,
but step correlations are heavily suppressed.
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Figure 5.8 – Transmission dynamics for a Lévy Glass, i.e. a bounded fractal
sphere packing (slab thickness L = 402 µm, maximal sphere diameter 400 µm).
Important characteristics such as mean transmission time t̄ and decay constant
τ show that the dynamics is not consistent with diffusion (see main text).
This conclusion is also supported by the significant amount of quasi-ballistic
transmission (truly ballistic component at tb = L/v is not part of the shown
distribution). The dynamics is instead well reproduced by a quasi-annealed
simulation based on the exponential spacing model. This mutual agreement
indicates that step correlations play a less important role here than in the
unbounded case. Statistics are based on 3 and 10 repetitions of 106 walkers
for the quenched and quasi-annealed simulations, respectively (mean times and
decay constant are stated in the graph as the mean ± standard error). The
transmission were in both cases about 12%, while the the ballistic fraction of
the transmission was 0.6% and 0.15% (higher in the quenched case). From
ref. [2]
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5.3.1 The quasi-annealed model

The proposed quasi-annealed random walk aims at mimicking the step length
distribution of the quenched system while removing step correlations related
to the quenched disorder. After random walker initiation, and after each
scattering event, a random step Sturbid ∈ Exp(5s) to be travelled through
the turbid component is generated. The length of this step is first compared
to the distance to the boundary, ∆b, along the current direction of propa-
gation. If Sturbid > ∆b, the walker leaves the sample and a transmission or
reflection time is registered. If, on the other hand, Sturbid < ∆b, Sturbid is
instead compared to a randomly generated exponential distributed distance
to the "closest virtual sphere", ∆s ∈ Exp(∆̄) (cf. the exponential spac-
ing model described in Section 5.1.2). If Sturbid < ∆s, scattering will take
place, and the procedure will start over when a new direction and a new
step Sturbid have been generated. If Sturbid > ∆s, the walker will cross a
non-scattering region, after which the remaining part of the step Sturbid−∆s

will be used as the new step forward (to be compared with the updated ∆b

and a new sphere spacing). The length travelled through the void (a ran-
dom chord ζ) is generated based on the distribution of chords predicted by
equilibrium considerations, i.e. the density function given in eq. 5.10. The
related cumulative distribution functions (CDF) is

Fζ(x) = P (ζ ≤ x) = 1− P (ζ > x) (5.25)

= 1−
∑

i:2ri>x

2ri∫

x

pi ×
x

2r2i
dx (5.26)

= 1−
∑

i:2ri>x

pi ×
(
1− x2

4r2i

)
(5.27)

= 1−
∑

i:2ri>x

pi +
∑

i:2ri>x

pi ×
x2

4r2i
. (5.28)

Solving y = Fζ(x), we find

x = F−1
ζ (y) =

√√√√√√

y − 1 +
∑

i:F (2ri)>y
pi

∑
i:F (2ri)>y

pi
4r2i

. (5.29)

We use this inverse CDF to generate the random chord length ζ, setting

ζ = F−1
ζ (U), (5.30)

where U is a random variable uniformly distributed in [0, 1]. Note that a
generated chord is only accepted if it is smaller than the current distance
to the boundary. If a generated chord is larger than the distance to the
boundary it is discarded, and the generation is remade. This means that
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long steps to some extent are under-represented compared to the equilibrium
consideration that lies behind the chord length distribution. At this stage,
it cannot be ruled out that this has some impact on quantities such as
mean transit time and decay rate (lifetime). The role of step correlations in
transport through quenched disorder certainly deserves further attention in
the future.

5.4 Lévy glass design

When Lévy Glass were introduced by Barthelemy et al. [1], the scatterer
concentration was selected aiming at achieving, on average, one scattering
event between sphere crossings (i.e. E[N ] = 1, where N states the number
of sphere crossings in a step). The design principle was not elaborated in
more detail, and exactly how filling fraction and scattering strength affect
crossings statistics was not known. The inter-sphere transport mean free
path was in fact chosen to match the smallest sphere diameter, i.e. 5t =
2rmin = 5 µm. The probabilistic theory presented in this work allows a
selection of the scattering strength that more strictly fulfills the ideal Lévy
Glass design criteria. From eq. 5.15, we see that E[N ] = 1 is reached when
5s = ∆̄. As can be seen in fig. 5.4, this result is confirmed by our simulations.
In this respect (using eq. 5.17 to express ∆̄), the ideal scattering strength is
therefore

5ideal
s = ∆̄ =

1− φ

φ
× E[ζ]. (5.31)

Returning to the experimental work in Ref. [1], the filling fraction, as can
be calculated from recipe given in the supplemental information, was about
67%. Via calculation of the mean chord, we find that the ideal 5s for the
samples used to investigate transmission scaling ranges from 9.5 µm (L =
550 µm, L = 2rmax being the Lévy Glass slab thickness) to 4.2 µm (L =
50 µm). Although the utilized scattering strength clearly is on the right order
of magnitude, setting 5s = 2rmin is not universally ideal. That the ideal 5s
varies with Lévy Glass thickness is related to the fact that thicker samples
include the use of larger spheres that fill space more efficiently than smaller
ones. If the filling fraction φ is kept constant, the average sphere spacing will
therefore increase with thickness. It is thus important to realize that studies
of a series of Lévy Glass with varying L = 2ri but with constant φ and 5s
comes with an inherent mismatch with the ideal Lévy Glass design principle.
The implication this finding has on the design of scaling experiments remains
to be elaborated. For completeness, it should also be noted that scattering
is not fully isotropic in the discussed experiments. The titania nanoparticles
used gives a anisotropy factor of g ≈ 0.6, meaning that 5s = (1− g)5t *= 5t.
This is an additional aspect that should be considered in the future.

In a more recent experimental paper, Burresi et al. [102] reported on weak
localization of light (coherent backscattering) in Lévy glass. There, samples

92



Chapter 5. Light transport in heterogeneous disordered media

had a filling fraction of about 70% and were manufactured using spheres of
sizes from rmin = 2.5 µm up to rmax = 115 µm (L ≈ 230 µm). Our theory
shows that the ideal 5s is around 6.3 µm and 3.8 µm for the studied α = 1 and
α = 1.5 samples, respectively. In the article, reference experiments where
scatterers were dispersed homogeneously rendered 5t = 19 µm, indicating
that the inter-sphere scattering strength was lt = 19/(1 − φ) = 5.7 µm.
The experiments done were thus in close agreement with the ideal design
principle (again, disregarding that scattering was anisotropic with g = 0.6).

Finally, a recent paper by Groth, Akhmerov and Beenakker [108] investi-
gated transmission scaling in Lévy Glasses via simulations of random walks
in sphere packings. There, simulations are stated to run with 5s = rmin/2
and it is said that this choice was made to ensure that "there is, on average,
one scattering event between leaving and entering a sphere" (i.e. to ensure
E[N = 1]). Given the findings of our present work, we believe that this
level of scattering is too strong to render E[N ] = 1 (at least for relevant
filling fractions). Above, we reported that experimental Lévy Glass sys-
tems have had a filling fraction of about 70%, and that the ideal scattering
mean free path always is significantly larger than the radius of the smallest
sphere. Assuming that Groth et al. are not studying very different systems,
we believe that using 5s = rmin/2 brings them far from the ideal situation
where E[N ] = 1. However, since utilized filling fractions were not stated,
we cannot be fully quantitative. Nonetheless, it is important to note that
while setting 5s very small will take us close to the desired 5−(α+1) power
law decay in the step length distribution (multi crossing getting increasing
unlikely, i.e. P (N > 1) negligible), such a procedure will induce strong step
correlations that affect transport.
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CHAPTER 6

Breakdown of similarity relation in
disordered thin slabs

It is known, that in optically thin disordered samples, i.e. with a thickness
which is few times the transport mean free path, diffusion breaks down at
earlier times. Indeed, along this work, we have faced the impossibility to
employ diffusion theory to describe the early-time light transmitted from ho-
mogeneous disordered samples. This is a consequence of the approximations
on which diffusion theory relies. Usually, many of the limits of diffusion the-
ory can be overcame by employing radiative transfer theory, or equivalently,
Monte Carlo simulations. However we observed that simulations performed
assuming isotropic scattering were not able to completely describe the early-
time transmission. We realized, that thanks to the very good stability and
temporal resolution of our time-resolved setup (see Chapter 3), our mea-
surements were sensitive to the single scattering anisotropy. In general this
possibility is prevented by the similarity relation for diffusive transport [115].

The similarity relation states that it should be difficult to infer informa-
tion on g and on 5s from a multiply scattered light, where 5s is the scattering
mean free path and g the anisotropy factor. The macroscopic light transport
is essentially governed by 5t = 5s/(1−g). As a consequence measurements of
microscopic properties have been made by studying light transport close to
a source or transport through small samples (see, e.g., [116] and references
therein).

The possibility to resolve the ambiguity related to the similarity relation
by looking at early time-of-flights (TOF) was discussed already in the classic
paper of Patterson, Chance and Wilson [5]. In addition, there are several
contributions on how g impacts the validity of the diffusion approximation
[14, 24, 115, 117], illustrating the intimate link between break in similarity
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and diffusion breakdown. Breakdown of diffusion theory has mostly been
considered as a complication. In fact, it is often recommended to exclude
early times from analysis, partly due to diffusion theory breakdown, partly
due to experimental uncertainties in timing [118].

In this chapter we show that it is possible to go beyond that perspective,
and that all the mentioned complications can represent an opportunity to
infer single scattering properties from multiply scattered light.

Part of this chapter is also published in [4].

6.1 The similarity relation

In radiative transfer, transport is modeled using an absorption coefficient
µa, a scattering coefficient µs and a scattering phase function. The famous
transport equation follows from energy conservation [13,20]. The derivation
is phenomenological, reducing the complex wave propagation to a Poissonian
random walk with exponentially distributed steps between scattering events,
with correlations in directionality given by the phase function (cf. [13] for the
relation between Maxwell’s equations and radiative transfer). The average
step between scattering events is the scattering mean free path, 5s = 1/µs.
On a macroscopic scale (i.e., after many scattering events), the transport
equation reduces to a diffusion equation. Assuming homogenous random
distribution and orientation of scatterers, the diffusion constant is

D =
1

3
× 5s

1− g
× vE (6.1)

where g is the average cosine of the scattering angle, and vE the energy
velocity [119, 120]. Here we have reached the similarity relation mentioned
earlier – as long as the quantity 5t = 5s/(1 − g) is conserved, macroscopic
transport is similar. It is thus possible to map a diffusive process onto a
random walk of exponentially distributed, isotropic and independent steps
of average length 5t. The similarity has also been exploited to, e.g., relax
the knowledge required on g (and phase function) when using Monte Carlo
simulations (MC) to evaluate time-resolved diffuse spectroscopy [24, 121–
125].

6.2 Breakdown of diffusion and of similarity

We have already discussed in Section 1.4.1 that diffusion arise as a conse-
quence of the Central-Limit Theorem (CLT). However in order to converge
to diffusion the multiple scattering process needs to reach high order scatter-
ing events. Thereby the medium needs to be considerably thicker than the
transport mean free path. This is the cause of diffusion breakdown at early
time in optically thin slabs. In such condition, indeed, early time light does
not undergo enough scattering events to converge to diffusion. For example
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Alfano et al. observed that early time light is diffusive when L/5t > 10,
where L is the thickness of the turbid slab [114].

In fig. 6.1 we show the total time-resolved transmission from a diffusive
slab of thickness 406µm and transport mean free path 42µm. The transport
mean free path has been evaluated through a fit with diffusion theory at late
time, where diffusion holds (see Section 3.5). Due to diffusion breakdown
the rising of the curve cannot be fitted by diffusion theory, while the late
time transmission is well described by diffusion theory. A better modeling of
the data is obtained by using MC simulations, since they directly solve the
radiative transfer equation without the approximations assumed by diffusion
theory.

The simulation reported in fig. 6.1 has been performed assuming isotropic
scattering and steps exponentially distributed around 5t = 42µm. This
method of accounting for the anisotropy of the scattering inherently assumes
the similarity of transport. At late time the simulation perfectly match the
data, confirming the value of the transport mean free path. At early times
instead even simulations deviates from the data. This is a clear evidence that
in such scattering regime the anisotropy of the scatterers (present in the in-
vestigated sample) individually plays a role. Since the anisotropy g cannot
be incorporated in 5t the similarity relation breaks down. We will show
that this breakdown can be exploit to retrieve precise information on the
g-factor, simultaneously measuring the scattering mean free path. We do it
using on-axis time-of-flight measurement, where the effect of the anisotropy
at early time is more pronounced.
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Figure 6.1 – Breakdown of diffusion and breakdown of similarity relation are
observable by means of time-of-fligh distribution measurement on optically
thin slabs.

6.3 Accelerated Monte Carlo

Many mathematical or numerical techniques have been developed to reduce
the time cost of a Monte Carlo (MC) simulation for applications related to
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transport [43]. However the key to even faster simulations lie in the move
from serial to parallel computing. Considering the basic MC routine de-
scribed in Section 1.6, it is obvious that the particles does not interact with
each other, nor do they change the medium in which they travel, i.e. the
traces of individual particles are independent. This independence implies
that the particles may be traced in parallel as opposed to serially or si-
multaneously. Early parallelization of MC code was done using clusters of
computers connected over a network [126, 127]. Even if the benefit of such
an effort is significant, the effort to write such highly specialized code can
be put to better use by writing code for an architecture designed for parallel
computations.

In recent years, GPUs have evolved from highly specialized hard-ware to
a general purpose parallel computation unit [128, 129]. In [42] GPUs were,
for the first time, used to accelerate MC simulations of light propagation
in turbid media, resulting in a 1000× speedup over the conventional CPU-
based approach. In CPUs, a steady flow of instructions and data must be
maintained in order for the processor to be used optimally. This is achieved
using caching, branch prediction etc. In GPUs the silicon, and power, is used
to achieve high raw computational power and high bandwidth for parallel
operations, resulting in significantly higher computational performance as
long as all operations can be done in an organized and parallel manner.
This is the case for simple radiative transport problems. For more advanced
problems, such recording the internal spatial distribution of absorbed energy
as done by MCML, utilizing the parallel nature of the GPU becomes more
tricky.

In general the features of modern GPUs allow complex simulation prob-
lems to be solved several orders of magnitude faster on GPUs compared to
modern CPUs. The benefits of using GPU-accelerated Monte Carlo, com-
bined with the very rapid development of new and significantly improved
GPUs, suggest that GPU MC will become a standard method in radiative
transport MC problems. Since [42] several authors have made contributions
to the field and several codes and tools have been made publicly available
e.g. [130,131].

6.4 Simultaneous retrevial of g and D

Accounting for scattering anisotropy in MC simulations is customary done by
employing the Henyey-Greestein (HG) phase function [132], which have been
introduced to approximate a Mie scattering response. It may be regarded
as an approximative average of a polydisperse ensemble of Mie-scatterers
where the lobes, caused by interference effects, are cancelled out. The HG
phase scattering phase function is

p(cos θ) =
1

4π

1− g2

(1 + g2 − 2g cos θ)3/2
(6.2)
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6.4.1 Infering g from time-of-flights distributions

We start with a theoretical view on the possibility to infer g from TOF dis-
tributions. Although analytical solutions to the radiative transfer equation
are becoming available [21], we will rely on Monte Carlo simulations (MC),
see Chapter 1, in particular Section 1.6. As introduced in Section 6.3 by
using graphical processing units (GPUs) to parallelize computations [42],
simulations are done rapidly. A simulation involving injection of 108 ran-
dom walkers injected into a slab of thickness L = 85t, as done here, takes
on the order of 1 s on a modern GPU. Our simulations were conducted on a
GPU using the code in [42] modified for a slab geometry (normal incidence).
We set absorption to zero and, as customary, used the HG phase function.
We start by considering the case of an internal refractive index of ni=1.5
and an external of ne=1. The influence of g on TOF distributions for total
transmission is shown in Fig. 6.2. The dependence on g is evident, but it is
also clear that dynamics fall under similarity at longer times. Systems with
strong forward scattering (g ≥ 0.7) exhibit similar dynamics also for early
times, meaning that the similarity relation breaks down when moving to-
wards isotropic scattering (this in agreement with earlier works, cf. [14,24]).
In this case L/5t = 8, so diffusion theory can be expected to rather well
describe the long-time behavior [40]. The time-integrated transmission was
very close to 27.0% for all values of g , in good agreement with the prediction
of diffusion theory, TD = (5t + ze)/(L+ 2ze) = 26.6% (ze being the extrap-
olation length [25]). Similarly, in terms of the ballistic time tb, the decay
time constant τ varied from 5.70 tb (g = 0.9) to 5.78 tb (g = 0.0), which is in
fair agreement with diffusion theory, τD = (L+ 2ze)2/(π2D) = 6.26 tb.

0 1 2 3 4 5 6 7 8
0

1

increasing g

t / t bRelative time,

Normalized intensity

Figure 6.2 – Simulated time-resolved total transmission for a turbid slab with
L/5t = 8 for g = 0.0, 0.1, ..., 0.9 (ni=1.5, ne=1). Clearly, even deep into the
multiple scattering regime, early dynamics can exhibit a significant dependence
on g. This similarity breaking is clear evidence of diffusion breakdown. That a
larger g (more forward scattering) reduce that amount of early light is related
to that the unscattered intensity decays with depth z as exp(−z/5s), and that
having g approach one while keeping 5t fixed is accompanied by a reduction
of 5s.
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6.4.2 Sample preparation

We have studied the time-resolved transmission of light through a 252 µm
thick turbid slab, prepared by dispersing 1 vol% of TiO2 nano-particles in
a monomer. Titanium dioxide nanoparticles belongs to the Tioxide R-XL
series sold by Huntsman, which have an average diameter of 280 nm and
are coated with an inorganic layer (silica, aluminia) to prevent clustering.
We calculated an average refractive index n = 2.4 considering the refractive
index of titanium dioxide for both light polarization directions. Mie calcu-
lations show that g is around 0.6. The monomer is the Norlan 65 acrylate
optical adhesive from Thorlabs whose refractive index is n = 1.52. Nanopar-
ticles are first homogeneously dispersed in the monomer by means of steer-
ing (10 minutes) and sonication (1 hour) at 50◦, a temperature at which the
monomer is fluid but does not polymerize. We did not use additional sol-
vent to facilitate the dispersion since after some trials using dichloromethane
(DCM) solvent residuals were still present in the final sample realization.
The obtained diffusive paste is rather fluid at this stage. To host the paste
we have prepared an hosting cell sticking together two microscope slides
(thickness ≈1 mm) and inserting between them glass microspheres func-
tioning as spacers. The thickness of the slides is measured separately before
the cell preparation. The glue used for sticking is the same optical adhesive
used to embed the nanoparticles. We have inserted the diffusive paste in the
cell by infiltration, putting a small drop of paste on the cell border through
a pipet and waiting that the paste was “sucked” by the cell for capillarity.
In the last stage the filled cell is exposed to UV light to polymerize the
monomer. Since the sample is diffusive 30 minutes of exposure are neces-
sary to complete the polymerization. The thickness of the diffusive part is
obtained measuring the thickness of the cell and subtracting the thickness
of the single slides measured previously.

Since the volume percentage of nanoparticles is small their presence does
not alter significantly the refractive index of the polymer. Moreover the
refractive index of the glass slides matches that of the polymer. In turn this
preparation technique creates an index matched condition at the sample
boundaries. The achieved condition is sketched in fig. 6.3.

  

Figure 6.3 – Sample configuration, the diffusive medium is embedded between
two microscope slides (in blu). The refractive index of the slides matches the
effective refractive index of the medium so that optically the medium is index
matched at the border
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6.4.3 Experiments and simulations results

In order to measure the time-of-flight (TOF) distribution we have injected
on the sample ultrashort pulses at 810 nm and collected the on-axis trans-
mitted light. We have obtained time-resolved measurement by employing a
non-linera optical gating technique. The setup used for the investigation is
described in Chapter 3. A sketch describing the configuration of the optical
elements used to inject and collect light is in fig. 3.4.

Evaluation of obtained experimental data against a database of MC sim-
ulations for different values of 5t and g (using only walkers transmitted in
the central 30 µm spot, in order to match experiment, but for simplicity
assuming normal light incidence and full angular collection) reveals an op-
timal match for g = 0.6 and 5t = 39 µm (i.e., 5s = 15.6 µm). Fig. 6.4
shows the experimentally recorded TOF distribution along with simulations
for different values of g for 5t = 39 µm, as well as the result of least squares
matching.

g=0.9

g=0.1

Experiment

g=0.5

g=0.6

g=0.7

! t (µm)Time−of−flight (ps)

Intensity Fit merit

1 2 3 4
0

1

37 38 39 40 41

1

10

Figure 6.4 – Evaluation of experimental data based on MC. The left graph
shows simulations for 5t=39 µm and different g (0.1 to 0.9) and compares it
with the experimental data. Experimental data is normalized to overlap with
MC at late times where differences due to g are negligible. The right graph
shows obtained fit merits (normalized to best fit) for the three best-matching
g, revealing that the best least-squares fit is obtained for g=0.6 and 5t=39 µm.
Fitted 5t agree well with measurements on thicker slabs of the same material,
and fitted g is in good agreement with Mie calculations.

Fit merits indicate that the precision is better than ±0.1 for g, and
±1 µm for 5t. The marked difference in g-dependence between Fig. 6.2 and
Fig. 6.4 is related to the fact that the former considers total transmission,
while the latter concerns detection of light from a small area around the
optical axis. Throwing away a large part of the diffuse transmission natu-
rally results in a different balance between the ballistic and quasi-ballistic
component and the multiply scattered part. Note also that L/5t is about
6.5, so established rules of thumb [40] imply that diffusion theory should
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fail to describe even late time behavior. However, the late-time decay of the
total transmission obtained from MC (τ=3.6± 0.1 ps) is in good agreement
with the predictions of diffusion theory (τD=3.60 ps). The reason behind
this agreement is that the validity of diffusion theory decreases with the
refractive index contrast [40], and we are now studying the forgiving case
ni = ne.
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Summary

In this work we investigate experimentally, numerically and theoretically the
dynamic features of light transport in disordered media, focusing on the ef-
fects produced by the disorder heterogeneity. We consider three different sit-
uations: a fractal-like heterogeneity, a generic distribution of heterogeneities
with sizes smaller that the size of the system and the homogeneous disorder
case.

In Chapter 1 and Chapter 2 , which are an introductory part, we give
the ingredients to link the properties of light transport in disordered media
with those of anomalous transport in heterogeneous fractal systems. When
the disorder is heterogeneous at all length scale (fractal), the transport is
expected to be anomalous. We focus on the differences between the diffusive
and the superdiffusive transport regime on finite systems, looking for char-
acteristic dynamic observables which can be measured in a lab by optical
characterizations. We find that, in theory, the dependence on the system
size (the scaling) of the decay constant of a time-resolved transmission can
discern between diffusive and superdiffusive dynamics.

In Chapter 3 we describe the optical-gating setup used for measuring
the time-resolved transmission of the investigated structures. Our experi-
mental implementation gives a very good stability (drift less than 1 fs in 1
hour), temporal resolution (femtosecond scale), dynamic range (seven order
of magnitude in principle). We show test measurements performed on ho-
mogeneous disordered samples for two different optical configurations. The
setup is able to resolve in time both the on-axis transmission and the total-
transmission, depending on the optical components used to collect the light.
By injecting light with a collimated beam and by collecting the on-axis light
we show evidence of reciprocity for diffused light. We also characterize the
optical transport properties of zirconia nanoporous ceramics, observing that
the measured transport-mean-free path depends on the degree of porosity.
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In Chapter 4 we investigate the pulse response of Lévy glasses by total-
transmission time-resolved measurements.We observe peculiar intensity fluc-
tuations at earlier time, caused by the strong heterogeneity of the disorder,
and an exponentially decaying long-time transmission. We investigate the
dependence of the long-time lifetime on the thickness of the sample for two
values of the fractal parameter β. In both cases we observe an anomalous
scaling of the lifetime, which deviates from the diffusive one. The measured
exponents are significantly smaller than one, which is a dynamical feature
expected for superdiffusive transport. We discuss the possible effects of the
sample boundaries on the measured exponents, which could be characteristic
of a pre-asymptotic transport regime. We propose a first method to retrieve
the asymptotic value of the scaling exponent, which, in the considered as-
sumptions, represents the walk dimensions of light inside the sample. The
obtained walk dimensions are still significantly smaller than one, allowing
for a rescaling of the axis which produce a very good collapse of the data.
These dynamical signatures of superdiffusion have never been observed be-
fore. Moreover our experimental scaling analysis results to be sensitive to
the degree of heterogeneity of the samples. It could represent an innovative
investigation method to assess structural informations in generic optical het-
erogeneous media.

In Chapter 5 we investigate, theoretically and numerically, the effects on
transport of scatterers voids in unbounded systems. Via a simple model of
the quenched disorder we derive analytical expressions for the mean step,
the mean squared step, the diffusion constant and void crossing probabilities.
We show that the mean step equals the homogenized (exponential) scatter-
ing mean free path, being dependent only on void filling fraction. Moreover
we derive that for holey systems in the form of random sphere packings, in
the limit of weak scattering, the asymptotic diffusion constant is affected
by the presence of the non scattering regions. All the theoretical results are
well supported by Monte Carlo simulations of random walks in holey systems
based on random sphere packings. We finally present transport simulations
in a 3D ideal Lévy glass, with exponentially spaced spheres categories. This
simulations gives important insights into the affect of quenching and spheres
multicrossing in a Lévy glass-like system. Given the abundance of turbid
materials where scatterers are not homogeneously distributed, we believe
that both our viewpoint and our results can be of value for a wide range of
topics, from fundamental work on light transport to applied spectroscopy of
heterogeneous media such as biological tissues, food products, and powder
compacts.

In Chapter 6 we investigate light transport dynamics at early time in ho-
mogeneous disordered slabs. We work in the regime of diffusion breakdown
and of similarity breakdown. By comparing experiments with simulations
we show that single scattering characteristics (g and 5s) can be inferred by
multiply scattered light also after long propagation distances. The accuracy

116



and precision of the approach depends on the transport regime (e.g. L/5t)
and the details of angular collection and conversion, being important matters
to be addressed in future research. Insights beyond the simplicity of the HG
phase function are also needed, since the shape of the phase function impact
similarity breakdown. Finally, it should be noted that measurements do not
require ultrafast setups per se, as required temporal stability and resolution
depends on system scale. We therefore anticipate widespread applicability
of the approach, from characterization of turbid liquids and porous media
to biological tissues.
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