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Abstract: The aim of the paper is to show how the variety of approaches to study social change 
may result in a challenging complexity for the social scientist, starting from the difficulty of 
defining the concept of “change” itself and managing it through observed data. This is 
particularly true in presence of complex phenomena, such as those defining and composing the 
quality of life. What should be pointed out is that quality of life studies not only are focused on the 
present time but have also long term perspectives. This represents the link between studies on 
quality of life and forecasting. When applied to the field of quality of life, the typical logical 
approach to forecasts, based upon inferential statistics, could reveal its limits. Those limits are 
related to different aspects: e.g., the forms of relationships between different aspects of the 
phenomenon, which can be linear and non-linear; the dimensionality of phenomenon, which can 
turn out to be very complex; the causality, which could be direct or indirect; the entity of change, 
which implies the idea that also small change can have great impact; the perspective of 
observation, which can be internal or external and local or global. Consequently, the study of 
change related to quality of life needs, in addition to the traditional statistical tools as well as the 
tradition of social indicators, a different approach. Although the Futures Studies are not a proper 
science, nevertheless their approach to social research may ensure the requested accuracy of a 
scientific forecasting process. 
 
Keywords: quality of life; forecasting; futures studies. 
Cuvinte-cheie: calitatea vieţii; predicţii; direcţii viitoare de studiu. 

 
Introduction 
 
Dealing with trends in quality of life 

can have different aims and interests. One 
of them is related to the possibility of 
designing possible future states. In 
statistics, this exercise is not new: it 
belongs to the field of inferential statistics 
aimed at establishing knowledge from data 
by taking into account the error associated 
to them.  

One of the instrumental concepts and 
rational allowing trends to be read is that of 
“change” – and, of course, its opposite 
meaning, “stability” –, which is far from 
being easy to be defined and managed 
through observed data. This is particularly 
true in the presence of complex 
phenomena, such as those defining and 
composing the quality-of-life. That is 
because the logical approach underlying 
inferential statistics could reveal some kind 
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of limits,  related to different aspects, such 
as (i) forms of relationships between 
different aspects of the phenomenon, which 
can be linear and non-linear; (ii) 
dimensionality of phenomenon, which can 
turn out to be very complex; (iii) causality, 
which could be direct or indirect; (iv) entity 
of change, which implies the idea that also 
small change can have great impact; (v) the 
perspective of observation, which can be 
internal or external and local or global. 

In order to overcome those limits, a 
different approach is needed, able to manage 
the concept of change and its observation, in 
the perspective of picturing and sketching the 
future. The different approach should be also 
related to the idea that the forecast of an 
observed phenomenon can be defined by 
more than one “future”. In other words, 
forecasts based upon observation of 
changes are something related to decision 
and not to something deterministic. 

In the first paragraph, we retrace the 
conceptual perspectives used in the statis-
tical forecasting exercise. In the second, 
how the concept of “change” is managed in 
statistical and methodological terms. In the 
third, an alternative approach (named 
“future studies”) to analyzing change in 
order to sketching possible futures is 
introduced and illustrated. 

The present paper has to be considered 
as a collective work. Although, paragraph 1 
and 2 have to be ascribed to Filomena 
Maggino, while paragraph 3 to Carolina 
Facioni. The opinions expressed by 
Carolina Facioni should be related only to 
her and do not necessarily reflect those of 
the Italian National Institute of Statistics. 

 
 
Conceptual perspectives of 
forecasts 
 
What is always stressed in any dis-

cussion around predictions is that they are 
related to the level of understanding of 

phenomena. This means that a close rela-
tionship exists between forecasts and 
explanations. 

 
 
Forecasts and explanations 
 
According to the classical inductive 

approach, which tries to relate consecuti-
vely aspects such as changes, explanations 
and inferences, finding causes represents 
the sufficient/necessary condition for 
explanation. This requires an experimental 
design which is impracticable in the field 
of quality-of-life research. The difficulties 
in inductive explanations concern the time 
dimension (not always is possible to 
observe a clear sequence of events), the 
actual impossibility to identify the set of all 
causes of any given event, the possible 
existence of circular relationships among 
events, and, last but not least, the inde-
terminacy (uncertainty: when two pheno-
mena cannot be measured in the same 
moment are incompatible). 

According to the deductive approach, 
there is no time parameter. Explanations 
and forecasts are different only with respect 
the time: explanation concerns past and 
present events, forecast concerns the future. 
In both situations, only the conclusions 
included in a conceptual and theoretic 
framework are valid. The probabilistic 
explanations require, on one hand, specific 
statistical data and, on the other hand, 
probabilistic laws.  

Statistics deal with – among many 
issues – identifying regularities in collected 
information (data). Those regularities can 
be observed in terms of tendencies when a 
certain phenomenon is observed in the 
course of time, or in terms of relationships, 
when regular convergences or divergences 
are observed among phenomena. 

Observing regularities allows interpre-
tations and explanations to be hypothe-
sized. Consistently with the acquired know-
ledge, which can be formalized in a model, 
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it is possible to speculate about how the 
phenomenon will turn up in the future. In 
other words, in the statistical context, 
models allow forecasts (projections) to be 
formulated also in the perspective of taking 
decisions (which could influence trends of 
certain events). 

In statistical model definition, three 
main approaches can be identified, (i) from 
observing a part (estimation), (ii) from 
defining a hypothesis (testing through 
falsifiability), and (iii) from observing the 
past (forecasts). 

Applying such approaches lead to a 
statistical decision which is always expre-
ssed in probabilistic terms. In other words, 
the statistical forecast always contains an 
uncertainty component, expressed in terms 
of probability. 

However, explanations deducted from 
causal relationships show some problems 
since it is not [always] possible to (i) 
understand which are the relevant infor-
mation necessary for explanations, and (ii) 
to establish a certain relationship between 
causes and effects; in other words, different 
logical (causal) order can be ascribed to the 
phenomena and can lead to different 
explanations (in other words). 

Other approaches include the subjective 
model of explanation (De Finetti), accor-
ding to which explanations are related to 
several aspects such as the owned and 
shared background information and the 
subject’s expectations. 

 
 
Change: a logical perspective 
supporting prediction 
 
In studying social phenomena, such as 

well-being, one of the more interesting 
issues to be encountered, considered and 
managed is studying dynamics, expressed 
in terms of stability and change.  

Generally, studying and describing de-
tailed patterns of change allow (Goldstein, 

1979; Menard, 1991) obtaining insight into 
underlying causal processes (Engel and 
Reinecke, 1996) and predicting change 
values from those obtained in the past. 

A consistent study requires two aspects 
to be carefully and systematically considered: 
1. theoretical, concerning the definition 

of change and the identification of  
modifiable dimensions or dimensions 
that may significantly change; 

2. methodological, concerning the identi-
fication of adequate and proper  

i. study designs (e.g., differences 
between changes observed at micro 
level, individual/subjective change, 
and at macro level); 

ii. measuring procedures (in terms of 
reliability and validity); 

iii. data analysis approaches (in terms of 
methods and techniques). 

With reference to these aspects, four 
fundamental validity issues can be 
observed (Campbell, 1963; Visser, 1985): 
a. internal validity, concerning the possi-

bility to come to correct conclusion 
within a particular study (basic logic of 
the whole study); 

b. external validity, concerning the possi-
bility to make correct generalizations 
(sampling design); 

c. construct validity, concerning the repre-
sentativeness of observation as regards 
what was supposed at theoretical level 
(measurement procedure); 

d. statistical conclusion validity, concer-
ning correct treatment of data in order 
to study variations in observed data 
(data analysis approaches). 
Such items correspond to the crucial 

points that have to be defined and handled 
in studies based on change (Bryk and 
Raudenbush, 1992). 

 
 

Theoretical aspects: modeling change 
 

Investigating phenomena under the 
perspective of change requests the defi-
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nition of a model able to describe the 
change. According to different scientific 
fields (economics, behavioral sciences, and 
so on), different kinds of models have been 
identified. 

When the description is based on 
mathematical definitions (Menard, 1991; 
Brown, 1995), the models can be (figure 1):  
• deterministic, when the change is con-

ceptualized by fixed patterns or laws, 
defining whether, how and how much, 
according to some hypotheses, a variable 
changes as a response to change in other 
variables (individuals/groups change 
models); the statistical approach is instru-
mental. The deterministic approaches:  
- lead to fractions or events; 
- are more flexible in nonlinear spe-

cification, allowing a more realistic 
understanding of the complexity of 
[social] dynamics; 

- need a series of statistical measures 
evaluating the model (measures of 

fit, tests of the significance of the 
parameters, measures of relative 
importance of the parameters, etc.). 

• probabilistic or statistical, when the 
goal is to predict with some accuracy, at 
group level, the proportion/percentage 
of cases that will change, the pro-
portion/percentage of cases that will 
change in a certain direction, the ave-
rage amount by which they will change; 
the underlying assumption allowing the 
probabilistic description is that there is 
some influences on a process defined 
probabilistic at individual level. Proba-
bilistic approaches: 
- yield probabilities of complete 

events;  
- are based upon standard statistical 

methods, such as ordinary least 
squares (OLS)1, and estimation, such 
as maximum likelihood approach; 

- allow measurement error to be 
included in the model. 

 

solution:
differential equations

continuous time models

solution:
difference equations

discrete time models

dynamic modeling

deterministic

time series

quantitative approach

state-stage models

qualitative approach

probabilistic

Conceptualization
model definition

 
Figure 1: Characteristics of models of change 

 
Both deterministic and probabilistic 

models can be distinguished with reference 
to time: 
a) deterministic continuous time models; 
b) deterministic discrete time models; 
c) probabilistic continuous time models 

(in which the process requires the 
assignment of a probability to an event 
in an infinitesimal period of time); 

d) probabilistic discrete time models (in 
which the process, generally defined by 
generational occurrences, requires the 
separated measurements related to 
significant time sections). 
The choice between continuous and 

discrete approaches depends on measure-
ment opportunities. Generally, and not only 
in social studies, the measurement of phe-
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nomena occurs at discrete points of time, 
more or less regular, regardless of the 
dynamic structure (Brown, 1995).  

Models with randomly fluctuating para-
meters can also be identified, applicable 
especially when the parameters are 
functions of other variables containing 
stochastic components (Brown, 1995). 

 
 

Deterministic models 
 

Deterministic models, defined in terms 
of quantitative change, express values of 
the changing variable as a function of time. 
The mathematical formula/equation can be 
defined according to two goals (Menard, 
1991): a) description of change (the formula 
includes only variable and time); b) 
explanation of change (the equation involves 
the introduction of other variables). 

The most useful approach to represent 
processes of change over time, considering 
time an explanatory dimension, is dynamic 
modeling, whose main objective is ‘to 
understand, substantively, the mechanisms 
that are generating change in some obser-
vable phenomenon, and then to translate 
this set of ideas into mathematical 
language’ (Huckfeldt et al., 1982). So, the 
objective is to make an adequate synthesis 
of observed measures in terms of a small 
number of parameters. 

The application of dynamic modeling is 
based mainly upon functional/differential 
models (Visser, 1985; Menard, 1991; 
Huckfeldt et al., 1982) used principally as 
theoretical (not analytical) tools; they help 
in considering the possible relations 
between unobservable variables. The 
application of this approach in social 
sciences is essentially theoretical. In fact, 
the practical use of these models is often 
obstructed by difficulties in specifying the 
process in detail, as requested, and by 
treating time variable as a continuous 
variable. In this perspective, difference 
equation models, considering time as a 

discrete variable, may represent a solution.  
Subsequently, according to the two 

different treatments of time dimension (cen-
tral in dynamic modeling) we can distinguish 
between two different approaches. 
• Deterministic models for continuous 

time treatment. These models define 
growth dynamic processes, assuming 
infinitely small time units and instan-
taneous rates of change. They are 
mathematically expressed in terms of 
differential equations (Visser, 1985; 
Menard, 1991; Huckfeldt et al., 1982). 
An example of deterministic model 
expressed in terms of differential 
equations is the internal-influence 
diffusion model. It concentrates interest 
on the study of innovation diffusion and 
expresses this as a function of time 
(cumulative numbers of adopters of an 
innovation at a given point of time): 

nct
dt
dX

=  

where 
X cumulative number of cases that have 
adopted an innovation 
t time measured in appropriate unit 
n, c constant parameters (to be estimated) 

dtdX  rate of change in X 
The equivalent integrated equation is 

1

1

+
=

+

n
ctX

n

 

When 0=n , X is expressed as a linear 
function of time and the equation becomes 

ctX =  (c may be estimated by regression 
techniques). This approach may be applied 
on a relatively large number of cases and a 
relatively small number of periods of time. 
• Deterministic models for discrete time 

treatment. In these models, the period 
between successive events is usually fixed 
according to calendar, simplifying the 
identification of time. They are mathe-
matically expressed in terms of difference 
equations, (Huckfeldt et al., 1982) for 
which time is treated as a series of dis-
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crete, equally spaced units. This approach 
can define model as a combination of 
single/interdependent and linear/nonlinear 
equations. It seems to be more applicable 
in many social studies since allows mana-
gement of: 

a. observations occurring in discrete time; 
b. great diversity patterns of qualitative 

behavior; 
c. models without requiring high level of 

mathematical formalizations. 
In certain cases, it is possible to assume 

that observed discrete events are manifes-

tations of an underlying continuous process 
or that the continuous process manifests 
itself at discrete points of time. However 
such approaches are applicable (Huckfeldt 
et al., 1982) only to change produced by a 
fixed dynamic structure (synchronic 
change). Treatment of process of moving 
from one structure into another (diachronic 
change) requires different approaches. 

Among theories supporting determinis-
tic models, two deserve a citation, for the 
possible applications that they may have 
social studies (figure 2). 

 

irregular periodicity
sensitivity to initial conditions
lack of predictability for far-off points

characteristics

mathematical definitions
initial measurements of state of variable
long time series data

basics

chaos theory

continuous event conducted to change
through situation led to tension
sudden/discontinuous developmental processes

characteristics

identification of primary variable
raising to power

basics

catastrophe theory

Theories related to deterministic models

 
 

Figure 2: Characteristics and basics of theories related to deterministic models 
 

 Chaos theory (Brown, 1995). Chaos is 
an irregular oscillatory process that can be 
observed in human behavior as well. Many 
repetitive behaviors can be described in 
terms of oscillatory process (long and short 
cycles) both in micro (daily cycles of 
everyday life) and macro (cyclic events like 
periodic vote) processes. Repetitions are 
not always regular with regard to time. 
Consequences and effects of irregularities 
can be considered positive (as in some 
characteristics of creativity) or negative 
(irregular rest or food consumption cycles). 

A chaotic system is identified by the 
following fundamental characteristics: 
a. irregular periodicity (absence of a 

repeated pattern); 

b. sensitivity to initial conditions (small 
changes in the initial conditions in a 
chaotic system produce dramatically 
different evolutionary processes); 

c. lack of predictability (sensitivity to 
initial conditions makes chaotic system 
unpredictable; however prediction is 
possible when the interest is concen-
trated on the movement between two 
relatively close points on a trajectory). 
Requirements of chaos modeling are:  

- dimensionality (minimum of three inde-
pendent variables in continuous time: 
differential equations; one independent 
variable in discrete time: difference 
equations2); 

- nonlinear models (at least one term in 
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one equation must be nonlinear). 
One of the approaches aimed at esti-

mating nonlinear interdependent systems 
potentially chaotic is nonlinear least squares.  

The manageability of chaotic system, 
presenting these characteristics, relies on: 
- numeric calculations; 
- initial measurements of the state of variable; 
- long, and sufficiently close, time series 

data.3 
These make chaotic processes difficult 

to be dealt with, since chaotic systems can 
be most likely affected by combinations of 
computational and measurement errors at 
original data level. 

The apparently restrictive requirements 
do not imply rare chaotic systems in the 
real world, especially in social system.  

 Catastrophe theory (Brown, 1995). 
Catastrophe theory is based upon the 
concept of bifurcation, which is an event 
that occurs in the evolution of a dynamic 
system in which the characteristic behavior 
is transformed (Brown, 1995). Models 
based on catastrophe theory allow analysts 
to describe a discontinuous phenomenon 
controlled by continuous variables through 
graphs in k-dimensional spaces.4 They are 
limited in the treatment of processes cha-
racterized by sudden change or disconti-
nuous development. They describe a pro-

cess that can be conducted to a generalized 
change through a situation led to tension. 
This requires the identification of a primary 
variable raising to some power. One of the 
approaches supporting the estimation of 
catastrophe processes is the nonlinear least 
squares method. Different measures of fit 
are calculated for “one-case many time 
points” data and for “many-case few time 
points” (also two points) (Brown, 1995). 

In order to develop a meaningful catas-
trophe model, social theory perspective is 
greatly usable; algebraic forms are only 
helping instruments in building models. 
(Brown, 1995). 

Also catastrophic systems are not rare 
in the real world even if data applications 
are rarely found. Among the most well-
known applications (cusp catastrophe) of 
this theory in studying behavioral processes 
concerned ethological (aggressiveness) and 
social (prison riots) studies and date back 
to René Thom and Christopher Zeeman 
(Visser, 1985).  

Figure 3 shows the graphical repre-
sentation of the cusp catastrophe model, in 
which the dynamic model shows two input 
and one-output variables.  

Applications of both theories present 
problems in dealing with errors of 
measurement of original data. 

 
Figure 3: The graphical representation of a cusp catastrophe 
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Probabilistic models 
 
Probabilistic models allow measures 

made at one occasion and measures made 
at the successive occasion to be directly 
related. In many cases this approach 
assumes causal relationships between 
measurements. The adoption of proba-
bilistic models requires implicit recognition 

of time direction (measurements at one 
occasion are dependent on measurements at 
earlier occasions). Pre-post models can be 
considered part of these models (Visser, 
1985).  

Figure 4 summarizes the main characte-
ristics of the two probabilistic model 
approaches: quantitative and qualitative. 

 

autoregressione (AR)
moving average (MA)
integrated process (I)
noise (N)

description of processes
in terms of

characteristics

small number of cases
large number of periods

basics

time series

quantitative approach

from state --> to stage

probability of moving

characteristics

large number of cases
small number of points

basics

state-stage models

qualitative approach

probabilistic models

 
Figure 4: Characteristics and basics of probabilistic models 

 
Quantitative approaches 
 
The typical quantitative descriptive 

approach defined in the ambit of proba-
bilistic models is represented by the time-
series approach. It allows small numbers 
of cases (typical one) on a large number of 
periods of time to be described. The 
description (Visser, 1985) of time-ordered 
data is carried out in order to distinguish 
four processes: 
a. noise/random process (probabilistic com-

ponent, present in all stochastic models), 
b. autoregressive (AR) process (present 

values of a variable depending on past 
values at some specific lag/s or interval/s), 

c. moving average (MA) process (past 
value of the noise influencing present 
values), 

d. integrated (I) process (measurable trend 
over time in the values of the modeled 

variable, but in which there is no trend 
in the series detectable by subtracting 
values of the variable from values of the 
variable at later time). 
Models, quantitatively expressed, 

always involve noise component and may 
incorporate one, two or all three other 
components. The objective is to define the 
over time change of variables measured in 
terms of a stationary time-series. 

 
 

Qualitative approaches 
 
Typical probabilistic change models 

defined in qualitative terms (categorized 
classifications) are stage-state models (or 
dynamic typologies), in which movements 
of subjects from one category to another 
over time are modeled (Menard, 1991). In 
particular, stage-state models are con-
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cerned with the probability of moving from 
one value (state) to another value of a 
variable by a given period (stage). For 
multiple category variables, separate pro-
babilities of transition (movement from 
one value to another in a given interval 
between periods) are calculated for each 
pair of origin-destination states (state at, 
respectively, the beginning and the end of 
the interval). When origin and destination 
states are the same, the transition proba-
bilities indicate the stability in the state 
over time. Stage-state models can be des-
cribed by using (Menard, 1991): 
a) simple transition matrices, with no 

assumption about underlying properties of 
the transition matrices (based on measu-
rement taken for few or two, periods); 

b) Markov models, including Markov 
chains (based on measurement taken for 
few or two, periods); 

c) log-linear models (based on measure-
ment taken for few or two, periods); 

d) univariate life table models (based on 
measurements taken for several periods); 

e) univariate survival models (based on 
measurements taken for several peri-
ods); they assume that survival rate 
follows fixed distribution these models 
are useful to model processes like reci-
divism, labor force participation, mari-
tal history events and other transition 
events among discrete states. 
The a and b models are based on simple 

row percentages from cross-tabulations or 
contingency tables that compare the values 
of a variable for the same set of cases.  

For Markov and life table models it is 
possible to define a particular state that, 
once entered, cannot be removed (absor-
bing state).5 In these cases, it is possible to 
calculate (Menard, 1991): 
- the proportion of cases at absorbing 

state (and at each other state) at a given 
period; 

- how long it will take all cases, or a 
certain proportion of cases, to enter the 
absorbing state. 

Some stage-state models were deve-
loped in socio-economic field with refe-
rence to particular concepts.  
o Models connected to the concept of 

‘wastage’ (or ‘turnover’ or ‘attrition’). 
This model is concerned with the loss 
(and its dynamics) of individuals in a 
closed system (e.g., a firm), and is 
dealing with a stochastic process, 
developing over time. The development 
of the model allows a particular system 
to be compared over two different peri-
ods; many functions may be described, 
like parameter of the propensity-to-
leave function (Bartholomew, 1996). 

o Models connected to the concept of 
‘mobility’. This concept is typical of 
social researches concerning social or 
occupational mobility (Bartholomew, 
1996). Particularly, in social studies 
inter-generational mobility, definable 
in terms of transitions of family lines 
from one generation to the next, and 
intra-generational mobility, definable 
in terms of changes of class within the 
lifespan of the individual, can be defi-
ned. The mobility process can be obser-
ved also in other fields (movement of 
firms, geographic mobility of indivi-
duals, families, and so on). Each mobi-
lity model is defined by two dimensions: 
a. classes, between which movement 

takes place; they can be formed in a 
variety of ways (income, occupation 
status, occupational skill, satisfac-
tion level, etc.); 

b. time, that generally is treated as dis-
crete, since usually data are avai-
lable at fixed intervals of time 
(months, year, contracts of employ-
ment, holiday periods, and so on). 

Consequently, definition and analysis of 
mobility models refer to discrete classes 
changing state at fixed time intervals. 

Approaches to modeling are related to 
two different aspects of mobility processes: 
- pure mobility: the number of indi-

viduals (such as fathers) in each class 
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are treated as fixed while the number of 
lines moving to other classes (such as 
sons) are modeled; 

- structural mobility: the number of 
places of individuals in the second 
occasion (sons) are treated as fixed 
while the reverse flows of vacancies 
back to individuals of the first occasion 
(fathers) are modeled.  
Both processes depend upon the dis-

crete time Markov chain (Markov, 1979; 
Bartholomew, 1996). Alternative 
approaches to discrete change modeling are 
based on log-linear models and latent class 
models (Lazarsfeld and Henry, 1968; 
Bartholomew and Knott, 1999). Wiggins 
and Coleman models are considered exten-
sions of Markovian models incorporating 
error of measurements (Markus, 1979).  

 
Applications in well-being studies 
 
Generally, the approaches reported here 

found applications in different studies, like 
those concerning subjective characteristics 
(with reference to sociopolitical attitudes 
and behavior) and may find applications in 

subjective quality of life studies as well. 
With reference to deterministic 

approaches, past applications of chaos 
theory to social setting were made possible 
only by simulations because of lack of 
adequate measured data. Nowadays, avai-
lability of organized and systematic data 
(individual and aggregated) could allow 
evidence of chaotic models in social 
scenery to be found, especially for those 
social phenomena having long and periodic 
properties, as it happens in many models 
concerning individual behaviours (Brown, 
1995), also related to subjective quality of 
life ambit.  

Possible applications of catastrophe 
theory to quality of life study were 
seriously limited because of the compli-
cated structures of models and the technical 
problems in defining social processes; in 
other words, catastrophe theory remains an 
interesting but not applicable model 
proposal (Visser, 1985). An interesting 
application concerns the relationship 
between hope, trust and identity, which can 
help in disentangling the citizens’ living 
conditions during the crisis (figure 5). 

 

 
Figure 5: The graphical representation of an application of cusp catastrophe theory to social 

cohesion dimensions 
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Among the probabilistic time-related 
approaches, models are usually expressed 
in terms of growth (growth/development/ 
achievement models) and found applica-
tions in achievement research and in many 
approaches to educational and psychology 
studies (Rogosa et al., 1982; Rogosa and 
Willett, 1985; Embretson, 1994). 

The main advantage in using growth 
models is connected with the possibility of 
predicting values of the variable 
(Goldstein, 1979), by identifying patterns, 
linear and not linear, of events or rela-
tionship.6 However, the main limit of the 
approach is related to the conceptualization 
of change only in terms of gains, of a ‘step 
by step’ function in analogy to a ‘building 
block model’, where no negative blocks are 
defined. Such model may fail in describing 
processes underlying well-being dimen-
sions. This is because the adoption of 
growth models is not always justified, 
especially in studying well-being pro-
cesses, where models of change cannot be 
defined only in terms of time related 
growth; in fact, differences in both direc-
tions are expected depending on different 
predictive factors (for examples we may 
expect that positive and negative life events 
may yield individual change in different 
directions on the same dimension). More-
over, growth-models parameters are di-
rectly comparable between different cases 
(subjects, nations, organizations, and so on) 
only after testing comparability of the 
cases’ starting conditions. 

Modeling changes in well-being 
through differences (change/mobility/ resi-
dual) models seems to be more interesting 
since this approach may help to explore 
presence of causal patterns. 

 
 

Methodological aspects: measuring 
and analyzing change between micro 
and macro 

 
Measuring and analyzing change 

require some methodological issues to 
disentangle. 

In particular, the solutions should be 
adequate to the level of observation, which 
for quality of life is typically micro, in 
other words, the observation is 
accomplished at individual level, while the 
analysis is generally performed in order to 
obtain results and interpretation at both 
macro and micro level. 

The methodological issues related to 
observation concern the design and the 
measurement. 

 
 

Design 
 
Studying well-being dynamics requires 

the definition of designs aimed at obtaining 
measures which can be analyzed in terms 
of change at individual level with respect to 
specific dimensions. Any design is charac-
terized by two features: 
o approaches aimed at collecting data for 

each variable for each point of time, 
o individuals involved from one occasion 

to the following (the same, comparable 
at individual level, comparable at group 
level, and so on). 
According to these, different macro 

typologies of design (Goldstein, 1979; 
Menard, 1991; Firebaugh, 1997) can be 
identified (figures 6 and 7). 
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Figure 6: Characteristics of typical designs 

 

 
Figure 7: Schematic representation of three typical repeated sample designs 

 
Repeated cross-sectional designs pro-

duce data observed on different but compa-
rable individuals on same variables at each 
occasion. In some circumstances, one-
occasion cross-sectional survey design can 
be applied also in change studies 
(Hagenaars, 1990); these can be done by: 
- using information, provided by respon-

dents, about their past behaviors, 
attitudes, beliefs, etc.; 

- comparing different age groups in order 
to observe generational change 
(meeting two conditions: the differen-
ces observed at one occasion can be 
interpreted as a difference between ge-
nerations; the generational characteris-
tics are stable over time); 

- interpreting cross-sectional relations 
between certain variables as explana-
tion of change over time (education 
level and kind of work); this can be 
done when one condition is meeting: 
the system of variable under study is in 
a dynamic equilibrium. 
In spite of interesting application in 

change studies, in general this design 
should be carefully considered in terms of 

reliable and valid evidences (Hagenaars, 
1990). 

Repeated (or “periodical” or 
“recurrent”) designs involve: 
o groups entirely or partially formed by 

same individuals, 
o groups formed by different individuals. 

Groups identified for repeated studies 
may not keep representativeness as regard 
to reference population. 

Panel studies can be defined in two 
different ways: 
o without rotation: repeated surveys on 

same individuals. The goal is to study 
the change at individual level. 
Reduction of sample size does not 
allow outcomes to be generalized. 

o with rotation: repeated surveys on same 
individuals as well as new ones in order 
to maintain statistical generalization of 
sampling outcomes. 
The two approaches allow respectively 

two different levels of change analysis 
(figure 8) both useful in quality of life 
studies.  
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Figure 8: Different analysis approaches allowed by panel designs 

 
Panel studies are defined by the 

designed number of points of time, 
generally named waves. The number of 
waves depends on the defined model. 
Usually, studies dealing with time related 
models require longitudinal design with 
more than two waves (Goldstein, 1979). On 
the other hand, difference models can be 
significantly based also upon two waves.7 

Repeated measurements designs may 
also be distinguished in (Lindsey, 1999): 
o prospective design, in which data are 

collected at two or more distinct occa-
sions on same individuals and variables; 
typically, this approach concerns survey 
designs (panel and cohort designs) and 
experimental designs (clinical trial); 

o retrospective design, in which values of 
previous explanatory variables, concer-
ning past occasions, are collected and 
investigated for each respondents. This 
design is typical of experimental study 
(case-control study in medical sciences) 
and is difficult to be applied in social 
studies. 
In well-being studies, repeated survey 

designs seem to be most applicable espe-
cially in comparing data at aggregated 
levels.8 On the other hand, large panel 

designs are recommended in order to obtain 
more explicative information about indi-
vidual processes about subjective change in 
well-being dimensions. 

 
 

Measurement 
 
In practice, measurement of change 

requests at least  
a. two measures obtained in two different 

moments on same the same unit or  
b. one measure obtained in one different 

moments for each of two comparable 
units. 
In case a, change is measured at indi-

vidual level, in case b, at group level. In 
both cases measurement of change 
requires, as a rule, a consistent operational 
definition of change based upon the 
definition of: 
1. methods for measuring amount of 

change (operational definition of change), 
2. requirements for comparability 

conditions, 
3. approaches for testing reliability and 

validity of measures over time. 
Approaches to measurement of change 

at individual level deserve some inspection.9 
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Measuring change at 
individual level 

 
Change in a particular variable can be 

assessed by:  
1. comparing two values observed 

(comparison between original scores); 
2. calculating the difference between two 

values observed (difference score). 
Choice between original-score compa-

rison and difference score depends mainly 
upon measurement levels and theoretical 
considerations concerning the use of 
change measure in the particular research 
ambit (Menard, 1991). 

 
 

Original-score comparison 
 
This approach can be always applied; 

however it represents a forced choice 
whenever the adopted level of measu-
rement does not allow us to calculate diffe-
rence score; in this case we define the 
observed diversity between two categories 
(in presence of categorical values): 

YXD ⇔=  
where 
X   individual classification at the first 

occasion 
Y   individual classification at the second 

occasion. 
 
 

Difference/change score10 
 
In quality of life studies, many concept 

and hypotheses are formulated in terms of 
change, conceived as a variable in itself 

(Menard, 1991). Requirements in order to 
obtain difference/change score, applied 
principally in panel (experimental or obser-
vational) design (Menard, 1991), pertain to 
(figure 9) measurement level, at least ordi-
nal or metric, and observation of score 
distribution. Traditional calculation 
approaches for change score are (Menard, 
1991): 
1. change score (D), raw change or raw 

gain: difference between two obtained 
scores: 

XYD −=  
2. residual score (RS), following linear 

regression method: Y is regressed (using 
linear regression) on X in order to obtain 
a predicted or expected value for Y: 

( ) bXaYYEYRS −−=−=  
In this perspective, D represents a 

special case of residual score with b=1 and 
a=0. 

This approach helps to identify those 
cases that change much more or much less 
than expected, given some initial level or 
value on the variable whose change is 
being described.11 
3. percent change (PC), for ratio scales:  

( )s
XYPC

max
100 −

=  

where ( )smax  is the maximum value on 
used scale for both X and Y 
4. rate change (RC), for ratio scales: 

X
YRC =  

where 
X individual value at the first occasion 
Y individual value at the second occasion. 
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Figure 9: Basics and calculation approaches to change scores 

 
Change variable may be used over more 

than one occasion and can be used for 
descriptive purposes, moreover it can be 
used also at group level, if individuals are 
the same.  

Even if adopting change score has an 
intuitive appeal, making a choice between 
the approaches is not simple since it yields 
problems of comparability. Moreover, there 
is some disagreement in social sciences on 
the use of change as a variable in order to 
analyze, predict or explain change (e.g., in 
causal model). Particularly, in Cronbach 
and Furby opinion (1970), the use of 
change score is not recommendable since 
change score are systematically related to 
any error of measurement and are typically 
less reliable than original scores; the 
unreliability of change score may lead to 
fallacious conclusions or erroneous infe-
rence. They admit only the use of residual 
change in order to compare individuals 
regarding amount of difference between 
observed and expected change. Difference 
scores present difficulties with respect not 
only to reliability but also to correlation 
between change and initial score.12 

However, actual possibility to calculate 
change scores seems to be related to the 

reliability of the original scores. Conti-
nuous works, done in order to test validity 
of many measures applied in subjective 
measurement, also with regard to different 
cultural contexts, may encourages use of 
change score. 

 
 

Comparability 
 

Measuring change should meet condi-
tions of comparability concerning the (i) 
studied characteristics, (ii) subjects, (iii) 
data-collection procedures, (iv) data-collec-
tion instruments, and (v) measurement 
approaches.  

Studied characteristics: comparability 
of characteristics over time has to consider 
their eventual tendency to be time-related, 
age-related or event-related; in each case, 
the observed change may lead to different 
interpretations. Consequently, in some stu-
dies, in order to maintain comparability of 
characteristics at group level and/or indi-
vidual level, different instruments for 
different conditions (in terms of point of 
time, of individual age, of survey con-
dition, and so) have to be applied 
(Goldstein, 1979). 
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Subjects: individuals should be compa-
rable with themselves; frequently even if 
comparable instruments are available, 
subjects may result incomparable (e.g., 
change in level of understanding). 

Data-collection procedures: adopted 
data-collection techniques (e.g., paper-, 
CATI-, web-questionnaire) should be 
comparable from one occasion to the other; 
this condition is difficult to be completely 
controlled; for example, the interviewers 
may be different from one occasion to the 
other, each interviewer may use different 
approach from one occasion to the other. In 
order to avoid introducing measurement 
errors yielded by interviewers (e.g., in 
classification or/and in coding), careful 
training and detailed instructions should be 
considered and adopted. 

Data-collection instruments: the adop-
ted instruments can be (Webster and 
Bereiter, 1963): 
o identical: they have identically worded 

items presented in the same order and 
the same format to the same/compa-
rable person;  

o matched: they have items matched 
through statistical criterion; in this pers-
pective, identical instruments represent 
a special case of matched ones; 

o not-matched or randomly matched 
instruments.  
The presence of other factors (events 

occurring between the two occasions, me-
mory, learning, survey different conditions, 
change in characteristic definition, and so 
on) could prevent from meeting compara-
bility of instruments and make impracti-
cable the use and application of the same 
instrument. 

Measurement approaches concern (i) 
level of measurement, (ii) type of measure 
and (iii) nature of data. 

Level of measurement: in this case the 
comparability regards 
• the scaling technique: the compara-

bility has to consider that each techni-
que is defined by scale reference (eva-

luation, preference, perception, image, 
judgment), scale type (expression of 
scale: qualitative/quantitative, verbal/ 
graphical), scale range (number of 
levels for scale – in the sense of scale 
discriminant capacity); 

• the scale unit: usually, studies on 
change adopt scales validated in order 
to discriminate individuals at one occa-
sion but not necessarily in order to 
discriminate individual differences. 
Consequently, comparability of original 
scores does not necessarily produce 
comparable differences since the same 
amount of difference may have diffe-
rent meaning at different points of the 
scale. Assessing comparability of scale 
unit is particularly important with refe-
rence to computing and interpreting 
difference scores. Scale unit compara-
bility requires: 
- adopting metrical or, at least, ordi-

nal scale; 
- observing the shape of scores distri-

bution; 
- assessing change on a metric inter-

val scale (equal level of change at 
any level of scale). 

Nevertheless, adopting categorical scale 
in social researches cannot be disregarded 
and need the assessment of scale compa-
rability, even if through a “soft” (not sta-
tistical) approach. 

Types of measures: comparability has to 
consider that two different kinds of 
measures can occur: 
• point measures, obtained for a single 

point in time; the problem is define the 
span of time to which assign the point 
measure; 

• interval measures, involving a count 
of events, or frequency, measured for 
an interval of time; these measures are 
defined in terms of the amount of time 
over which the measurement is taken. 
Nature of data: with reference to the 

theory of data defined by Coombs (Jacoby, 
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1991), in subjective measurement four 
different data can be identified: 
• single stimulus data, produced – for 

example – by subjects’ answers to 
questions on a rating scale, 

• stimulus comparison data, produced by 
comparing each individual with a cha-
racteristic (subject ‘possesses’ x units of 
the characteristic), 

• similarities data, produced by compa-
ring individuals (the degree to which 
two subjects exhibit the same behavior, 
level of life satisfaction, and so on), 

• preferential choice data, produced by 
comparing each individual with a parti-
cular stimulus in terms of preference (a 
subjects likes or prefers a particular 
activity, sport, and so on). 
With reference to repeated data, another 

classification of type of data can be iden-
tified, producing the following categories 
(Lindsey, 1999):13 
• general continuous data: repeated data 

that take the form of quantitative mea-
sures supposed to be any value on the 
defined continuum; however this 
assumption can be met only at a high 
theoretical level; this is particularly true 
in subjective measurement. 

• categorical and count data: the 
obtained data represent the number of 
time a particular event has occurred on 
the same individual; when such res-
ponse are distinguished for the same 
individual by no explanatory variable, 
events can be aggregated as counts (one 
category of event is being observed, 
like a subjective behavior related to 
quality of life perception); one common 
use of counts is to measure rates. 

• duration and survival data: the obtai-
ned data represents a duration (waiting 
time to an event). A history is a series 

of successive events, with the accom-
panying duration between them; the 
study of such processes in subjective 
dimensions requires: a) a continuous 
variable measuring the passed time, b) a 
discrete variable indicating whether an 
event has occurred, or not, at each point 
of time, c) one or more variables indi-
cating relevant information about the 
event. 
Even if useful, this classification is 

difficult to be applied to subjective dimen-
sion measurement. 

Testing comparability with reference to 
the adopted measurement approach is parti-
cularly important in studies on subjective 
change as well as in trend studies when it 
could be very dangerous comparing aggre-
gated individual data over time, with regard 
to a specific characteristic, obtained 
through different approaches. 

In general, meeting comparability con-
ditions is particularly important in studying 
change of subjective dimensions since we 
may reach different conclusions on change 
condition according to different data 
approaches both in trend (involving group 
comparisons) and process (involving indi-
vidual comparisons) approaches. Even if 
level of comparability seems to be less 
severe in trend approach, comparing data 
obtained by different, for example, scaling 
techniques (even if by same questionnaire) 
has to consider the different scale perfor-
mance in discriminating individuals 
(Maggino, 2003). 

All these elements (schematically repre-
sented in figure 10) play a crucial role in 
testing reliability and validity of measu-
rements over time.  
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Figure 10: Elements of comparability to be considered in a study on change 

 
Analytical aspects 
 
The purpose of data analysis in change 

studies is to represent observations in order 
to show regularities of empirical data and 
to come to valid statement about it.  

Data analysis approaches have different 
characteristics with reference to:  
- the defined model, 
- the adopted design, 
- measurement approach (continuous, 

categorical, count and duration data) 
(Lindsey, 1999). 

 
 

Data analysis approaches related to 
model definition 
 
By referring to data analysis 

approaches, we can distinguish between 
two different models: 
 time-related models, which requires 

typical probabilistic approaches, such as 
time series analysis (quantitative approach) 
and turnover table (qualitative approach); 

 change-in-structure models, for which 
multivariate approaches exist. 

Time-series approach. Time series 
analysis is typically applied in analysis of 
dynamic system when many repeated 
measures are observed. The principal goals 
of this analysis are: forecast future trends 
and drawing a possible internal structure of 
the series (Visser, 1985). Time series 
analysis can also be applied in analysis of 
individual change. However, especially 
when each series regards one individual, 
the approach is difficult to be applied since 
(Holtzman, 1963): 
a. time variable can bring other uncon-

trolled variables; 
b. time intervals are arbitrary and, as a 

result, difficult to allow control of 
continuous variables; 

c. repeated observations are not inde-
pendent producing a serial correlation 
and making unusable the great part of 
statistical models.14 
The analysis of individual change 

through time-series approach shows further 
problems regarding statistical inference and 
missing data. 

Mobility/rotation/turnover tables (Chazel 
et al., 1970; Hout, 1983; Hagenaars, 1990). 
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When change is observed through cate-
gorized data, the analysis needs to adopt 
different approaches, like the mobility table 
approach, whose goal is to measure the 
rotation index instead of line parameter 
estimates. 

Multivariate approach. This approach 
is applied when the main point of interest is 
the analysis of consistent changes (in corre-
lation terms) of a set of variables (change-
in-structure analysis).  

An important role in procedure selec-
tion is played by the capacity of the pro-
cedure to deal with complex data structure 
like those yielded by repeated measures. In 
particular, the multivariate analysis of re-
peated measures requires a three-way data 
matrix (Visser, 1985) in which the three 
dimensions represent, respectively, occa-
sions, individuals and variables. Multi-
variate procedures can be distinguished in 
(Visser, 1985): 
• simple descriptive procedures; which 

can be distinguish, from the technical 
point of view, between: 
- numerical techniques, when the des-

cription is based upon numerical 
values of some measures of change; 

- graphical techniques, when the des-
cription is based upon plotting va-
lues of a variable for different mo-
ments on a graph (horizontal and 
vertical axes represent respectively 
time and variable of interest); 

• exploratory procedures, whose goal is 
to represent the change in structure in a 
simple way with low assumptions about 
data; among exploratory methods, Prin-
cipal Component Analysis and Multi-
dimensional Scaling have found parti-
cular versions in order to deal with 
three dimensional matrices; 

• confirmatory procedures, able to test 
more specific models, in particular 
those which explain correlation by cau-
sal relationships (analysis of covariance 
structures). 

Many examples of three-mode analysis 
are available for explorative (three-mode 
factor analysis or dynamical factor analy-
sis, designed for the analysis of multiple 
time series) and confirmative factor analy-
sis (Tucker, 1963; Harris, 1963b; Kaiser, 
1963; Cattell, 1963; Bartholomew and 
Knott, 1999) and for multidimensional sca-
ling (Cox and Cox, 1994). 

The complexity of a three way data 
matrix can be dimensionally reduced. This 
can be done by: 
- selecting one unit for the analysis,  
- selecting one variable on which 

conducting the analysis, 
- reducing individual values into one (for 

each variable), 
- reducing values of several variables 

into one value (for each individual), 
- flattening out: in order to avoid the arbi-

trary decision involved in the pre-
viously presented approaches, yielding 
arbitrary approximations, the data ma-
trix is sliced in three different direction; 
each arrangement is a table in which 
one dimension represents one of the 
original matrix dimension and the other 
represents the Cartesian product of the 
other two dimensions; the resulting three 
tables are transposed in such a way that the 
rows may be interpreted as observations 
and the columns as variables. 
Multivariate approach for experi-

mental data: analysis of variance. Analy-
sis of variance allows analysis of experi-
mental data representing characteristics in 
different and systematically varied condi-
tions at different points of time to be 
accomplished (Visser, 1985). In order to 
apply this approach, the following assump-
tions have to be met: 
o experimental conditions: each indivi-

dual is assumed to be randomly assig-
ned to treatments and to stay in the 
same treatment group during the expe-
riment; 

o statistical characteristics of data: normal 
distribution of observed variables and 
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equal variances and covariances 
between observations over time for all 
individuals. 
When the interest is on differences 

between treatment effects (repeated obser-
vation experimental design) the reference 
approach is multivariate analysis of va-
riance (MANOVA); when the interest is 
also on development of the effects over 
time, the reference approach is a combi-
nation of analysis of variance and regre-
ssion analysis (Bock, 1963). 

 
 

Data analysis approaches related to 
design definition 

 
Data analysis approaches can be mainly 

distinguished according to the adopted 
design; particularly, designs allow analyses 
at two different levels: 
- macro change: analysis of change at 

group level, allowed by repeated 
studies; 

- micro change: analysis of change at 
individual level, allowed only by panel 
studies. 
As described below, each level allows 

different goals to be accomplished (Engel 
and Reinecke, 1996).  

Analysis of macro change: trend 
analysis. The main goal of analysis of 
macro change is to detect and to compare 
trends. The trend is defined as the “change 
expressed as function of time”. Actually, 
the analysis is aimed at the decomposition 
of real trends and irregular trends; parti-
cularly the time variable can be observed in 
term of, or, better, the real trend can be 
decomposed in terms of (Glenn, 1977; 
Menard, 1991; Firebaugh, 1997): 
o period of observation (for instance 

“year”), interpretable as “changes over 
time” effect, that refers to change pro-
duced by influenced related to historical 
age under study; 

o age of observed individuals, interpre-
table as “life cycle and developmental 

changes” effect, that refers to change 
produced by influenced related to age 
(considered as individual life-cycle 
status); 

o cohort: each observed individual is 
member of cohort, defined with refe-
rence to particular conditions (geogra-
phical area, event, time of particular 
event, generation, year of birth, and so 
on) and interpretable in terms of effects. 
Observed cohort difference could be 
interpreted with reference to common 
experiences or reactions of a cohort 
(according to the cohort definition). 
Each of these may represent an expla-

natory effect of change to be considered 
(separately or in combination) in the mo-
del. Synthetically: 
year of birth = year of measurement – years 

cohort = period – age 
Four methods can be identified in order 

to study group trends (Firebaugh, 1997): 
1. trend analysis: analysis of average 

changes in a group over time and 
comparison between different trends 
(coincident, parallel, converging, diver-
ging, crossed trends); 

2. proximate decomposition of trends 
(proximate source of change), distin-
guishing between net change among 
individuals and gross change due to 
group turnover; the analysis is based 
upon linear regression approach; 

3. change decomposition of aggregate 
change in one variable in terms of 
change in levels and effects of other 
variables; the analysis is based on 
decomposition equation regression; 

4. changing-parameter method: analysis 
of change in effects of variables at 
individual level, in order to determine 
the time-dependence of individual-level 
relationships. 
Since repeated studies are based on 

substantially independent samples, trend 
analysis provides sufficient description of 
change but fails in providing empirical 
explanations of change process. 
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Analysis of micro change: process 
analysis. It is not simply a descriptive 
analysis but also explanatory (process 
analysis or internal analysis). The analysis, 
allowed by panel studies, is accomplished 
at individual-level by investigating covaria-
tion over time. By taking into account the 
fundamental constraints aimed at establi-
shing a causal relationship (covariation, 
temporal precedence and non-spurious-
ness), we can observe the following kinds 
of change (Menard, 1991): 
- initiation, referring to the first time that 

a case enters a particular state, 
- escalation/reduction, referring to the 

entry of, respectively, a higher or a 
lower state (on an ordinal scale), 

- suspension, referring to a permanent or 
temporary exit from all states that indi-
cate involvement a particular state; this 
kind of change is not always signi-
ficantly present. 

Collecting data in order to study and 
analyze processes described by this model 
may be difficult because of possible long 
terms occurring. The problem, called ‘left-
hand censoring’, indicates the failure to 
detect a change because it happened before 
the period of data collection. 

Consequently in order to unravel causal 
relationships, it is important to qualify the 
model in terms of adequateness of time lag 
(that is, interval between data collection 
periods of time) in order to allow: 
- change to be detected in a variable 

clearly separated from change in 
another;15 

- an effect to be produced by occurrence 
of cause. 
In order to unravel supposed causal 

relationships by collected data, traditional 
data analysis methods can be classified as 
represented in table 1 (Menard, 1991). 

 
Table 1: Data analysis approaches for causal relationship hypotheses 

Dependent variable Independent variable Methods of analysis 
Differential equations 
Regression 
Multivariate ARIMA time-series 
analysis Quantitative/continuous  

Latent variable structural equation 
models 
ANOVA with ANCOVA Mixed continuous and categorical Regression with dummy variables 
ANOVA 
Nonparametric ANOVA 

Quantitative/continuous

Qualitative/categorical 
Dummy variable regression 
Discriminant analysis 
Logit or probit analysis 
Logistic regression Quantitative/continuous 

Survival/event history analysis 
Log-linear analysis 
Logistic regression Mixed continuous and categorical 
Survival/event history analysis 
Log-linear analysis 
Multistate life table models 

Qualitative/categorical 

Qualitative/categorical 
Survival/event history analysis 

 
Moreover, figures 11 and 12 summa-

rize, respectively, characteristics and 
problems of the two levels of analysis. 
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period age cohort

in terms of

decomposition of trend

detecting and comparing
 trends

objective

trend analysis
proximate decomposition
change decomposition
changing-parameter

methods

analysis of trends

covariation over time

explanation
in terms of

objective

structural equation modeling

method

analysis of process

approaches

 
Figure 11: Objectives and methods to analysis of trend and analysis of process 

 

fails in providing empirical explanations of change process
requires large number of points of time (waves)

comparability of measures

measurement error in terms of

 trend analysis

interval between occasions of data collection (lag time)

at each occasion
between occasions

measurement error

process analysis

problems

 
Figure 12: Problems in analysis of trend and analysis of process 

 
From measuring change to forecasts: 
criticisms 

 
Understanding the theoretical, metho-

dological and analytical aspects in obser-
ving change allows any prediction and 
forecast to be correctly interpreted and 
considered.  

Measuring change may have different 
implications and turn out to be also a useful 
tool for forecasting in the perspective of 
other exercises, like that aimed at modeling 
sustainability of our societies (e.g., mode-
ling relationship between hope, trust and 
identity through the catastrophe theory). In 
this sense, managing the “change” logic re-
presents a good starting point for policies.  

In order to define possible future sce-
narios, modeling the available knowledge 
(theoretical and/or practical) around the 
phenomenon in the right and correct way 
represents a crucial issue. This is particu-
larly true when adopting measuring change 
as the logical perspective allowing and 
supporting the forecasting exercise to be 
pursued.  

However, many issues make the fore-
casting exercise very difficult to manage 
especially in complex contexts like those 
describing quality of life and well-being, 
which require different levels to be consi-
dered (individual, community, environmen-
tal). Among those difficult issues, it should 
be considered that, according to the classic 
scientific explanation, the result of any pre-
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vision can be (i) assessed and explained 
only ex post,16 and (ii) influenced by the 
prevision in itself.17 

Credibility and success of predictions 
depend upon the capacity of identifying the 
elements characterizing a certain reality 
and allowing its complexity to be modeled. 

Actually, the level of knowledge and 
complexity of the reality may cause any 
effort in formulating credible predictions to 
be fruitless and useless. By thinking at 
quality of life and the use of the change 
logic, the elements, which can undermine 
credible and useful predictions, are: 
- overestimating the change in terms of 

tendencies, cadences and trends, 
- underestimating the impact that any 

change can have on the reality, 
- overestimating past experiences, 
- the presence of complex causal sys-

tems, 
- the presence of particular elements 

which cannot be exportable and pro-
jectable. 
That is because in order to face the 

delicate topic of prediction, it is necessary 
identifying different approaches that, rea-
listically, are not strictly aimed at fore-
casting but allow multiple possible futures 
to be obtained by applying an iterative pro-
cess and involving different experts’ 
opinions. 

In particular, to overcome the limits of 
the traditional approaches to prediction, it 
could be useful to adopt alternative approa-
ches like “scenarios analysis”18 which is 
particularly useful in the presence, like it 
happens in the quality-of-life field, of (i) 
phenomena with high levels of complexity 
and uncertainty, (ii) events with low 
possibility but big impacts, and (iii) context 
related to different views and opinions 
(policy level).  

However, the risk in adopting alter-
native approaches is to launch in defining 
scenarios, which turn out to be less 
plausible than utopian, yielded by wishes 
and attracting images.  

A possible approach to 
forecasting through 
complexity: the Futures 
Studies 

 
A very epistemological puzzle 
 
After getting aware of the importance 

of analyzing change for understanding 
possible evolutions of the future, the social 
researcher must, therefore, face a very 
important epistemological problem: can a 
social scientist make social previsions 
without leaving the scientific context? 
Does talking about “prediction” or “fore-
casting” mean necessarily leaving science? 
The answer is not univocal. In order to 
move around this arduous epistemological 
obstacle and to solve this intriguing meta-
scientific puzzle, Futures Studies (FS) can 
represent an interesting solution. 

The main epistemic principle of FS is 
that the future is not just one, because it can 
have many developments. The mission of 
FS is to promote social policies and actions 
for the future well-being of societies 
without “colonizing” the future. For this 
reason, they insist on using the plural 
“futures”. FS do not define themselves as a 
proper science but mainly as a scientific 
discipline (Ammassari, 1969; Barbieri 
Masini, 1986, 1993, 1994, 2000; Lo Presti, 
1998; Bell, 2003, 2004; Rizza, 2003; 
Facioni, 2012). 

Although their research object is 
situated in the future (or rather, in futures), 
the FS base their assertions on elements 
related to the specific context of present 
time. The scientificity of FS lies in the 
accuracy of the methods used in current 
time to build data collected at present time. 
The non-scientificity of FS lies in their own 
object’s collocation in time only (reaching 
well-being in futures). The non-science 
status allows FS to imagine and experiment 
more than in the proper science context 
itself. For this reason, FS can provide 
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precious suggestions to the scientific con-
text as a whole – it also because of their 
natural vocation to inter-disciplinary and 
trans-disciplinary approaches. Although FS 
researchers may also draw inspiration from 
utopias, they can be considered a particular 
kind of social change analysts.   

One of the most important theorists of 
FS was Bertrand de Jouvenel, philosopher 
who founded the periodical Futuribles. In 
his work L’art de la conjecture (de 
Jouvenel, 1964) he theorized the difference 
between desirables (considered as utopia), 
plausible, probable, and possible futures. 
Gaston Berger, another important French 
theorist, stressed the importance of the link 
between policy makers and FS and 
theorized the politically active FS. Ame-
rican theorists gave a great contribution to 
the discipline by developing specific 
techniques (scenarios, Delphi, simulation 
systems) especially thanks to the RAND 
Corporation contribution. Italy also gave 
important contribution to FS through perso-
nalities like Aurelio Peccei – the FIAT 
manager who founded the Club of Rome19), 
Pietro Ferraro – who founded the Italian 
journal Futuribili, and Eleonora Barbieri 
Masini, the sociologist who coordinated the 
World Futures Studies Federation for years 
and  also very important FS researches all 
over the world. 

Regardless the different nationalities of 
the discipline contributors, FS have a natu-
ral vocation to interconnect countries and 
people. For example, the Club of Rome, in 
spite of the Cold War, included both 
Russian and American members.  

Making FS superficially may seem a 
kind of planning (which is a mono-directio-
nal way of deciding on the future), whereas 
they are something very different (and 
difficult). The choices made in FS are 
based on both qualitative and quantitative 
data20, whose sources are reliable (e.g., 
official statistics, experts’ opinions on the 
evolution of social phenomena, etc.). By 
referring to social sciences as a whole, even 

though FS have a interdisciplinary 
approach, their real “methodological voca-
tion” is the trans-disciplinary approach 
(Somerville and Rapport, 2000). The dis-
tinction between the two perspectives is 
marked: unlike interdisciplinary perspec-
tive, trans-disciplinary approach is aimed 
at overcoming the boundaries between 
disciplines, in search of a language, tools 
and even goals and issues. Applying trans-
disciplinary approach represents both a fas-
cinating job and a controversial metho-
dological issue since it aims to reconcile 
different conceptualizations from various 
disciplines. For example, the meaning rela-
ted to different periods (short/medium/long 
term) may be conceived differently in 
sociology, demography, or economics. 
Overcoming the differences requires a big 
trans-disciplinary effort. 

 
Theoretical and methodological issues 

 
FS aim at building better future pers-

pectives by taking into account and analy-
sing the emerging critical issues as well as 
the emerging positive elements in the 
present time.  

From the theoretical point of view, the 
FS recall the principle of value-freedom 
(freedom from value judgment) of the 
scientist (as theorized by Weber).21 Con-
sequently, FS researcher’s education and 
values may have a clear influence on their 
work. This is because FS need to ground on 
values which have to be shared accepted 
through all cultures, so as they can work on 
widely shared goals, leading benefits to 
future generations too. 

 
Futures Studies at work: the social 
research on futures 

 
The “Household, Gender, and Age” 
U.N. project: a Futures Studies’ 
historical landmark 

 
It took ten years (from 1981 to 1991) to 

complete the project “Household, Gender, 
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and Age”. The project size, both in space 
and in time, is remarkable. It must there-
fore be stated that the project was promoted 
by the United States University and 
assisted (in the final stage) by the Division 
for the Advancement of Women, a United 
Nations Bureau in Vienna. 

The initial idea started from the reflec-
tion of three sociologists (Elise Boulding, 
Wenche Barth Eide, and the Frede Chale) 
who noticed how, in many development 
programs, women were effectively 
invisible.  

The project was coordinated by 
Eleonora Barbieri Masini who, in the 
course of the decade, followed a group of 
female researchers in almost all the coun-
tries included in the project (Argentina, 
Brazil, Chile, Colombia, China, Kenya, Sri 
Lanka). The project also included, among 
its main objectives, the education to 
research-on-field of thirty-two fellows, 
who were mostly graduated students.  

Their training, which lasted four 
months, and took place in Chicago and 
Bogotà, was focused not only on the 
research work but also on forming a 
network of women who could support 
women’s empowerment in their own 
countries of origin.  

The research program was organized in 
a series of studies at the national level, all 
based on common goals and methodolo-
gies, in order to guarantee the compara-
bility of results. The life-course approach 
of the project utilized various techniques, 
both qualitative (life-story approach) and 
quantitative (age-cohorts, time-budget ana-
lysis). There were considered four age 
cohorts compared to the year 1985: chil-
dren (0-16 years), young adults (17-39 
years), mature adults (40-59 years) and 
elderly (60 years and over), therefore 
corresponding to stages of existence, in 
analogy with the use of the diagram of 
Lexis in demographic studies (Livi Bacci, 
1981).  

In the final report, David Kertzer 
stressed that the stages of life were defined 
consistently to cultural and biological di-
mensions, however the goal was to under-
stand how people differentiate the course of 
their lives (Kertzer, in Barbieri Masini and 
Stratigos, 1991). This study revealed the 
need to make women economically inde-
pendent as a priority, not only allowing the 
women to enter in the world of work as 
soon as possible, but especially encoura-
ging them to manage themselves their 
money, without allowing, as in the past, the 
family’s men to manage women’s earnings. 
We can assume that it is probably from the 
results of this long-lasting research that the 
policies in support of female entrepre-
neurship in developing countries were 
launched first. 

 
 

Social knowledge, studying change, 
social research methodology and social 
indicators: two recent examples of the 
Futures Studies approach 

 
The FS approach is not only a useful 

exercise of democracy, or a very interesting 
outlook on social sciences, actually it can 
have a solid impact on the citizen’s quality 
of life. 

Moreover, even though the research is 
focused only on present time, the acquired 
knowledge impacts almost certainly, 
through the subsequent [policy] action, on 
the futures.22 In this perspective, resear-
chers, as well as policy makers, have to 
take into account that the conceptualization 
of quality of life can change over time 
(Orsini and Montecolle, 2012). This issue 
seems to become crucial in the delicate role 
that official statistics have in any society. A 
meaningful sign of this clear sensitivity of 
official statistics to futures was the slogan 
of the XI Italian Conference on Statistics: 
“Understanding the present time for 
planning the future” (February 2013). Also 
the Italian Equitable and Sustainable Well-
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being project (Benessere Equo e Sosteni-
bile – BES) aimed at identifying new 
indicators of well-being supporting policy 
decision at country level, as results from 
the cooperation of the Italian National 
Institute of Statistics (ISTAT) and the 
National Council for Economics and 
Labour (CNEL), represents also a clear 
sign of a remarkable sensibility to the 
future issue. The project identified twelve 
key domains where well-being has to be 
observed and monitored: health, education 
and training, work and life balance, eco-
nomic well-being, social relationships, po-
litics and institutions, security, subjective 
well-being, landscape and cultural heritage, 
environment, research and innovation, and 
quality of services.  

The identified indicators include also 
subjective data, the main source of which is 
the ISTAT’S Multipurpose Surveys System 
– especially the Annual Survey on Aspects 
of Everyday Life. The project is actually 
constructing an instrument for policy deci-
sion, which means that is not strictly de-
voted to describing the present but to 
“constructing” the future by looking also at 
not only well-being but also its fair 
distribution and sustainable promotion: the 
selected indicators, by allowing the obser-
vation and monitor of changes, urge what is 
actually a future programme in the pers-
pective highlighted by FS. In other words, 
this project achieves the link between 
quality of life studies, FS and official 
statistics, a logic and pragmatic link, ca-
rried out by the best practices in social 
research. Although the B.E.S. Report repre-
sents a wide-ranging vision, a Futures Stu-
dies approach can be applied (with the 
official statistics back-up) also in order to 
solve a social problem (by introducing a 
change, actually). 

In November 2013 started in Italy the 
social campaign “Recognize the violence”, 
aimed to avoid the violence against women 
in Italy and held on the occasion of the 
International Day for the Elimination of 

Violence against Women, promoted by the 
UN (25 November). It included billboards 
all over the country, the presence in 
national newspapers and the periodical 
press and widespread dissemination on the 
web.  

In spite of the constant decline of the 
value of the homicides rate in Italy, the per-
centages of women murdered by their 
partners (or ex-partners) are remained 
almost the same over the years (ISTAT, 
2013). This needs a particular action able to 
impact on a cultural factor. However, any 
progress in cultural terms takes long time 
to be effective. 

Since the problem needs to find an 
urgent solution, i.e., it is urgent to prevent 
violence against women, a social complain 
has been launched by the government. The 
campaign was accomplished by applying a 
FS approach. The trans-disciplinary action 
adopted put together communication tech-
niques, findings from statistical data, and 
psychology. Since addressing violent men 
was considered useless; the message of the 
social campaign were only addressed to 
women. One of the slogans (“you have just 
one way to change your violent boyfriend: 
replace your boyfriend with another one”) 
reflected official data which refer that 
women who suffer violence from a men 
remain with their partners hoping that he 
will change his attitudes. Again, con-
sistently with official data (ISTAT, 2007) 
referring that violent people often were 
present at violence as children, another 
message of the campaign was “Don’t marry 
a violent man: children learn quickly”. 

 
 

Final remarks 
 
Modeling forecasts in the field of 

quality of life means to: 
- take into account different issues, like 

past events and decisions, current situa-
tion and trends, forces (e.g., policy de-
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cisions) driving change, situations allo-
wing or barring change, continuities 
and discontinuities in actions; 

- look at future in terms of possibilities 
(expressed as probabilities or un/cer-
tainties) and in terms of impacts of 
future events (explored in terms of 
severity, likelihood and timing).  
In this perspective, social research on 

change has a solid methodological appa-
ratus which, however, can have some limit 
in predicting and figuring out future trends. 

As we have seen, predicting change 
values and trends is not possible simply by 
observing those obtained in the past, 
because of the complexity of the observed 
phenomena mainly due to (i) the dimensio-
nality of phenomenon; (ii) the relationships 
between different aspects of the pheno-
menon (linear and non-linear); (iii) the 
causality, which could be direct or indirect; 
and (iv) the interpretation of the entity of 
change (e.g., small change can have great 
impact); (v) the perspective of observation, 
which can be internal/external and 
local/global. 

The critical issues of the forecasting 
exercise are several, also interrelated. 

The theoretic perspective is particularly 
important in order to formulate models. 
However, models formulation shows a risk 
represented by the attraction to simplify the 
line of reasoning especially if also by 
resting on experiences (i.e., “if in the past 
after event A, event B occurred, then we 
can assert that when event A will occur in 
the future, even B will occur as well”). The 

validity of this line of reasoning depend 
upon different issues: (a) in which way 
event A and event B have been defined and 
measured, (b) how many times the 
sequence of events occurred in the past 
(event B after event A), (c) if the descrip-
tion of the phenomenon composed by event 
A and event B is valid also in the future. 

Another critical issue is represented by 
the choice of indicators which can indeed 
determine the correctness of the analysis, 
as well as its failure.  

These, as well as others, critical issues 
suggest that in order to manage the pre-
diction issue in the field of quality of life 
research, a composite structure should be 
defined linking social research methodo-
logy on change to the Social Indicators 
approach and the Future Studies pers-
pective. 

As seen, the logic of social research is 
also applied to para-scientific approaches 
such as the Futures Studies. A correct 
methodological approach is necessary 
indeed for anyone concerned with fore-
casting, because of the possible consequen-
ces of an incorrect forecasting. This re-
minds us to very important scientific topics 
like the risk underlying the cognitive biases 
(Kahneman and Tversky, 1973), as well as 
the complexity of interpretation models 
related to social sciences (Lazarsfeld, 
1946). These issues, however, refer to a 
single, fundamental and inescapable topic: 
the responsibility of the scientific commu-
nity on the welfare of society – including 
the future societies’ one. 

 
Notes 
 
1  Notice that also ordinary least squares 

method is based on a deterministic formu-
lation for an equation defining a line 
(Brown, 1995). 

2  The term ‘map’ in place of ‘function’ is 
usually applied with reference to difference 
equations that associate paired data for 

discrete time. The general form for these 
functions is logistic. 

3  The concept of close points of time in a data 
series refers to time variability of pheno-
mena under study, especially in social 
research. 
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4  The study of qualitative differences between 
classes of graphs connected by continuous 
transformations is part of topology. 

5  A typical example of absorbing state is 
death. 

6  In statistical terms, this requires (Goldstein, 
1979; Firebaugh, 1997; Bryk and 
Raudenbush, 1992): 
- identifying an interpolating line, connec-
ting points for the observed group (indi-
vidual change model), estimating model 
parameters (slope and intercept) in order to 
identify a general modification of characte-
ristic and to analyze differences among 
individuals (general change model). 

7  As reported below, the combination of 
waves and number of involved variables 
defines different kind of model; the simplest 
one is the two-wave two-variable (2W2V) 
model. 

8  Many interesting works analyze data 
obtained by repeated designs in order to 
describe national/regional trends. 

9  Measurement of change at group level may 
be defined principally in terms of compa-
rison or difference between certain group-
descriptions indices (mean, median, etc.). 
Both comparison and difference approaches 
may be carried out by different statistical 
instruments, according to measurement 
levels. 

10 In case of multi-items measures then 

( )∑ −=−=
=

k

i
ii xyXYD

1

 where k represents 

the number of measures. 
11  Residual score allows eliminating negative 

correlation between pretest and difference 
score (Engel and Reinecke, 1996). 

12  The problem can be statistically analyzed by 
studying bivariate distribution of X and Y. 
Particularly, we may determine the cova-
riance between X and the difference score D: 
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X
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that usually is negative when 2
Yσ  is not 

large in comparison to 2
Xσ . 

We have to consider that: 
- with a positive correlation between X and 

Y there will be a negative correlation 
between X and D; 

- individuals with high scores on X tend to 
have lower scores on Y (“regression-to-
mean” effect) and, consequently, negative 
difference scores; 

- the higher 
xyr , the lower 2

Dσ , in other 

words with high 
xyr , D has a low 

reliability; on the other hand if 
xyr  is low, 

D is reliable; this situation produces some 
doubts about validity of original observa-
tions because of low correlation (“relia-
bility-validity dilemma”, Bereiter, 1963). 

It seems that the solution to this problem is 
adopting original scores instead of diffe-
rence scores. Particular conditional distri-
bution of Y, given X, can be used. This can 
be done by considering that difference 
scores can be used for different purposes 
that mainly concern the availability of: 
a. a dependent variable in an experiment, 
b. a criterion variable in a correlation study, 
c. an indicator of deviant development, 
d. an indicator of a particular construct that 

is thought to have significance in a certain 
theoretical framework.  

(In the last case, a multivariate approach 
may be preferred, while in the other ones a 
conditional or partial correlation approach 
may be sufficient). 

13  Traditionally, these kinds of data apply to: 
- survival and reliability studies, when the 

observation on an individual begins when 
the characteristics of interest is first 
diagnosed;  

- incidence studies, when the duration is 
measured from the origin (rate of 
occurrence, obtained by longitudinal 
follow up); 

- prevalence studies, when the interest is on 
the frequency in a population at a given 
point of time (in a fixed population, 
prevalence=incidence X duration). 

Survival and incidence are modeled by 
intensity whereas prevalence by probability. 

14 If the systematic variance of a given obser-
vation depends upon preceding observations 
the time-series defines a Markoff chain (the 
order of which depends upon the number of 
preceding dependence observations). 

15 If the change in both variables occurs in the 
same period, there are different possible 
explanations (Menard, 1991): 



Sociologie Românească, volumul XI, Nr. 3, 2013, pp. 7-39            35 

a. the two variable measure the same thing, 
b. the two variables are spuriously related, 

having a common cause producing 
changes in both, 

c. the length of measurement period does not 
allow to separate the two changes.  

16 The debate on the relationship between 
explanation and forecasting (some authors 
use the term “prediction”, others use “pre-
vision”) is an important part of the wider 
debate on scientific explanation which star-
ted from a paper by Hempel and Oppenheim 
(1948), considered the foundation of scien-
tific explanation view. Among the authors 
who discussed the topic of forecasting in 
this context, it should be cited Scriven 
(1959), Goodman (1959), Nagel (1961), 
Hempel (1965, 1977), Salmon (1971), and 
Coffa (1974). For a very interesting history 
of the debate on scientific explanation, see 
Salmon (Salmon, 1989). 

17 According to Merton’s fundamental 
theorization (Merton, 1949), a forecast itself 
can change the course of events: he stressed 
the theme of the self-fulfilling prophecy, as 
well as the suicide prophecy. Eleonora 
Barbieri Masini (one of the most important 
representative of Futures Studies movement) 
says about: “As well known, science is what 
is experienced, repeatable, and predictable. 
You cannot talk like that in terms of the 
future, because the future is not happened 
yet and is not repeatable and can be much 
less verifiable” (Barbieri Masini, 1986). 
Consequently, it is almost impossible to 
place the research on future strictly within 
the classical scientific explanation’s pers-
pective and it is very difficult to place the 

research on future within the normal prac-
tices of social scientific research. 

18  Generally, the scenario analysis considers 
the following stages: (i) identifying critical 
and external factors (social, technological, 
economic, environmental, and political); (ii) 
identifying alternative futures (forecasts); 
(iii) developing strategies (decisions). The 
first stage represents the crucial step in 
defining admissible scenarios. 

19  The Club of Rome’s report The Limits to 
Growth, developed by M.I.T. scientists 
(Meadows, Meadows, Renders and Behrens, 
1972) was indeed one of the most debated 
scientific report on environment risk of all 
times. It is clearly a non-trivial approach to 
social research indeed: the underlying issues 
are complex and involve many themes 
related to methodology of social sciences. 

20  Sections 1 and 2 describe many of the sta-
tistical techniques FS utilize. Furthermore, 
the discipline developed also its own techni-
ques: the most well-known are with no 
doubt Delphi Method and scenarios. 

21 According to Weber, the scientists must 
explain their ethical and political beliefs and 
their opinions; at the same time, these value-
aspects must never influence, in any way, 
their scientific work. The value-freedom can 
be a very faint boundary even in average 
social research: a thin line clearly crossed by 
FS researchers. Die Obiectivität social-
wissenschaftlicher und sozialpolitischer 
Erkenntnis (Weber, 1904) and Wissenschaft 
als beruf (1917-1919). 

22 For an analysis of subjective well-being 
indicators, see: http://www.fqts.org/dati/doc/ 
128/doc/191.pdf. 
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