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Abstract

This thesis presents and details a smart-city ogiol called KM4City that is a
knowledge model for the city and its data.

The knowledge model pursues the objective of ini@nect data gathered in the city, to
transform it into semantically interoperable inf@tmon.

In fact, a variety of Open/Closed Data informatg&ources are available from public
administrations ranging from structural, statidtita real-time information. In most
cases, this information has different formats, @nés inconsistencies, incompleteness,
and their semantic description is not sufficienatd@omatically compose them to have
integrated global information of the area.

Smart City ontology is not yet standardized, anldtaof research work is needed to
identify models that can easily support the datomeiliation (essential in order to
effectively interconnected data to each other), tt@nagement of the complexity, to
allow the data reasoning. In this thesis, a sy$tendata ingestion and reconciliation of
smart cities related aspects as road graph, seraiaglable on the roads, traffic sensors
etc., is also proposed. The system allows managibmg data volume of data coming
from a variety of sources considering both statid a@ynamic data. These data are
mapped to the presented KM4City ontology, and dgtaméo an RDF-Store where they
are available for applications via SPARQL queris,provide new services to the
citizens via specific applications of public adnstnation and enterprises.

In this thesis, the results that could be obtaibgdpplying the ontology created, are
also shown, which allowed to combine all data patedi by the city of Florence and the
Tuscany region including: maps, traffic status, theaconditions and forecast, parking
status, real time sensors on public and privatecles) point of interests in the city as
museums, monuments, restaurants, hotels, hospatalsput also statistical data like
travel accidents, per street per year. Finallyapplication that take advantage of the
created repository and ontology, will be shown, aihimplement new integrated
services related to mobility.

The dissertation also presented the work perforatealit reconciliation algorithms and
their comparative assessment and selection.

The KM4City ontology realized in this thesis, hdsoabeen involved in the activity of
DISIT lab mainly related to a number of smart @tgjects, especially among them Sii-
Mobility which aims at collecting and exploiting tdaby solving the above mentioned
problems and providing integrated data to be usedriplementing smart city services
for citizens mobility, public administrations, aB#1Es.
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Chapter 1

1. Introduction

In recent years we have witnessed a revolutiordafd”. From the point of view of the
government, in fact, these years were marked byppeaing of data, a topic that is still
the focus of debate between leading experts inviatnan. This theme, nowadays, is
emerging in public opinion: journalism, informatimisualization, territory mapping,

see an opportunity in the public data recoverylityjuand savings.

The Open Government can be considered as the hattotation of e-government, a
process that has characterized the late 90s andall@sed the introduction of
Information and Communication Technology (ICT) imbRc Administrations (PA).
One of the most characteristic aspects of Open @owent, is the Open Data, i.e. the
publication on the Internet, in an open formatthed government agencies data, which
can then be reused by citizens, businesses andRib&c Administrations.

Thanks to the Open Data and their creative reuséh@odevelopment of applications,
an acceleration of the economic development casbbaned: this process allows to see
the Public Administrations also as facilitatorgtod innovation process.

A further contribution to this revolution there wdse to enabling technologies such as
pervasive networks, which have radically changed ltbman life, the acquisition of
knowledge, the way in which works are performed pedple learn. The availability of
newer technology reflect on how the relevant preessshould be performed in the
current fast changing digital era. This leads ®rked of adoption of a variety of smart
solutions in large part of environments to enhatheequality of life and improve the
performance of the citizens.

Due to these facts modern world is indeed full @¥ides, including sensors, actuators,
and processors of data [Zaslavsky et al, 2013]h stancentration of computational
resources allows sensing, capturing, collecting @nadess real-time data from billions
of connected devices, serving many different apfibnis including environmental

monitoring, industrial applications, business aggtibns, and pervasive applications
human-centric.
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Furthermore, the advancement of sciences, engngeand technologies, and the social
and economic activities have collectively creatédreent of data in digital form.

In 2010, the total amount of data on earth exceenexlzettabyte (ZB) [Zikopoulos,
2012]; by end of 2011, this number grew up to 1B3[Reed et al, 2012]. Further, it is
expected that it will reach 35 ZB in 2020.

So, this enormous volumes of data created every plaged a great interest on the
theoretical and practical aspects of extractingskadge from this data sets [Dean and
Ghemawat 2008], and, how to turn this big data phemon into a positive force for

good, has drawn tremendous and intensified intérest an ever increasing set of big
data stakeholders.

No coincidence that in recent years Big Data ha®ine a popular buzzword, thanks
also to the fact that research issues behind by ated big data analysis are embedded
in multi-dimensional scientific and technologicpbses.

In fact the issues related to this new concepthlegsn also widely discussed, especially
those relating to the management of this huge velahdata and what benefits they can
provide in various application fields. For instamtaa streams, coming from ubiquitous
sensors introduced above, can be collected ancegatgd in existing/newly social
networks creating a new generation of networkediaékchis information can be used
to take decisions based on the data itself, ratier based on artificially constructed
models of reality.

In addition, the recent availability of datasets taansportation networks, with high
spatial and temporal resolution, is enabling neseaech activities in the fields of
Territorial Intelligence and Smart Cities, whicimaio improving mobility, a paramount
issue due to the big environmental and social impaeehicular traffic, and to billions
of dollars that traffic congestions cost to theistycevery year [Manyika et al, 2011].

As a result, to the recent availability of high btyaspatiotemporal datasets, coming
from Floating Car Data and other data sources,khdn the advances in sensor
technologies (like Smartphones, GPS handhelds, etw research opportunities are
arising in the direction of smarter solutions faoliity.

Moreover, the local transport system has high s$ocists connected to the
inconvenience of citizens towards mobility soluspribecause the low and/or absent
interoperability among transport management and itoamg systems; mobility
services; services and systems for the transpomjoofls; ordinances and services
(works, hospitals, shopping centers, museums,priyjate transport, rail transport,
parking lots, and the people that move, and dubddimited capacity of the system to
receive and respond to changes in the city arzkas.

Urban data, in fact, represent a large portiorhefdata collected daily in the city, and
they can be seen as data for cities, that areiablgitagged to space and time.
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The concept of Big Data and Smart City are in feosely related: a report of the
United Nations (UN) has in fact shown that, by 2060% of the global population will
live in urban areas; in spite of occupying only 2% the Earth, these cities are
responsible for 70% of global energy consumption gneenhouse gas emissions
[Liguria, 2014].
Therefore it is important that cities embark oraghgthat will lead them to increase their
“intelligence" or Smartness. A city is "intelligesicor smart, if it intelligently manages
economic activities, mobility, environmental resmes, relationships between people,
policies of housing and method of administration.
For the Spanish economist Gildo Seisdedos Dominghezconcept of Smart City is
based essentially on the efficiency which in twased on business management, ICT
integration and active participation of citizensf@gliu et al, 2009], [Komninos, 2002].
This implies a new kind of governance with the ilwement of citizens in authentic
public policy.
Historically, the Smart City project was born irtivorld over 5 years ago, with the city
of Rio de Janeiro, which acted as a pioneer of firek examples of “smart”
implementation of technology in order to improvergounity life and reduce waste in
many different areas, ranging from the energy setdothat of waste management
[Jenny, 2014].
Europe, instead, started in 2009 to talk about I'shaad to devote the first investments
in projects to "smart" implementations. Projectsnmtyaconcern the eco-sustainability,
the reduction of environmental waste and improvdmépublic transport planning; the
European Union provides for a total expenditure ih&@etween 10 and 12 billion euros
over a period of time that extends until 2020.
Cities must therefore take charge of the greatlpmlof managing scarce resources and
providing critical public services such as secuytitgnsportation, energy and water.
Here are a few examples of how Big Data technotmyyd improve our cities:
= Public Safety:the efficiency of police and fire services couitprove, by
capturing and correlating all the data coming frdifferent systems installed in
the city including surveillance cameras, emergewnelyicle GPS tracking and
fire and smoke sensors.
= Urban transportation: through real time data capture and the manageonfent
signals from video cameras and magnetic sensatallats in the road network,
GPS systems could be used to track the locatiguublic buses. Equally, social
media monitoring systems could enable us to flagodest organized on social
networks and therefore, facilitate the managemérmiotential traffic jams by
changing bus routes, modifying traffic light sequesm and delivering
information to drivers via mobile apps indicatingpeaoximate driving times and
giving alternative routes.
=  Water management:by analyzing the data coming from metering systems
pressure or PH sensors installed in water suppiyarks and video cameras
situated in water treatment plants, it would bespde to optimize water
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management detecting leaks, reducing water consoimahd mitigating sewer
overflow.

= Energy managementwith all data coming from smart electric metarstalled
in customer’s homes, as well as meteorological aza platforms, it would be
possible to optimize energy production, dependingdemand, which would
help us to maximize the integration of renewablergy resources like wind and
solar energy.

= Urban waste managementby gathering data in real time from sensors, that
detect the container filling level and comparintpithe historical data and usage
trends, it would be possible to forecast the idiae for emptying each
individual container and optimize waste collectrontes.

= Public Sentiment Analysis:by analyzing social media networks and blogs and
then using Big Data technologies, cities would ble & measure public opinion
on key issues and services, such as public trarajoor, waste management or
public safety allowing them to priorities and shaodécy.

But the results that can be achieved with a widsspruse of Big Data analysis, are
varied and more extensive than those presenteccabimese can translate into creating
values in healthcare, improving the productivitymanufacturing, accelerating the pace
of scientific discoveries for life and physical etes, developing a competitive edge
for business, retail, or service industries, andiovating in education, media,
transportation, or government.

To reduce the social costs and to make cities emarervices must be optimized, for
example using integrated information, greater operability and integration among
systems, and establishing a dialogue with the conimines and individual citizens.

In fact, most of the public and private data setan which a city can take advantage,
are not semantically interoperable: this means ¢van if they are ingested within a
single Knowledge base, identical concepts may hecaonected, and thus leading to
the impossibility of making global inference andidetions on the knowledge base.

To better clarify, the ingestion of multiple operatal to obtain a semantically
interoperable model grounded on a common ontolbgwadel is a well-known
complexity. In fact, differences in semantics can due to differences in formats,
coding elements (different ID formats), naming,gdaages and concepts. Concepts may
come from different context, sectors and languaagesPA, mobility and transport,
commercial, cultural heritage, social media. Thiseem has to be addressed at the first
ingestion and update: during data linking the ascasd exploitation of well-known
data/references (e.g., dpPedia, Europeana, Geonagte3 can be of help in
disambiguating, but also unified thesaurus and hsotbn be of help, such as Babelnet
[BABELNET], OSIM [OSIM] and EuroVoc [EUROVOC].

It is clear that, if data collected are not madmastically interconnected, the "city"
ecosystem will not be able to begin its "smarteh@sscess, and therefore will not
become a real Smart City.



Architecture and Knowledge Modelling for Smart City R1

The purpose of this thesis is therefore to prowdmntribution to the resolution of the
problems just seen, through the implementation ofaschitecture that allows to
integrate and especially interconnect within a Ilgingepository, all the information
coming mainly from the various sensors installedities, from public administrations,
and from the public transport companies.

The research project is conducted in the contexhef“Telematics and Information
Society” PhD programme at the University of Florenc

The thesis is divided into two parts, state ofdhteand discussion of the work.

The first part of this report describes the techgis relevant to the topics discussed,
that is Big Data, Open Data and Linked Data.

In Chapter 2, in fact, the work done in the Big ®é&tld is presented, along with a
review of existing solutions. In the same chap@pen Data and Linked Data are
discussed, because they allow the definition ok#d-defined model for the data on the
Web, such as RDF. RDF is in fact the framework dmctv is based the storage
component of the presented architecture.

In Chapter 3 will present the most important datatbkat have been analyzed and
processed during the research period and in Chapténe concept of ontology is
explained, along with the state of the art of tixésteng ontologies and knowledge
models relating to Smart City. After that, in thearge chapter, th&m4City ontology
[Bellini et al., 2014] is presented in detail: @present the focus of work and research
carried out for over a year. In the same chaptaalss provided a hint to the I1ISO
standard on Smart City, which is still being fizal.

Chapter 5 is the heart of the second part of thseishit is the chapter where the whole
architecture built, is presented; at each stagesdife cycle a section of the chapter is
dedicated, in order to clarify for each, what ssptirpose and why it was developed.

In Chapter 6 are then presented the experimentslucted on the architecture
developed, and it is also explained howKme4Cityontology will be used in the project
SiiMobility, a project cofounded by Italian Ministry of Instriact, University and
Research. The consequent results are presentecvahgated with regard to their
significance and quality, also in Chapter 6.

Finally, Chapter 7 presents some future projectdenmessible by the exploitation of the
interconnected triplestore that was created.
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Chapter 2

2. Enabling Technology

In the previous chapter some concepts have beerduded, which are fundamental for
the research carried out in these years, and wdmehtherefore key argoments to the
proper understanding of the work performed.

This chapter is then dedicated to these argumantkit has the purpose of providing a
sufficient description to facilitate understandofghe remaining part of this thesis.
Initially, issues related t&8ig Data will be discussed as well as issues related theret
subsequently current issues@gsen GovernmerdndOpen Datawill be introduced, up
to reach a wider concept bmked Data

2.1 Big Data

The management of huge and growing volumes ofidaachallenge since many years,
whereas nowadays no long term solutions have merdf[Bellini et al., 2013A]. The
term “Big Data” initially referred to huge volumes data that have size beyond the
capabilities of current database technologies,essieely for “Big Data” problems one
referred to the problems that present a combinatidarge volume of data to be treated
in short time. When one establish that data havéeaocollected and stored at an
impressive rate, it is clear that the biggest emae is not only about the storage and
management; their analysis and the extraction cdrngful values, deductions and
actions is in reality the main challenge. Big dptablems were mostly related to the
presence of unstructured data, i.e. informationt igher do not have a default
schema/template or do not adapt well to relatidables; it is therefore necessary to
turn to analysis techniques for unstructured dataddress these problems.

Recently the big data problems are characterize@ lspmbination of the so called
3V’s: volume velocity, variety, and then a forth V has been addedriability. In
substance, every day a largelumeof information is produced and this data need a
sustainable access, process and preservation aggdodthevelocity of their arrival,
therefore the management of large volume of dateighe only problem. Moreover,
the variety of data, metadata, access rights and associatmgpwting, formats,
semantics and software tools for visualization, Hrelvariability in structure and data
models, significantly increase the level of complexf these problems. The first V,
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volume describes the large amount of data generatednfiiduals, groups and
organizations. The volume of data being storedyasl@xploding. For example in the
year 2000 were generated and stored about 800.8tbyRes of data in the world
[Eaton et al., 2012] and experts estimated thahényear 2020, about 35 ZettaByte of
data will be produced. The second W&locity, refers to speed at which Big data are
collected, processed and elaborated, may be haondiant flow of massive data that
are impossible to be processed with traditionalutsmhs. For this reason, it not
important only to consider “where” the data areedp but also “how” they are stored.
The third V,variety, is concerned to the proliferation of data typesnf social, mobile
sources, machine-to-machine and traditional dattdre part of it. With the explosion
of Social Networks, smart devices, sensors, data become complex, because it
includes raw, semi-structured and unstructured ttata log files, web pages, search
indexes, cross media, emails, documents, forumssarah.Variety represents all type
of data and usually the enterprises must be aldmatyze all them, if they want to gain
advantages. Finallyvariability, the last V, refers to data unpredictability andhbw
these may change in the years, following the implatiation of the architecture.
Moreover, the concept of variability can be conedctto assigning a variable
interpretation to the data and to the confusioeated in big data Analysis, referring for
example, to different meanings in Natural Langutdgeg some data may have. These
four properties can be considered orthogonal aspafctlata storage, processing and
analysis and it is also interesting that increasiagety and variability, also increases
the attractiveness of data and their potentialityproviding hidden and unexpected
information/meanings.

Especially in science, the need of newfrastructures for global research ddt#hat
can achieve interoperability, and to overcome tingitdtions related to language,
methodology and guidelines (policy), would be nekdieshort time. To cope with these
types of complexities, several different technigaed tools may be needed, they have
to be composed and new specific algorithms andtieaki defined and implemented.
The wide range of problems and the specifics nesle almost impossible to identify
unique architectures and solutions adaptable tpaasible applicative areas. Moreover,
not only the number of application areas, so difierfrom each other, but also the
different channels through which data are dailjeotéd, increases the difficulties of
companies and developers to identify which is tgbtrway to achieve relevant results
from the accessible data. Therefore, this chaterbe a useful tool for supporting the
researchers and technicians in making decisionsitabetting up some big data
infrastructure and solutions. To this end, it canvery helpful to have an overview
about big data techniques; it can be used as aofauideline to better understand
possible differences and relevant best featuresgrtitee many needed and proposed by
the product as the key aspects of big data sokitidmese can be regarded as
requirements and needs according of which therdiftesolutions can be compared and
assessed, in accordance with the case study apmjibcation domain.
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To this end, and to better understand the impabigftiata science and solutions, in the
following, a number ofexamples describing major applicative domains taking
advantage from the big data technologies and smhstiare reported: education and
training, cultural heritage, social media and sdcretworking, health care, research
on brain, financial and business, marketing andiaomarketing, security, smart cities
and mobility, etc.

Big data technologies have the potential to revahite educationEducational data
like students' performance, mechanics of learnimd) answers to different pedagogical
strategies, can provide an improved understandirgjualents’ knowledge and accurate
assessments of their progress. These data cahafsalentify clusters of students with
similar learning style or difficulties, thus defing a new form of customized education
based on sharing resources and supported by cotomalanodels. The proposed new
models of teaching in [Woolf, Baker and Gianchamdaf10] are trying to take into
account, student profile and performance, pedagbgicd psychological and learning
mechanisms, to define personalized instruction sesirand activities that meets the
different needs of different individual studentgleam groups. In fact, in recent years, it
has been affirmed in the educational the approactoliect, mine and analyze large
datasets, in order to provide new tools and inféionato the key stakeholders in
education. This data analysis can provide an isangaunderstanding of students'
knowledge, improve the assessments of their pregeesl can help focus questions in
education and psychology; such as the method ofileg or how different students
respond to different pedagogical strategies. Thiected data can also be used to define
models to understand what students actually knodviarderstand how to enrich this
knowledge, and assess which of the adopted tecbsican be effective in whose cases,
and finally produce a case by case action platerims of big data, a large variety and
variability of data is present to take into accoalhtevents in the students’ career; the
data volume is also an additional factor. Anottesater of interest, in this field, is the e-
learning domain, where are defined two mainly kimdsusers: the learners and the
learning providers [[Hanna, 2004]. All personal dstaf learners and the online
learning providers' information are stored in spedatabase, so applying data mining
with e-learning can be able to realize teachinggrams targeted to particular interests
and needs through an efficient decision making.

For the management of large amountsuwdfural heritage information data, Europeana
has been created with over then 20 millions of @snhindexed which can be retrieve in
real time. Each of them was early modelled witingpte metadata model, ESE, while a
new and more complete models called EDM (Europdaata Model) with a set of

semantic relationships is going to be adopted e 2613 [Europeana]. A number of
projects and activities are connected to Europewtaork to aggregate content and
tools. Among them ECLAP [Belllini, Nesi, 2014] is lzest practice network, that
collected not only content metadata for Europeartadnl content files from over then
35 different institutions having different metadats and over than 500 file formats. A
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total of more than 1 million of cross media itenssgoing to be collected with an
average of some hundreds of metadata each, thukirrgsin billions of information
elements and multiple relationships among themetgieried, navigated and accessed
in real time by a large community of users [ECLABEIlini, Cenni and Nesi, 2012].

The volume of data generated dncial networkis great and with a highly variability in
the data flow over time and space, due to humatorfae.g., Facebook receives 3
billion uploads per month, which corresponds torapjmnately 3600TB/year. Search
engines companies like Google and Yahoo! colleeryday trillions of bytes of data,
around which real new business is developed, offeuseful services to its users and
companies in real time [Mislove, Gummandi and Dhetc2006]. From these large
amounts of data collected through social netwoekg.( Facebook, Twitter, MySpace),
social media and big data solutions may estimaée uber collective profiles and
behavior, analyze product acceptance, evaluataniduket trend, keep trace of user
movements, extract unexpected correlations, ewaltia¢ models of influence, and
perform different kinds of predictions [DomingosD5]. Social media data can be
exploited by considering geo-referenced informatoi Natural Language Processing
for analyzing and interpreting urban living: massiwlk movements, activities of the
different communities in the city, movements dudatge public events, assessment of
the city infrastructures, etc. [laconesi and Persk012]. In a broader sense by this
information is possible to extract knowledge antadalationships, by improving the
activity of query answering.

For example irHealthcare/Medical field large amount of information about patients’
medical histories, symptomatology, diagnoses asplamses to treatments and therapies
is collected. Data mining techniques might be im@ated to derive knowledge from
this data in order to either identify new interegtpatterns in infection control data or to
examine reporting practices [Obenshain, 2004]. doee, predictive models can be
used as detection tools exploitiigectronic Patient Record (EPR) accumulated for
each person of the area, and taking into accoendttitistical data. Similar solutions can
be adopted as decision support for specific tremge diagnosis or to produce effective
plans for chronic disease management, enhancinguiéy of healthcare and lower its
cost. This activity may allow detecting the inceptiof critical conditions for the
observed people over the whole population: In [Metrel., 2009], techniques to the fast
access and extraction of information from eventdg from medical processes, to
produce easily interpretable models, using partitig, clustering and pre-processing
techniques have been investigated. In medical,fietghecially hospital, run time data
are used to support the analysis of existing psessMoreover, to take into account
genomic aspects and EPR for millions of patierdsiseto cope with big data problems.
For genome sequencing activities (HTS, high thrpughsequencing) that produce
several hundreds of millions of small sequencesea data structure for indexing
called Gkarrays [Rivals et al., 2012], has beermppsed, with the aim of improving
classical indexing system such as hash table. @bpt@n of sparse hash tables is not
enough to index huge collections of k-mer (sub-wofda given length k in a DNA
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sequence, which represent the minimum unit acces$edrefore, new data structure
have been proposed, that based on three arrayirghfor storing the start position of
each k-mer, the second as an inverted array afiomigg any k-mer from a position in
a read, and the last records the interval of mositf each distinct k-mer, in sorted
order. This structure allowed obtaining in consténte, the number of reads that
contain a k-mer. A project of the University of Salrg with the National Institute of
sick of Salzburg studies how to apply machine legrtechniques to the evaluation of
large amounts of tomographic images generated byputer [Zinterhof, 2012]. The
idea is to apply proven techniques of machine legrfor image segmentation, in the
field of computer tomography.

In several areas dafcience and researclsuch as astronomy (automated sky survey),
sociology (web log analysis of behavioural dataj aruroscience (genetic and neuro-
imaging data analysis) the aim of big data analigste extract meaning from data and
determine what actions take. To cope with the laageount of experimental data
produced by research experiments, the Universitynthilier started the ZENITH
project [Zenith], that adopts a hybrid architectp&p/cloud [Valduriez, Pacitti, 2005].
The idea of Zenith is to exploit p2p to facilitdtee collaborative nature of scientific
data, centralized control, and use the potengaliof computing, storage and network
resources in the Cloud model, to manage and an#étysdarge amount of data. The
storage infrastructure used in [De Witt et al., 20 called CASTOR, and allows the
management of metadata related to scientific fdésexperiments at CERN. For
example, the database of RAL (Rutherford Appletabdratory) uses a single table for
storing 20GB (which reproduces the hierarchicalctire of the file), that runs about
500 transactions per second on 6 clusters. Withitkheesasing number of digital
scientific data, one of the most important chales¢s the digital preservation and for
this purpose is in progress the SCAPE (SCAlablesd?uation Environment) project
[SCAPE Project]. The platform provides an exterssibifrastructure to achieve the
conservation of workflow information of large volenof data. The AzureBrain project
[Antoniu et al., 2010] aims to explore cloud compgttechniques for the analysis of
data from genetic and neuroimaging domains, bo#nadterized by a large number of
variables. The Projectome project, connected wignHuman Brain Project, HBP,
aims to set up a high performance infrastructurepfocessing and visualizing neuro-
anatomical information obtained by using co focdtraumicroscopy techniques
[Silvestri et al., 2012], the solution is connecteith the modelling of knowledge of and
information related to rat brains. Here, the singtk@age scan of a mouse is more than
1Tbyte and it is 1000 smaller than a human brain.

The task of finding patterns ibusiness datain not new, today is getting a larger
relevance because enterprises are collecting anduging huge amount of data
including massive contextual information, thus takinto account a larger number of
variables. Using data to understand and improvénbss operations, profitability and
growth is a great opportunity and a challenge iol\e@ag. The continuous collection of
large amounts of data(business transaction, salassdction, user behaviour),
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widespread use of networking technologies and ceenpuand design of big data
warehouse and data mart have created enormoudlablal assets. An interesting
possibility to extract from these data meaningfformation, could be the use of
machine learning techniques in the context of ngrbnsiness data [Bose et al., 2001],
or also to use an alternative approach of strudtul@a mining to model classes of
customers in client databases using fuzzy clugjeaimd fuzzy decision making [Setnes
et al.,, 2001]. These data can be analyzed in otledefine prediction about the
behaviour of users, to identify buying pattern oélividual/group customers and to
provide new custom services [Bose et al., 2001]rddweer, in recent years, the major
market analysts conduct their business investigatwith data that are not stored within
the classic RDBMS (Relational DataBase Managemgsitie$), due to the increase of
various and new types of information. Analysis ofbwusers behaviour, customer
loyalty programs, the technology of remote sensmreyments into blogs and opinions
shared on the network are contributing to createew business model callesbcial
media marketingand the companies must properly manage thesematan, with the
corresponding potential for new understanding, Bximize the business value of the
data [Domingos, 2005]. In financial field, insteadyestment and business plans may
be created thanks to predictive models derivedgunhniques of reasoning and used
to discover meaningful and interesting patternisusiness data.

Big data technologies have been adopted to findtisols tologistic and mobility
managementand optimization of multimodal transport networks the context of
Smart Cities. A data-centric approach can also feelpnhancing the efficiency and the
dependability of a transportation system. In futpugh the analysis and visualization
of detailed road network data and the use of aipired model it is possible to achieve
an intelligent transportation environment. Furtherey through the merging of high-
fidelity geographical stored data and real-timessemetworks scattered data, it can be
made an efficient urban planning system that miklipuand private transportation,
offering people more flexible solutions. This nevaywof travelling has interesting
implications for energy and environment. The arialya the huge amount of data
collected from the metropolitan multimodal trangpbon infrastructure, augmented
with data coming from sensors, GPS positions, aetan be used to facilitate the
movements of people via local public transportasolutions and private vehicles [Liu,
Biderman and Ratti, 2009]. The idea is to providielligent real time information to
improve traveller experience and operational efficies (see for example the solutions
for the cities of Amsterdam, Berlin, Copenhagerg &hent). In this way, in fact, is
possible in order to use the big-data both as twestioand real-time data for the
applications of machine learning algorithms aimedraffic state estimation/planning
and also to detect unpredicted phenomena in ecmrffly accurate way to support near
real-time decisions.

In security field,Intelligence, Surveillance, and Reconnaissanq¢SR) define topics
that are well suited for data-centric computatioaahlyses. Using analysis tools for
video and image retrieval, it is possible to esshbhlert for activity and event of
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interest. Moreover, intelligence services can Usesé data to detect and combine
special patterns and trends, in order to recogtmsats and to assess the capabilities
and vulnerabilities with the aim to increase theusity level of a nation [Bryant et al.,
2010].

In the field of energy resources optimizationand environmental monitoring, very
important are the data related to the consumptiaiextricity. The analysis of a set of
load profiles and geo-referenced information, vagpropriate data mining techniques
[Figueireido, Rodrigues and Vale, 2005], and thestaction of predictive models
from that data, could define intelligent distrilmrtistrategies in order to lower costs and
improve the quality of life in this field, anothgossible solution is an approach that
provides for the adoption of a conceptual modebfemart grid data management based
on the main features of a cloud computing platfosanch as collection and real-time
management of distributed data, parallel procesi&ingesearch and interpretation of
information, multiple and ubiquitous access [Rusik®, Eger and Gerdes, 2010].

In the above overview about some of the applicatiomains for big data technologies,
it is evident that to cope with those problems savdifferent kinds of solutions and
specific products have been developed. Moreoverctimplexity and the variability of
the problems have been addressed with a combinafiatifferent open source or
proprietary solutions, since presently there is amtultimate solution to the big data
problem that includes in an integrated manner dgthering, mining, analysis,
processing, accessing, publication and renderingolild be therefore extremely useful
a “map” of the hot spots to be taken into accoduatjng the design process and the
creation of these architectures, that helps thienieal staff to orient themselves in the
wide range of products accessible on internet araffered by the market. To this aim,
we have tried to identify the main features that characterize architectures for solving
a big data problem, depending on the source of datthe type of processing required,
and on the application context in which shoulddeperate.

2.2 Open Data

A term that often goes hand in hand with Big Dat®pen Data, in fact, looking around
Is now clear that the data published daily on tled vwwvith the goal of interoperability
are growing increasingly; often however the comreitinto openness remains implicit.
In fact, despite the strong effort, the data amelyaavailable in such a way as to
facilitate its use by third parties.

Within small groups of data, the exchange can lpelated by existing social norms,
but in a much larger scale like the web, licengesraquired which make explicit the
basic conditions for the use of these data.

In the figure below, the possible licenses attable to Open Data are listed. One thing
to remember is that there is a substantial diffeeemetween "public” data and "open”
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data, so it is always good practice to check tpe tf license associated with the single
dataset, before using them.

LEGAL TOOLS FOR OPEN DATA

licenses public domain
,.a-/ ‘-\\\ waivers

requiring requiring |
attribution and attribution only :

share-alike ?.rm'-“-ng "

+ CC by an anltlcla! iy i

« CC by-sa * 0DC by pUbic Caman
+ ODC ODbL « OGL (uk) « CCO i
+ IODL 1.0 (it) = 10DL 2.0 (it) + QDC PDDI

= LIP (ff)

Figure 1 - Legal tool for Open Data

The data are public when there is an actual puldivain waivers, that is a waiver that
can be precisely indicated by the specificatiork la¢ copyright or the Creative
Commons 0 (CCO0) [CCO] exactly where it is specitieat:

..."the person who associated a work with this deed dedicated the

work to the public domain by waiving all of histwer rights to the work

worldwide under copyright law, including all relateand neighboring

rights, to the extent allowed by law.”
With regard to licensing, the most frequently ussdhe Open Data can be divided into
two groups:

e Licenses that require the attribution of the warkhe author and sharing as it is
e Licenses that require only the attribution of therkwto the author.

Among the most commonly used licenses belongingh&ofirst group, there is the
Creative Common by Share Alike (CC - By SA), with latest version, i.e. 4.0 [CCSA]
that allows to share, that is copy and redistriltheematerial in any medium or format,
and to adapt, to be precise, remix, transform, lami¢td upon the material, per any
purpose, even commercially. The most importantgisrthat appropriate credit must be
given, providing a link to the license, and indezhif some changes were made
The ODbL (Open Database License) is instead aratraplex license but well done,
and can effectively implement the copyleft modetha field of databases. It contains a
number of contract terms reflecting the model & lisenses Attribution Share Alike
proposed by Creative Common. It only license tigatd to the database; therefore, in
the case of a database containing creative wonkerder to ensure a free use of the
entire work, it is appropriate to apply anotheetise on the works contained in the
database itself.
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Finally, one of the most interesting Italian pifpbjects in the field of licensing, is the
one initiated by the Piedmont Region, which hasrged the IODL - Italian Open Data
License, which is also inspired by the model Atitibn - Share Alike [ShareAlike].

The most frequently used license among those belgntp the second group, is
certainly the Creative Common Attribution (CC B®QA] with which the data sharing

Is permitted, that is copy and redistribute theemal in any medium or format and

Adapt it through operations such as remix, tramsfaand build upon the material for
any purpose, even commercially; in any case it gppropriate credit is mandatory as
well as to provide a link to the license, and iadkcif changes were made.

Open Data is a concept that is taking field in masi sectors. Certainly in the area of
Government is a hot topic, in fact, in recent yeaesarly all nations of the world have
developed their own "Open Data" strategy in oraeintcrease the transparency and
efficiency of the governments themselves,

but above all to have the opportunity to defineesv melationship between citizens and
public administration.

In addition, the Open Data is a central elemetihénstrategies of e-Government, which
is essential to encourage greater transparencylnmnastrative act (thanks to which
liability is promoted by providing citizens with farmation about the activities of
public administration),the active participation @fizens in decision-making processes
of government to make available online public data, stakeholders (citizens,
organizations, businesses), with a steady increds#atasets exposed to the end of
promotion and economic development.

Even though the expected impact is still limitddsiclear that the strategy to publish
public data in reusable format, can produce newvative enterprises.

The Helsinki Region Infoshare is the metropolitagaain the Finnish capital and it is a
perfect example of how government can support logabvation through Open Data.
The datasets released in the last four years bitelemi governments in the region of
Helsinki, are in total 1100 which provide data ésearchers and developers across a
large number of urban phenomena, from the labareféoo transport, up to public and
private housing. Making transparent and open pdrtthe daily work of the
administrations involved, is a priority of the peof, which is gradually changing the
way the different departments and municipal sessigerk, by acting as a true "Google
Data Helsinki", as stated by the director Asta Maan.

The Helsinki Region Infoshare allowed through hisiams, the birth of a number of
applications related primarily to public transparid land management, such as that
made by HSY [HSY] that has crossed date relatdautiolings construction and age of
residents to structure policies most effective mvimnmental terms of energy saving
and especially in the suburbs or where there averlaverage incomers.

The action of local governments in favor to inctusand quality of urban life, however,
is not confined to encourage the use of new tecgmd, but to integrate them into its
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administrative activities in an innovative way, damng it with an approach to dealing
with citizens tense to facilitate the participatiohthe latter in public life [D’Antonio
and Tanskanen, 2014].

Also in the definition process of how scientifict@@an be published and reused freely,
the term Open Data is making strong field. In thesnaof scientific research there was a
great effort to get to define Open data more adelyand certainly this effort will be
intensified in the coming years. In this contekie Open Data are essential especially
for reuse, that is, the ability to reuse data frother searches, without explicit
authorization, in order to aggregate them in otkatabases, use them during
simulations, or for so-called "mashups”, i.e. tlmbination of data from different
sources to derive new insights.

Undoubtedly Open Data lead to many benefits. Oni@imost important is related to
interoperability and to maximize efficiency in dataege. Assuming, in fact, a cost
associated with the collection of data, this wikgntially divided for each application
that use it. Especially in the public sector thessts are covered by taxes that citizens
pay, and it is therefore proper to give them evideof the work done by contributions
but also give them the opportunity to know and the# data.

The open data also generate innovation, becauseatigethe first step towards the
realization of applications not foreseen; innovatiseas are unexpected and open data
can unleash their proliferation.

The control over data quality and data correctiessother advantage very attractive:
more eyes and more users can locate errors anectalata, even after years of their
functional testing.

It is evident that especially in scientific fieldihere the data contained in articles are
considered facts and therefore they are not colptaide, and where the most important
research involving in most cases "Date That belmnthe human race", such as, for
example, genomes, data on organisms, medical sgiesmmvironmental data, the
definition of Open Data and their use assumes atg@rsignificance. The scientific data
are a good of the community and as such shoulddatyfavailable to those who want
to contribute to their improvement. Also in theestific research, the rate of discovery
is accelerated by better access to data [Kaupmhah, 2011].

2.3 Linked Data

The large publication of Open Data has opened the af the information sharing. As
seen above, most of the Open data are publishggsrnmental organizations, in file
formats such as: html, xml, csv, shp, etc., andcally provide information that may
present links to web resources. These links aredifp coded as un-typed hyperlinks,
URLs (Uniform Resource Locators).
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Interoperability is one of the most important adeges of open data model, but the
data, if isolated, have little value; vice verdaeit value increases significantly when
different data set, independently produced and iglidl by various parties, can be
crossed by third parties. To enable reuse of dittasets must be able to combine and
mix freely. Data must then be linked together, ldsthing a direct link when the data
refer to identical objects (but they come from eliéint sources) or otherwise related to
each other.

The World Wide Web has dramatically changed the way share knowledge,
eliminating the barriers to publishing and provgliaccess to documents as part of a
global information space.

Despite the indisputable benefits that the webrsffantil recently the same principles
that have enabled the Web of documents to flouhiglie not been applied to the data.
Traditionally, data published on the Web are magslable as dumps in formats such
as CSV or XML, or marked as HTML tables, sacrifgimuch of its structure and
semantics. In traditional Web, the nature of th&atmenship between two linked
documents is implicit, and the data format, or HTMLnhot expressive enough to allow
individual entities described in a paper to be @mted via links to related entities.
However, in recent years the web has evolved frgiolaal information space of linked
documents to one in which both documents and dataanected. At the base of this
evolution, there is a set of best practices forliphlmg and connecting structured data
on the Web known as Linked Data.

In 2006, Tim Berners-Lee published the Linked Oadaciples [Berners-Lee, 2006], as
a model to stimulate the process of making acclessihd sharing data as digital
resources on the web and from them establishirigs limith semantically connected
sources via URI (Uniform Resource Identifiers) [@izet al., 2009]. In other words,
Linked Data expresses a method of exposing, sharoapnecting data, via
dereferentiable URI, where the term dereferentiallecates that they provide access to
a resource, exactly identified by the URI. The ladkData are basically data published
on the web that machines are able to read andoieterand the meaning of which is
explicitly defined by a string consisting of woralsd markers.

On this wave, the data publication moved towarésdiffusion of Linked Data, opening
to the construction of Linked Data repositories ahds for creating a globally
connected and distributed data space with integragmantics. The result of this
process is then a network of linked data, exadhigt belong to a domain or initial
context, which is in turn connected to other seexternal data, of a different domain,
within a context of relations more and more extehde

To give you an idea of how this network has evohmer the recent years, an
interesting project was realized: the LOD cloudgdén. The image in Figure 2 shows
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the diagram of the data sets that have been peblish Linked Data format, by
employees of the Linking Open Data community projaed other individuals and
organizations. It is based on metadata collectet eglited by employees of the Data
Hub, as well as on the metadata extracted fronmtwaanke scan data Linked conducted in
April 2014 [DataHub].

During this last inventory, the Linked Data Cloudntained 570 datasets which are
connected by 2909 link-sets; the count of the driphs not been updated since 2012,
when there were over 52 Billion of Triples. To makeomparison, in 2011 the Linked
Data Cloud was formed by 295 data sources thaagoong over 31 Billion RDF triples,
among which 504 million of these triples were link@nnecting entity described by
different data sources [LODCloud]. Thanks to thisnbers, it is easy to understand
how in the last 3 years, the interest in the Linkeda has grown.

Likoo Datasets as ol August 2014 @

Figure 2 - Linked Data Cloud

Linked Data are based on documents formalized inF RResource Description

Framework) [Klyne and Carrol, 2006].

The RDF format is a relative simple but powerfulrnfi@alism for representing

information in triple statements consisting of @jeat, predicate and object, where
again each of them can be a URI (or an atomic yalA result, the World Wide Web

of documents (and Intranets) is complemented wittWeb of Linked Data, where
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everybody can publish, interlink and enrich datiae Thore interesting characteristic of
this Linked Data Web are the following:
* URIs serve two purpose: identifying “things” ad\8eg as locators and access
paths for information about these things;
* Web of Linked Data is as distributed and demociagithe Web itself;
» Identifiers defined by different people or orgamizas can be mixed and
meshed;
* Linked Data published in various locations can asilg integrated by merging
the sets of RDF triple statements , simplifying da¢a integration;
* The same triple statement formalism is used foindef structure and data.

The adoption of linked data best practices, leth®extension of the Web towards a
global data space connecting data from differeatose such as scientific publications,
film, music, television and radio, genes, proteids)gs and clinical trials, online
communities, statistical and scientific data.

According to what said so far, it is easy to untierd that a concept very close to that
of Linked Data, is the Semantic Web, although rirecat be solved with the application
of best practices but, for its construction, ituiegs compliance with relevant rules for
the creation of content accessible to automatecesses.

Adding semantics to the web involves two thingdowing documents which have
information in machine readable formats and allgvimks to be created with
relationship values. Only when we have this exakeel of semantics will we be able to
use computer power to help us exploit the infororato a greater extent than our own
reading.

Semantic Web technologies can be used in variopkcapon fields; for example, in
data integration thanks to which data in differecations and different formats can be
integrated into a single application; in catalogiagdescribing the content and content
relationships available at a particular Web si@gey or digital library; in describing
collections of pages that represent a single lédo@cument”; in resource discovery
and classification to provide better, domain specgearch engine capabilities; by
intelligent software agents to facilitate knowledg®aring and exchange and in many
others.

A further contribution of the Semantic Web is hayailowed to open the web of data to
artificial intelligence processes , to encourageganies, organizations and individuals
to publish their data freely, in an open standaminft and to encourage businesses to
use data already available on the web.

The successful of Linked Data initiative has drivéime publication of big,
heterogeneous semantic datasets. Data from therrgoeats, social networks, and
relating to bioinformatics, are public exposed ameérlinking within the web of data.
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This can be seen as part of the more general toérifig Data, addressed in the
Paragraph 2.1, where the actual value of data deepe the knowledge which can be
inferred from it, in order to support the decismaking process.

Linked Data is the next step for the web. Theremudtiple benefits over traditional
approaches and methodologies of science, such amd3s Intelligence, a field in
which the topic discussed in this chapter is g@gnmportance because it is cheaper and
faster to implement.

If knowledge is power, with Linked Data’s capalyilithere is the potential to pull
information to provide unrivalled context on BusseeéStrategy and not only.

Furthermore, Linked Data will become an integrait g the development of Data
Driven Systems architectures that will revoluti@nithe way we build and maintain
information management systems over the next fewsye

For example, in the context of Linked Data driveme&ion Answering systems
[Cimiano et al.,2013], which have captured mostrdaton recently, these systems allow
users, even with a limited familiarity of technicstems databases, to pose questions
in a natural way and gain knowledge of the avadatdta. In addition, there has been a
renewed interest from industry in having compugetems not only to analyze the vast
amounts of information [Ferrucci et al., 2010] kalso in providing intuitive user
interface to pose questions in natural language) (MZaltinger et al 2013] in an
interactive dialog manner [Sonntag 2009, Waltingieal 2011]: this is only one of the
possible applications of semantic web.

An examination of the reference context, both imgeof regulation, as the level of the
state of the art and trends at the internationadl)ehe LOD represent a necessary and
effective tool to enable the development of a cetecsemantic interoperability between
PA, both nationally and internationally level.
Below a general methodology for the opening ofroperable public data through the
LOD is proposed. The proposed methodology takes adcount the information
obtained during the experience of the PhD, and'ltikest practices" at the international
level.
The proposed approach seeks to maintain a suffierl of flexibility in order to be
adapted to the specific needs of any data "produddre proposed objective is to
generate datasets usable as Linked Data, or datagsbe RDF format containing
connections between data themselves and with ettdataset. This methodology can
be divided into 7 phases:

e Data Identification and selection

e Data Quality Improvement

e Data analysis and data modeling

e Data enrichment
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e external linking (interlinking)
e Data validation
e Data publication

The data identification process is definitely th&tsng point of the process to opening
up and linking data. The information assets av&laan be very large (as in case of
PA) or more limited (as in case of scientific resbawhere often data is only related to
a single topic) and then a massive publicatiorhefdata in an open format may not be
feasible. In this case, select a subset of datarbes necessary, provided that open and
transform into Linked Data only selected data, msakense. These data should be
selected taking into account the demand by thirtigsa any license to which the data
relates, and the constraints of privacy.

Data within information systems or archives by amstitution are often "dirty"
(sometimes have been designed to be functionaudr computer applications, to an
internal business processes) and not immediatedgyrdor publication or for the
appropriate processing. Therefore, the quality led tlata is particularly important
because a dirty dataset can make some operationsotmparison, similarity and
aggregation on the data inefficient or even impecatt Most likely a phase of Quality
Improvement must be made which allows the dataduige the required quality. Some
of the most common problems that can be addressigld this process are:
incompleteness of the data, different formats, gonmis meanings, inconsistent data
type, lack of correspondence between the namesinisld physical patterns and actual
data.

The objectives of the third phase, i.e. data amalgad modeling , are precisely the
formalization of the conceptual model and the ceherepresentation of the reference
dataset, on the formalized model. This phase reptesa logical and conceptual
restructuring of the data; in analogy with the noelthof software analysis and design, it
is clear that a process of re-engineering and t@fag of the base information is
triggered.

Both the conceptual model that the dataset atritleéthis phase will be represented in
RDF.

During the enrichment phase the data, previoustiaimed and molded, are enriched
through explicating boundary information (metadatiaat simplify reuse and also
through the derivation of additional content infation, thanks to techniques for
automatic information extraction or automated reasp (inference).

The critical step in the process is the Linking gghawvhere the information content is
linked to other information, which may be otheragaits produced by the same source,
or data sets already in the Web of Data (WoD). Heifps ensure an easier navigation
and access to a broader set of data, and provideatiaa good level according to the
classification of the quality of LOD. [Linked Da&tars].
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The next phase is validation: there are differgpés of validation applicable, but inside
the work related to this thesis, the conceptuatiaibn was mainly used, which allows
to verify the adequacy of the ontology to the aliand domain requirements.

The last phase is then publication: the fundameudait of this phase is the choice of
the publication platform to use, which must be dbletegrate themselves, in a flexible
way, with any information and organizational systdmat above all it must allow
punctual access to data with standards such as QRAR

SPARQL Simple Protocol and RDF Query Language a RDF query language made
standard by th®ata Access Working Groupart of theW3C consortium, which has
made it an official recommendation on January 2008.
SPARQL is a key element of the semantic web, arallaivs to extract information
from distributed knowledge bases on the web; praltyi it search for sub-graphs
corresponding to the user's requests, which arenmdugh a query.
A SPARQL query consists of the following parts:

« Prefix declarations, for abbreviating URIs;

* Aresult clause, identifying what information tduen from the query;

» Dataset definition, stating what RDF graph(s) a&d queried,;

* The query pattern, specifying what to query fotha underlying dataset;

* Query modifiers, slicing, ordering, and otherwisarranging query results.

The prefix declarations are identified by the PREEtatement, the result clause is
instead identified by the SELECT statement, thexsktt definition is identified by the
FROM statement, the query pattern is identifiedhsy WHERE statement and finally,
at the bottom, there are the query modifiers.

SPARQL queries are based on the "pattern matchimgghanism and in particular on
the "triple pattern” construct. Most SPARQL quepymis contain a series of triple
patterns calledbasic graph patternA basic graph patterrcorresponds to a sub-graph
of RDF data where the terms of this RDF sub-graph,be replaced with variables.
The SPARQL query output, instead, can be of sewgpas: usually their results are
results sets or RDF graphs, which mainly come foumries of existential type ("exists
or not, the researched sub-graph?"), or tabul@stg"the possible results"); the results
can be of various formats and the most common &M, XJISON, CSV, HTML and
RDF.

SPARQL adopts the syntax Turtle, an extension ofrigle, a very concise and
intuitive alternative to traditional RDF / XML.

In the following exemple the realized RDF triptast is queried asking to find all
subjects (?roadElg and objects qlength put in relation through th&m4c:length
predicate.

Select ?roadEle ?length WHERE {
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GRAPH

<http://www.disit.org/km4city/resource/GrafoStrada le/Grafo_strad
ale_Firenze> {

?roadEle a km4c:RoadElement .

?roadEle km4c:length ?length .

}
ORDER BY ASC (?length)

SPARQL variables start with 2 and can match any node (resource or literal) & th
RDF dataset. Th&VHERECclause define the triple pattern to which the afales must
match. The GRAPH clause, instead, restricts theckda the specified node graph and
the SELECTclause returns a table of variables and valudsstitasfy the query. Finally,
the ORDER BY clause allows to display the resutidesl according to the specified
variables. To retrieve multiple properties abouydagticular resource is possible to use
multiple triple patterns.
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Chapter 3

3. Private & Public Data available

In this chapter some of the available datasets lv@llanalyzed, in order to make very
clear what is the data heterogeneity on which geearch project is based, and the
problems that each one presents.

With regard to Open Data, the description will baited to only a dataset per type,
given the high number of available data sets, bwtili be shown a list of all used
datasets, from each different source.

3.1 Street Guide

Through the portaDsservatorio dei Trasportf Tuscany, the data belonging to the
Tuscany road graph were downloaded. These datdittbeshe backbone of the entire
project and provide a representation of the entdgional road network, which is
organized as a graph, i.e., formed by arcs (theafled road elements) and nodes (or
junctions). To this basic structure a variety diormation is then associated such as
street names (which are nothing more than set afl relements grouped within
individual municipalities), addresses (using infatman related to access and house
numbers), etc.
Since data on transport infrastructure (roadsweais, house numbers) do not change
frequently, theOsservatorio dei Trasportioes not provide the ability to download the
data via web services, but only via a web interfaaier authentication using a
certificate issued by the same office. The downlogdorocess of these data will
therefore not be automated within the structuréhihbe built.
The data contained into the archives recovered ftwrportal of thedsservatorio dei
Trasporti are manifold; in particular, in the vision releds#uring the development of
the project, there are two main categories of déa:Data Pack Address Book (DPI)
and the Data Pack Accessory (DPA). The DPI contalinthe information necessary to
constitute the road graph; among these are:

* Road elementslinear entities bounded by two junctions. Roaeni#nts are the

basic component of the entire Road Graph, and sbo$ian ordered set of
points.
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« Junctions: points of intersection between the axes of twadRBlements. From
the geometric point of view, a junction is a pumttentities (also called Node)
represented by a pair of coordinates.

e Toponyms from the definition recovered in the manual pdad by the
Tuscany Region, a Toponym corresponds to a pomiothe mobility road
network, to which a name is assigned from a mualitip i.e. the name of the
street that is part of the municipality. In praetithe Toponym entity is defined
as a set of Road Elements of the same city, aggegacording to the name
assigned by the municipality.

* Administrative Roads: like a toponym, an Administrative Road is a detoad
elements. However, in the specific case of Admiaiste Road, the grouping is
performed based on administrative criteria. For endetails on the difference
between the Toponyms and the Administrative Rosels . Section 4.4.1.

» Street numbers as easy to understand, the element Street Nurshesed to
define a specific address, within a given streetfalct, contrary to what one
might imagine, the Street Number entity is not clite associated with any
geolocating component; in fact, to this aim, atstean Entry element is
connected to a single Street Address, with a gaioordinates associated.

* Entry: punctual elements (i.e. with geographic cooradigpthat identify access
to a specific place of residence or business lddata certain number Civico.

* Milestone: point element that contains the value of the agk& of an
Administrative Road, calculated from a startingrpoi

The DPA contains instead the following information:
* Limitations of Accessto Elements Road;
* Forbidden (or allowed)}turns .

Inside archives provided by Osservatorio dei Tragpbles containing geographical
information are encoded BSRIShapefileor file with the extensiomshp which are in
turn necessarily linked to filesshr and.dbf The shapefiles are vector files containing
information mainly used for geographic informatigystems: thahpfile preserves the
geometry, theshxfile instead stores the geometry index, whiledesihe.dbf file, the
list of objects, together with all their attributés present.

Data types that can be stored within a ShapeféePaints (used for example for the
class Junction)?oly-lines (set of connected and ordered broken lines, ss¢heaRoad
Elements) andPolygons (used for example to representing the extensiona of
municipality or a Province).

All other data, i.e. those who do not have geograptiormation shall be issued only
with .dbf extension, a format via which xBase databasesaed. These files are easily
readable by spreadsheet software sudfliasosoft Excelor OpenOffice Calc

With regard to the data composition, there are dstinct types of tables: tables with
the actual data that are indicated by the initi@BA (e.g. GIA_ACCESSO.dbf
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GIA_EL_STRADALE.shpetc.), while files whose initials are DOM contailomain
tables, within which all the possible values thah chave a particular attribute, are
stored. For example, in the tabBdA GIUNZIONE.dhf the attribute TIP_GNZ is in
each record, and indicates the type of junctiomumeric format.

GlA_GNZ_STRADALE
Chpr, U1 | COD_GNZ

PUNTO
TIP_GNZ
ORG

COO_IMP

GiA_EL_STRADALE
i ESTESA Chpr. |COD ELE
Chpr,U1 |COD REG Ch.est.1 | NOD_INI GIA_CORSIA
Chest2 [ NOD_FIN Ch.pr,Ch.est) (| COD ELE
DEM_UFF TIF_ELE cn.:r. TIP_CRS
TIF_PRP | GLS_TGN I Chopr, FT
COD_PRP FIGURA
CLS_AMM TIP_GST NUM_CRS
KNI COD_GST z
KM_FIN SOT_PAS
DEN_EREVE CMP_ELE
ORG l—
COD_STA
COD_SED
CLS_LRG
GIA_TOPONIMD _STRADALE Ch.est.d | COD_TOR Glh_MANOVRE
chpr, U1 Chest5 | COD_TOPZ
A ol Ch.est.3 | COD_REG Chipr,: |10 AN
COD_DUG STR_TKT FEATTYP
DEN_UFF TIF_PAV BIFTYP
Eggaeam 4 Et—ﬂgn PROMANTYP
i LRG. MAX Via_GNZ
h ALT MAX A
PES_MAX
LMG_MAX
PHNO_MAX
CLS_RUL
GIA_WUMEIVICO ONE_WAY GIA_MANCYRE_ELSTR
Chpr., Ui |COD_CIV ot Ch.pr,Chost.d | ID_MAN
L_F_ADD < Ch.pr. SEQNR
Chest1 |COD_ACC_EST L_T_ADD
Chestd |COD _ACC_INT R_F_ADD TRPELTYP
Chestl |COD_TOP R_T_ADD Choest2 COD_ELE
NUM_CIV COD_AREA_STRADALE -
ESP CIv COD_VIABILITA_MISTA_SEC
COD_COM LHG
COD_CLASSIFICA L_STRUCT
R_STRUCT
A
GIA_ACCESS0 GiA_CIPPO
| Ch.pr.Ul (COD ACC Ch.pr,,Choest, 1 | COD_ELE
PUNTO Chpr. COD PNT
i TIP_AGS
PAS. CAR PROG
Chest1 |GOD_ELE

Figure 3 - Street Guide logical model

Inside the corresponding fiBOM_TIP_GNZ.dhfthere are all the values that can take
this field, with the its text description. Below Trable 1 the content of the latter table is
shown.
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VALUE DESCRIPTION ‘

0100 intersezione a raso / biforcazione
0200 casello autostradale
0300 minirotatoria (raggio di curvatura < 10m)
0400 variazione di sede/sottopasso (SOT_PAS, COD) $E
0900 passaggio a livello
0500 terminale (inizio o fine elemento stradale)
0600 cambio toponimo / titolaritO / gestore
0700 variazione classe di larghezza (CLS LRG)
0800 area di traffico non strutturato
5106 variazione composizione
5201 nodo intermodale per ferrovia
5203 nodo intermodale per aeroporto
5202 nodo intermodale per porto
5301 limite di regione
99 nodo fittizio (limite di Arcinfo)
1000 nodo di supporto(loop)
1100 variazione classifica tecnico-funzionale
1200 variazione stato di esercizio (COD_STA)
Table 1 - DOM_TIP_GNZ content

In Figure 3 is possible to see part of Bteeet Guideeomposition.

3.2 Railway Graph

The Tuscany Region provides details of the railvogk that extends throughout its
territory, through the portal of th@sservatorio dei TrasportiThe rail graph has the
following basic entities:

« Rail element a linear entity delimited by two nodes, identifiey an ordered set
of points. Generally represents the axis of thievegi line which takes place on
the movement of trains. Contains the structuralrattaristics of railway
infrastructure such as the power type, gauge, nuoitteacks, etc.

» Railway junction: it represents a point of intersection of two arrenelements
rail. A junction is always a punctual entity (nodegpresented in geometric
terms by a pair of coordinates. The junction cardéscribed as well as a fork
(fork/confluence), as the presence of a statiordggard/stop/rail toll, the
beginning/end of a line and the variation of tharelsteristics of the railway
infrastructure.
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ASS_TRATTA_ELFERR

Ch.pr..Ch.est1 |COD TRA
Ch.pr..Ch.est.2 |COD_ELE

TRATTA_FERROVIARIA

Ch.pr.,U1 (COD TRA

A

DEN_CNV
COD_CAA
COD_TC

ASS_LINEA_ELFERR

Ch.pr.,Ch.est.1 [COD_REG
LINEA_FERROVIARIA Ch.pr.,Ch.est.2 |COD_ELE r

enor ot Tcon mea ¢ o | ELEMENTO_FERROVIARIO
pr., »
Ch.pr.,U1 |COD ELE
DEN_CNV
DEN_UFF TIP_ELE
GST FIGURA
KM_INI COD_STA
KM_FIN ASS_DIR_ELFERR COD_SED
CLS_ALI
Ch.pr..Ch.est.1 COD_DIR . TIP_SCA
Ch.pr..Ch.est.2 |COD ELE L SOT_PAS
- LNG
DIRETTRICE_FERROVIARIA [ ORG
NUM_BIN
Ch.pr.,U1 [COD DIR COD BIN
Chest2 |NOD_INI
DEN_CNV Chest1 |NOD_FIN
SCALO_MERCI
Ch.pr. COD_SCA y v
P— | GIUNZIONE_FERROVIARIA
giec "|chpr.ut [cop enz
Ch.est.1 leliFl’g_GNZ STAZIONE_FERROVIARIA PUNTO
STATO Chpr. |COD STA > E,IEQGNZ
COD_8TZ ORG
DEN_UFF
Ch.est.! |COD_GNZ
INDIRIZZO
COMUNE
PROVINCIA
GESTORE
CATEGORIA

Figure 4 - Railway Graph logical model

In addition to the basic entities there are also:

Railway Direction: a railway line is obtained as a set of rail elataghrough
the association Ass_Direttrice_EIFerr.

Railway line: even a railway line is obtained as a set ofet@ments, but thanks
to the association Ass_Linea_ElFerr.

Railway Section as the previous ones, a railway section corredptm a set of
rail elements through the association Ass_Trattael!

Train station: this entity contains all information about a trastation. The
railway stations refer to a railway junction.

Good yard: it corresponds to a cargo terminal. The good yafdr also to a
railway junction.

Ass_Direttrice_ElFerr: it represents the relationship table (n:m) betwte
Railway element and the Railway direction.

Ass_Linea_ ElFerr. it is the relationship table (n:m) between theil\Ray
element and the Railway Line.

Ass_Tratta_ElFerr: it is the relationship table (n:m) between theil\Ray
element and the Railway section.
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In Figure 4 is possible to observe the logical mad¢he Railway Graph.

3.3 Bus network

Through the portal of th€©sservatorio dei Trasportidata relating to the entire bus
network are available, which interconnect all ofs¢any. Through this portal it is
possible to get a list of all bus routes and alpstthat make them, the paths followed
for each line, as CSV files. In addition to thesesf thanks to the ATAF contribution,
data related to the scheduled rides that includieygarture and arrivals times, re also
available, of course, limited to the part of thewwrk managed by ATAF itself; this
data can be downloaded.mar format, always within the portal of tli@sservatorio dei
Trasporti Within the rar package there are many files, among which the most
intreresting are the following:

+ RT_DTORA.txt

* RT_HDORA.ixt
* RT_NODI.shp
* RT_ITIN.shp

The twoshapefiles contain information relating respectively ttte nodes, i.e. ATAF
bus stops, which also include the coordinates dlatv to geolocalize each stop, and
paths information, which instead including a set@drdinates that identifies the whole
path. Particularly interesting are the other tW&T file that is RT_DTORAand
RT_HDORAwithin which are encoded data about ATAF schatltirae, along with all
stops made by each individual ridkince these files all active race codes, can tleen b
recovered, which will then be used to query theQWNeb server, which provides real-
time information on bus transits.

All this information is encoded in the twbXT files, as is possible to observe from
Figure 5, where a portion of data extracted frochdde, is shown.

g 01720000084865037 0107000000013389002500013389002545 A751678 000000SFRA-BAC1-QUER

9 01720000094865108 0107000000013335002500013335002545 R751882 D00000QUER-BACC-SFRA

0 01720000104865115 0107000000001572000500001572000545 R751683 000000BACC-5FRA

1 01720000114865124 0107000000013335002500013335002545 R751682 000000QUER-BACC-SFRA
1z 01720000124865127 0107000000006113001500006113001545 R751679 000000CAL-5FRA
s 01720000134857639 0110000000008572002600008572002612 A352589 000000PSAP-smn-smap-MOLI-PR-EMIC
14 01720000144857645 0110000000008572002200008572002212 A352589 000000PSAP-smn-smap-MOLI-PR-PMIC
7 01720000010007FM0584 MACHTAVELLI 04 _ 0000258506340634100
8 01720000010008FM0OS85 MICHELE DI LANDO _ 0000308706350635100
9 01720000010009FMOSEE PETRRRCR _ 0000377206360636100
a 01720000010010FMO5ET CASONE _ 0000408806370637100
1 01720000010011FMOSEE PIRZZA TASSO _ 0000441406380638100
2  01720000010012FMOSE9 ALEARDI _ 0000493006390633100

3 01720000010013FM0183 CINEMA UNIVERSALE 0000540106410641100

Figure 5 - RT_DTORA and RT_I-]DORA content

Analyzing the first part of the figure, relative BT_HDORA.txtfile, the following
information can be retrieved (the numbers at thginmeng of each line indicate the
starting and ending position of each fields ingluefile):
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* 000-003: It contains the company code (regionalragyd

* 004-009: It represents the ride unique progressvithjn the flow;
e 010-029: Ride company code;

e 030-039: Not used; must contain blank space;

* 040-043: It is the managing body code (regionairagyl

* 044-047: Not used; must contain “00007;

* 048-055: It is the Length of the entire path (espes in meters);
* 056-059: It corresponds to the total ride duratiarminutes);

* 060-067: Accounting length (in meters);

* 068-071: Ride accounting duration (in minutes);

e 072-081: Itis the line holding code;

* 082-082: A=Outbound R=Return;

* 083-102: It is the company unique code of the path;

» 103-108: Not used; must contain “000000";

» 109-228: it defines the brief path description.

From the second file corresponding to the secomtdgbdhe above figure, extracted
from RT_DTORA.txfile, the following information can be retrieved:
e 000-003: It contains the holding code (regionalicgy

e 004-009: It represents the ride unique progressivihin the flow; the
COMPANY and PROG_CORSAields establish a join with th®RT_HDORA
flow;

e 010-013: It is the stop progressive number withia path;

* 014-023: It represent the stop company code;

* 024-029: Not used; must contain “000000";

* 030-035: Not used; must contain “0000007;

* 036-039: Not used; must contain “00007;

e 040-079: It contains the stop name;

* 080-119: It specifies the stop location;

e 120-127: It corresponds to the progressive distrfiaa the ride start terminus
in meters;

e 128-131: Itis the arrival time at the bus stop;dtarting terminal it is "9999"

e 132-135: It is the departure time from the bus sfop arrival terminal it is
"9999";

e 136: It indicates the main stops of the path;

e 137: It indicates the optional stops of the path;
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e 138: It indicatesthe bus stops from where the ass@s without stopping.

It is evident that the information relating to ks network managed by ATAF, need to
be handled differently, compared to informatiomirother public transport companies,
through the use of two different ingestion proced&ellini, Nesi, Rauch, 2014B], that

will map information on the same macroclass ofdhtlogy designed for this thesis.

3.4 Open Data

The available data during the design phase of thbkitacture, come from different
sources, and this implies different formats anfedent methods of access to this data.
Below, the main datasets and their fundamentalaciaristics will be analyzed.

All the Open Data set coming from two different sms, the Tuscany Region's Open
Data Portal Ifttp://dati.toscana.)/ which provides over 160 open data set, and the
Municipality of Florence's Open Data Portdlttp://opendata.comune.fi)tthrough
which is possible to access to over 650 open d#ta s

The resources accessible through these two pasdeg to different categories, and in
particular there are files that contain informatioglated to public administration,
infrastructure and transport, environmental datativer, city planning, statistical data,
data regarding social life and so on, and the ftsme which these elements are
provided, are various, in particular, there are bf type CSV, XML, KMZ, JSON,
PDF, RDF and SHP.

Given the high number of datasets available as (peta, only part of them were
selected, in the initial stage: from the TuscangiB®e Portal, 24 files in CSV format
were examined, containing information about variglsces of interest (POI) like
public offices, pharmacies, restaurants, schootgel$, universities, each of them
provided with an address formed by street namelange number. A further set of
examined files, always coming from the portal o# fhuscany Region, includes 286
XML files relating to the weather forecast for eanhnicipality in Tuscany, provided
by the consortium LaMMA Http://www.lamma.rete.toscana)jt/ in addition to
forecasts, these files contain some physical natumérmation such as temperature,
intensity of UV rays and humidity.

From the City of Florence Portal, 6 CSV files wengtially analyzed, containing
different statistics on the area, which containepustatic information. These datasets
are in fact related to a specific year, and thestrtikely in the future they will not be
updated, but they will only expanded with the datahe new year. Moreover, from the
portal of the city of Florence, an additional res@y provided in KMZ format, has been
analyzed, covering the only tram line currentlytba territory of Florence.

3.4.1 Servicesdataset



Architecture and Knowledge Modelling for Smart City P19

The Tuscany region offers a number of files in GBknat, that contain information to
geographically locate a range of services (puldffices, businesses and other services)
through the use of the address. The delimiter usélie CSV file is a comma, while the
addresses are enclosed in quotation marks in todeaintain together street name and
street number. As mentioned previously, for reasainpriority, at the time only 24
dataset have been analyzed:

Art and culture: this dataset contains information about museuya#ieries,
monuments, theaters and libraries;

Banks: it contains information about banks in the Tusaees,;

Express Couriers the dataset contains information about officescofirier
services;

Emergencies it contains information on police stations, canari, fire
brigade, civil protection, police and financial joe!;

Food and Wine this dataset contains information on a selectibrestaurants,
pizzerias, pubs, bars and catering companies;

Pharmacies it contains information relating to pharmaciesdted in the
Tuscan territory;

Companies Trade a dataset that contains information on shoppiegters,
large non-food distributions, clothing outlets drnygbermarkets;

Airlines Infrastructure : it contains information on civil airports, airfis and
helipads;

Kindergarten: the dataset contains information about privatesghnools,
private and public infant schools;

Elementary School it contains information on public and private rentary
schools;

Middle Schoot the dataset contains information on public andabe junior
high schools;

High Schoot it contains information on public and private nigchools;
Language courses and training schoaolsa dataset that contains information
about language courses and training schools;

Sport in Tuscany:. it contains information on sports facilities, gymacetracks,
sports schools, sailing schools, ski schools, egeid for the golf, climbing
associations;

Health and Healthcare the dataset contains information about hospitals,
emergency room, medical guards, public assistgmogte clinics, local health
authority offices, health reservation centers, deioltists;

Road transport services it contains information on rest stops, campeviser
vehicle rental and repair shops;

Various services a dataset that contains information about incomenue
authority, youth information centers, employmenitees, social security service
offices and department of motor vehicles;
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Accommodations it contains information about cottages, bed anebkfast,
camping, guest houses, hotels and residences;

Accommodations with geolocationit contains very similar information to the
previous dataset with the addition of coordinatesggeolocalize each structure;
Leisure: the dataset contains information about cinemaghtolubs, parks
natural, game rooms and recreation rooms;

Various offices it contains information about consulates, civégistry,
prefectures and other public offices;

Universities and conservatories the dataset contains information about
universities and conservatories;

Guided Tours: it contains information on associations that aiga guided
tours, tour operators and private tour guides;

Welfare: this dataset contains information on social woske&ursing homes,
senior centers, rehabilitation centers, dining aatl community.

The structure of all these datasets is very simittafact, only 2 of the 24 datasets have
additional fields in addition to the 12 listed b&lo

Id: is an integer of 6 digits which uniquely iderggi each row of the file, and
then each object of interest. A peculiarity of thedd is in the fact that it is
unique, and it is not possible to find 2 equallgbaon different files, so it could
be used as a key, for a database table.

Url: contains a web url that points to an informatipage on the site
http://www.intoscana.it, related to the each object

Name contains the legal name of the place of intetdsfortunately there is no
standard syntax, so the name can be uppercase,chsee enclosed in single
guotes and any other combination of styles.

Category at regional level, all services were classifietbidifferent categories;
this field specifies the category of each service.

Phoneand fax: these 2 fields contain respectively tiepghone number and the
fax number; unfortunately also in this case, ther lack of writing convention:
often the prefix is missing, sometimes, if there awo similar telephone
numbers, only the last different digit are reporfedpecially when referring to
an office).

Addressthe field contains the address of the referrediee Unfortunately also
this field presents a high number of imperfectioalsnost in all services, the
postal code is missing, or the dug associatedetiteet name is written in a lot
of different ways like "Piazza", "piazza", "p.zaf '(p.zza". As we shall see in
later chapters, to overcome these lacks of unifigrmiwriting, a reconciliation
phase will be carried out.

City: this field indicates the city, or the municipglin which the service is
located.
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* Provinces string formed by 2 uppercase letters that in@i¢ae abbreviation of
the province.

* Websiteand email: this 2 fields contain respectively, thebsite url and the
email address of each services. They are oftenyempt

* Notes a field that contains various type of informatians a text field variable
in format and length, which is often empty.

In addition to these fields, thEnogastronomia.cs¥ile, contains an additional field
(closing dayy that, as the name suggests, indicates the rastaiday of closing, and
the file Turismo-accoglienza-georeferenziazione.cemtains the pair of coordinates
that identify the location of each property:

* Closing days: this field indicates the service weealay of closure. To express
this information a unique notation is used: 3 cdpétters to indicate each day,
enclosed by brackets, €@gUN).

» Latitude and longitude: this field contains the gephical coordinates in
WGS84format.

3.4.2 \Weather Forecast Dataset

The Tuscany region provides information about treater forecast throughout the
region. In particular provides one XML file, for @aof the 286 municipalities which
shows information of various nature, updated tvaickay.

Each file is structured in two sections, a firgtte® containing a variety of information
related to the today's date and the main sectiotasong instead a series of predictions
regarding also the next four days.

In particular, for the current date there are sdieles that describe the characteristics
relative to the sun and the moon as the time ofiseinthe time of sunset, the maximum
height of the sun and the time of its achievement.

The forecasts section contains different informatior each day, based on the
proximity with today's date

In the following table is possible to observe whinformation are provided for each
days of the five interested by forecast.

Timing Involved Days Fields
Day Day 0, Day 1, Day 2, Da' * Minimum Temperature
3, Day 4 * Maximum Temperature
Humidity
UV rays
Rain

Wind direction

Average Temperature
Perceived Temperature
Humidity

Rain

Night Day 1, Day 2

e o o o |e o o o
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« Wind direction
¢ Snow level
Morning Day O, Day 1, Day 2 » Average Temperature
* Perceived Temperature
e Humidity
¢ Rain
* Wind direction
e Snow level
Afternoon Day 0, Day 1, Day 2 » Average Temperature
« Perceived Temperature
¢ Humidity
¢ Rain
« Wind direction
¢ Snow level
Evening Day O, Day 1, Day 2 » Average Temperature
* Perceived Temperature
e Humidity
¢ Rain
* Wind direction
e Snow level

Table 2 - Information provided per day inside weatler forecast

Note The fourth and fifth day from the present onelyocontain rain and winds
forecasts. The forecast for each days of the weelpvided in two ways: first each
day is divided into two section, night and day, &mdthe day most closet to taday, is
used also the division in Morning Evening and Night

—<dati=>
—<img_path>
hitp:/fwwwlamma.rete.toscana.it/previ/ita/xml/comuni web/simboll_grandi/
<fimg_path>
<comune>Radda in Chianti</comune>
<aggiornamento>17/10/2013 15:31 <faggiormamento=>
<time_ms>1382016702000</time_ms>
—<almanacco>
<sole sorge>07:32</sale_sorge>
<sole_tramonta>18§:28</sole_tramonta=
<sole_altezza>37.1°</sole_altezza>
<ora_altezza>13:00</ora_altezza>
<luna_sorge>17:40</luna_sorge>
<lina_tramonta>05:38</luna_tramonta>
<fase>Fase crescente</fase>
<falmanacco>
—<previsione idday="1" ora="giormo" datadescr="Giovedi"=
<simbolo descr="poco nuvoloso” image_name="poco_nuvoloso.png' image_type="C"/>
cuv=2<fuv>
<temp temp_type="min">16</temp>
<temp temp_type="max"'>21</temp>
<inversione>false</inversione>
<quota_neve/>
=um>0=<fum=>
</previsione>
Figure 6 - Web service response for weather foredas
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Inside the starting section of each XML file, tldldwing XML tag can be find:
Comunethis tag indicates the municipality to which foeecast refers;
Aggiornamentothis tag saves the creation time of the XML file;

time_ms this tag contains a timestamp, i.e. the numbemiliseconds from
1970 to the time contained into the #&ggiornamentp

Almanacco

0 sole sorge this tag contains the sunrise time;

0 sole_tramontait contains the sunset time;

0 sole_altezzathe tag indicates the maximum height of the sudegrees;

o0 ora_altezzathis tag provides time when the sun is at itaggst height;

0o luna_sorgeit corresponds to the time when the moon rises;

o luna_tramontathe tag indicates the time when the moon sets;

o fase the tag specifies whether the moon is in ascendmdescending
phase;

Previsione

0 idday. the contents of the tag is a number from 1 tbé&i tepresents the
day of the week to which the forecast refers (1 &nd to present the
fifth starting today);

o ora: the contents of the tag indicates one of thentesi of the day
provided (day, morning, afternoon, evening or night

o datadescr this tag contains the name of the weekday (Monday
Sunday);

o simboledescr this tag contains the description of the symbseddifor
the prediction of rain and winds.;

o0 simboleimagetype the tag indicates the type of information expeess
in the previous tag. If equal to "C", the infornmaticoncerning the rain
forecast, and if it is equal to "W" it refers teettvind.;

0 uv. the tag contains an integer that indicates tivegpof ultraviolet rays;

o temp_type="min!" the tag contains information about the minimum
temperature in Celsius;

o temp_type="max" the tag contains information about the maximum
temperature in Celsius;

o temp_type="" this tag contains information about the average
temperature in Celsius;

o temp_type="perc" the tag contains information about the perceived
temperature in Celsius;

0 quota neve the content of the tag is the height above tleeleeel (in
meters) at which it is possible to find snow.;

o um the content of the tag is an integer that inédisahe percentage of

humidity in the air.
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3.4.3 Tram Line Dataset

The City of Florence’s Open Data Portal providesesource that describes the p
covered by the unique tram line in Florence. file is provided in KMZ format, whicl
is a compressed version of a KML (keyhole markupgleage) file. KML Keyhole
Markup Languaggis a lightweight XMl-based language schema useGoogle Earth
andGoogle MapsKML specifies only a basic set of feats commonly used in 3D Gl
with the possibility to call data from network resoes or to point to network resourc
In addiction it can call geometry described by aLCADA (.dae) file and offers way
to specify custom schema features. The KML file cies a set of elemen
(geographical bookmarks, images, polygons, 3D nspdeExtual descriptions at
labels) to be displayed iGoogle Earth Mapsand nobile. Each location must have
longitude and a latitude. The coordinates providedhese files comy with the
standard WGS84 (World Geodetic System of 1{W3C geo].

<name>mobilita:tram_tracciato</name>
<LookAt>
<longitude>11.21072806325752</1longltude>
<latitude>43.766253886056155</1latitude>
<altitude>8269.850171034523</altitude>
<range>6682.4727065650608</range>
<tilt>0.0</tilt>
<heading>0.0</heading>
<altitudeMode>clampToGround</altitudeMode>
</LookAt>
Figure 7 - Tram line KML file

The files in KMZ format always begin with a seriekinformation used by Goog
Earth to determine the location of the initview; this information are closed into t
LookAt tag.
Further this first section, is possible to findfairthe file, the section containing t
geographical reference of the element concerned. SHttion changes with the type
element that represenmmong the 4 possibl
* Punctual element, i.e. each resource is identified point
e Linear element, i.e. element composed by a seb@fdinates
* Areal element, i.e. a string of coordinates whéxe first and the last positic
coincide, and it can so be formed starting from disjoint are
* Mixed element, that may contain a variable numlfgrositions of any previot
types.

Following is the list of top tags contained in KEIZ file and their meanin
* Name: this tag contains an identifier of ffile. Usually corresponds to the fi
name and it does not have a standard f
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Placemark: it is the tag that contains fields ihdicate information about the
placeholder that will be drawn on the map;

Description: this tag is inside the Placemark tad & contains a number of
variable information. This information is writtem iIHTML, and to avoid
interference with XML, the CDATA command is usedjigh allows to write a
text in any format, without the XML parser try taerpret it.

LookAt: the LookAt tag contains a number of fiettiat inform Google Earth on
what is the position to be taken; these parametelisate the user's position
relative to the object.

o Longitude and latitude: this 2 tags indicate lal@uand longitude
expressed according to the WGS84 notation;

o Altitude: height in meters. The reference point tbhis measurement
depends on altitudeMode tag described below;

o0 Range: a tag that contains the distance betweempdimt specified by
latitude, longitude, altitude and the position lbé tobserver (in meters,
Figure 7);

o Tilt: it contains the angle between the directioh tbe viewpoint
(LookAt) and the normal to the Earth's surface (Sggire 7). This field
can take values from 0 to 90 degrees and it camnat negative values;

0 Heading: this tag identifies the direction of therq of view expressed in
degrees (default value is equal to zero, whichesponds to the north)
and its values ranging from 0 to 360 degrees;

o AltitudeMode: a tag that specifies how the altituxest be interpreted: it
can assume 3 values, idampToGroundhat specifies to not consider
the altitude value contained in LookAglativeToGroundhat interprets
the altitude as a value in meters above ground w finally,absolute
that interprets the altitude value in meters fraa evel.

IconStyle:

o ColorMode: can take only two valuagndomthank to which the color
of the placemark is randomly assignednormal that has no effect on
the indicator;

o Icon/href: this tag includes an HTTP address arcall path used to load
an icon;

LabelStyle: the value contains in this tag spesifiew the name of a feature is
drawn on the 3D viewer. It can indicate the cotbe colorModeor the scale of
use;

Point: it indicates a geographic location defineg latitude, longitude and
altitude (optional);

MultiGeometry:

0 LineStrings: this tag defines a set of segmentsnected with one
another. The set is formed by two or more coordiisaparated by space;
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o Polygon: a tag to defines an exterior boundary zérd or more interior
boundaries. Each border is composed in turn dfirearRing All
coordinates are expressed in a clockwise direction;

o LinearRing: with this tag is possible to represeatslosed line; it is
represented by a set of coordinates where thedmsesponds with the
last.

3.4.4 Statistics Dataset

The city of Florence offers a long series of filesCSV format, through its Open Data
Portal, among which 6 files with different contdram each other, were selected and
analyzed during the initial phase of this resegnalject. Below, a brief description of
each file, is provided:

» Public door access and taxi: a dataset that canthi@ number of access to
public door and taxi from 2009 to 2011, split peynti;

* Resolutions: this dataset contains all the Resoiutf the Regional Council;

» Tourist arrivals: a dataset that contains the nurobéourist arrivals to the city
of Florence’s accommodation, by year and natiopalftorigin, from the year
2006 to 2010;

» Afaf: it contains the number of tickets sold, seasiwkets sold, number of
passengers and the ATAF network length in Km inhiet@ the public transport
service, per year; this dataset contains data 2081 to 2010;

» Car accidents: this dataset contains, for eacletsti& the city of Florence, the
number of car accidents happens on these streaisith@ comparison with
previous years. The data shall include: car act&den the observation date and
total car accidents of the previous two years.

» Circulating vehicles: the dataset contains the remd§ vehicles registered in
the municipal area, by ACI (Italian automobile glyder year. Data is related to
years from 2001 to 2010.

For each dataset analyzed, the main fields andeanings are listed below:
» Public door access and taxi:
0 Year: this field contains the year to which thdistes refer;
o January to December: it contains an integer thditates the number of
accesses in the specified month;
* Resolutions:
o Year: fields that contains the year of the decision
o Date: it contains the issue date of the resoluiionyear/month/day
hour:minute:seconds.milliseconds format;
o Note: this field contains an integer that uniquiglgntifies each acting
within the file;
0 Subject: a text field to give a brief descriptidreach resolution;
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o

Link_Delibera: it contains an URL that allows tacass to the resolution
file online, in PDF format.

e Tourist Arrivals:

o
o

o

o

Year: it contains the reference year of the stasist

Arrivi_italiani: this field contains an integer thandicates the total
number of Italian tourists who visited the citytive specific year;
Arrivi_stranieri: an integer field that indicatdsettotal number of foreign
tourists who visited the city in the specific year.

Year: fields that contains the year to which tlagistics refer;
Numero_biglietti_venduti: an integer field contagi the number of
tickets sold in a specific year;

Numero_abbonamenti_venduti: an integer field comtgi the number of
seasonal tickets sold in a specific year;

Numero_passeggeri: this field contains an integelicating the total
number of passengers in the specified year; L
Lunghezza_della_rete_in_km: it contains the lengfttthe entire road
network covered by all lines ATAF, in kilometers.

e Car accidents per road:

o
o

o

o

o

Address: it contains the street name to which thissics refer;
Sinistri2009: this field contains the total numbércar accidents incurred
in 2009 on the specified road;

Sinistri2010: this field contains the total numbércar accidents incurred
in 2010 on the specified road;

Sinistri2011: this field contains the total numbércar accidents incurred
in 2011 on the specified road;

Deaths: it contains the total number of deaths dleatirred in the last 3
years on the indicated street;

Injuries: the field contains the total number ofuires occurred in the
last three years on the indicated street;

Bruised: a field that indicates the total numberbofised in the last 3
years on the indicated street;

Damage: this field contains the total number ofidemus that have
occurred in the last 3 years on the indicated stree

* Vehicles circulating:

o
o

o

Year: fields that contains the year to which tlagistics refer;
Autovetture_registrate_circolanti: integer fieldatlcontains the number
of cars recorded and circulating in the Floren@aan the specific year;
Motocicli_e_ciclomotori_circolanti: integer fieldhat indicates the
number of motorcycles and mopeds registered ardilating in the
Florence area, in the specific year;
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o altre_tipologie_di_veicoli_circolanti: integer feel that contains the
number of vehicles that not belong to the previcategories, circulating
Florentine area, in the specific year,;

o totale_veicoli_circolanti: this field contains arteger indicating the total
number of vehicles circulating in the Florence aretine specific year.

3.5 Real Time Data

In the initial phase of the project, thanks to thescany Region, it was possible to
access real-time data provided by the Mobility infation Integration Center (MIIC)
that is defined in [MIIC-DateX] as a project of thescany Region that deals with the
real-time collection of information relating to pgigb transport, traffic, emergency
services and general services, provided by fedkrawities to MIIC, and their
distribution by web service. In particular, thealaroduced by sensors on the traffic of
Tuscany, by car park operators of the major citbésTuscany and devices AVM
(Automatic Vehicle Monitoring) installed on part gfublic transportation in the
metropolitan area of Florence, were analyzed.

3.5.1 MIICClient Pull Service

Measurements of traffic sensors and data relatirtbe state of the parking are exposed
through the MIIC web service that provide tbkentPullServicethat have only the
getDatex2Datamethod. This method returns an object of D2Lodicalel type that
contains structured data in XML format accordinghe standard DATEXII, that is a
standard supported by the European Commission Herexchange of information
between centers of road traffic management, traffformation centers and service
providers and that has become the standard referemcall applications that access
dynamic traffic information in Europe [DateX].

The web service is available in two different formbe "open" one also called
"Standard Catalog" that exposes a limited amoumtatd, and the "authenticated" one,
also called "catalog in Publish/Subscribe”, thafgrens an authentication checks. The
authentication process consists of a credentiaskciprovided by the MIIC during a
registration phase and that has resulted in tregioreof a new MIIC's Users, which can
be identified by a Username and a Password. Userthan assigned to one or more
entity catalog; the latter is a logical containeattgroups together one or more entities
(i.e. D2LogicalModel) subjected to extraction otalaccording to a given criterion for
classification [MIIC-DateX]. For example, in a clig of the various Parking entities,
each Parking can be grouped according to the iont&f geographic identity (the same
City), proximity (the same geographical area),moportance (the main car parks, or the
largest car parks, etc.).

According to what has been seen so far, for egoh ¢y data, two types of web service
are made available; below the list of web servicgR®int, and the corresponding link
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to get the WSDL files (Web Services Description duaage), analyzed during the initial
phase of the project:
» Parking Standard Catalog
http://www501.regione.toscana.it/MIICWebServicesfgpaggiClientPullService

http://mww501.regione.toscana.it/MIICWebServicesgbaggiClientPullService
?wsdl

e Parking catalog in Publish/Subscribe
http://www501.regione.toscana.it/MIICWebServicesfpaggiClientSecurePull
Service
http://mww501.regione.toscana.it/MIICWebServicesgbaggiClientSecurePull

Service?wsd|

» Sensors Standard Catalog
http://mww501.regione.toscana.it/MIICWebServices&g®iClientSecurePullSer

vice
http://mww501.regione.toscana.it/MIICWebServices&g®iClientSecurePullSer
vice?wsd|

e Sensors Catalog in Publish/Subscribe
http://mww501.regione.toscana.it/MIICWebServicesgbaggiClientSecurePull

Service

http://www501.regione.toscana.it/MIICWebServicesfgpaggiClientSecurePull

Service?wsd|
The information exchange with the web servicegadized thanks to the SOAP (Simple
Object Access Protocol) protocol. The invocatioruws through the request method
HTTP Post which addressing the service endpointthadfollowing HTTP headers:
Username and Password (i.e. the credentials prdwgiehe MIIC), RequestCatalog (a
number, also provided by the MIIC, that identiftae Catalog from which the data will
be received) and SOAPAction. The last header ise@us enhanced with the URI
identifying the method to invoke, in this case its ias follows:
http://datex2.eu/wsdl/clientPull/1_0/getDatex2Datashere the reference to the
getDatex2Data method is explicit. WSDL does notunexjthe setting of parameters, in
fact the body of the HTTP message consists of gaming and closing tag of a SOAP
message, as shown in Figure 8.
The MIIC provides data also through the portalapgical interface of th®sservatorio
Regionale per la Mobilita ed i TrasporflOsservatorio Trasporti] accessible by a
certificate provided during a registration procedsis portal has been used to integrate
the data downloaded as previous description, witbrination that is not available in
messages of D2LogicalModel type.
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The result of a call to one of the web service esly indicated is formed by two
elements:Exchangeand PayloadPublication The first element is the same for both
variants, while the second contains the actual détthe measurements and so its
internal structure varies according to the type ddta, with exception for
publicationTimeand publicationCreatorfields, that contain respectively the creation
time of the given and the name of the institutibattproviding the data. IBxchange
there are mainly generic information about the @xighange such as the data provider
and the Client identity and the result of the tfans

=gxchange:
<clientIdentification=GenericClient=/clientIdentification=
<response=acknowledge=/response=
<supplierldentification=
=country=it<=/country=
<nationalIdentifier=S0 _MIIC=/nationalIdentifier=
=/supplierIdentification=-
</exchange=

Figure 8 - Exchange tag content

In Figure 9 a map of Tuscany, generated byQkservatorio Regionalie shown, where
the position of the sensors, which produce the oreasents transmitted from the web
service, can be seen.
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Figure 9 - Sensors position map
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All sensors are located in the biggest city of previnces of Florence, Grosseto,
Livorno, Massa and Pisa; there are also activeossms the municipality of Arezzo, not
visible on the map. There are 158 catalogs, of wilisly 71 are currently active. A
catalog orsiteTablecorresponds to a set of sensors usually locatetth@same street,
and it is identified with a code such BK)55ZTL001 Each sensor of the group has a
unique code which consists of te#geTableidentifier with an extension of two-digit
progressively numbers, for example FIO55ZTL0010056ZTL00102, etc.
The element PayloadPublication of each sensors contains the
measurementSiteTableReferefietd that provides the siteTable identifier aod €ach
sensor of the examined siteTable, there are onaave siteMeasurementslements.
This tag contains the fieldsneasurementSiteReferentieat identifies the sensor,
measurementTimeDefauttat contains date and time of the measurementsding to
the DateTime W3C format [DateTime] and a serieglefments, which implement the
TrafficValueinterface. Below the field list of this interfads, provided, for a more in-
depth description, see [MIIC-DateX]:
» AverageDistanceHeadway: this tag contains the geerdistance between
vehicles transiting, expressed in meters;
* AverageTimeHeadway: a tag that contains the avetiage interval between
two transits, in seconds;
* VehicleFlow: this tag indicates the number of tremger hour;
» AverageVehicleSpeed: it contains the average spéddansiting vehicles in
km/h;
« Concentration: a tag that contains the number bicles per kilometer;
» Occupancy: in this tag, the percentage of occupatidhe road is saved,;
* Threshold: this tag contains the percentage ofclehiwhose speed is less than
the value defined imalue
« Value: tag that indicates the reference valuetergrevious taghreshold
« Period: a tag contains the value of the measuremtmnvals, in seconds;
e Time: it contains the measurement time, it is eg@nt to
measurementTimeDefault

Each sensors, according to the catalog, makingumeagnts every 5 or 10 minutes and
a call to the web service returns the latest measents of each sensor, up to a
maximum of 6.

For example, sensors of catalog 15, measure tfie teaery 10 minutes (period of 600
seconds) and each sensor contributes to payloadte/iast ZsiteMeasurements
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In Catalog 48, instead, sensors make a measuresuent 5 minutes and the Payload
are shown the last$iteMeasuremenisf each sensor.

The main problem of this data is the lack of infation to geo-localize the sensors; in
fact there is no information on their position, lewer, on the portal dDsservatorio dei
Trasporti the road name in which each sensor is instati&a be recovered to manually
associate it to each sensor.

Among the 71 functioning catalogs, only 64 prodatéeast one of the data described
above. Specifically, only 14 catalogs measure theerageDistanceHeadway
averageTimeHeadways measured by all sensors (but half of them héve
measurement fixed to “-1") agehicleFlow that appears in all the payload (but in 7
sensorTablghe detected value is fixed to - 1) aavkrageVehicleSpepdhe value of
concentrationis measured only by 26 sensors groups;upancyis present in the
payload of only 15 catalogghreshold and value appear in all measurements. In
summary, only 15 catalogs correctly produce the pleta set of measurements
described above, and they are all located in Engyali Grosseto areas.
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Figure 10 - Parking sensors map
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Figure 10 is generated through the portaDeservatorio dei Trasportand it shows the
car parking for which the MIIC provides information its status of employment, in the
main centers city of Tuscany: Arezzo, Empoli, Lvoy Florence, Grosseto, Massa and
Lucca.
Each city corresponds to a different catalog; tlannelement of the parking payload is
SituationRecordand there is one for each car parking belonginthé catalog. This
interface can be implemented by different web sesjiand also it has a group of fields
devoted to general information, common to all tbegible specializations, and another
group that changes depending on the data type.
The standard DATEX provides a more complex strectior the SituationRecord
interface, compared to that actually realized yNHIC. Below is a description of the
individual fields, for which in [MIIC-DateX] are atbd more details:
e situationRecordCreationTimeThe tag contains date and time of message
creation, in DateTime format W3C. EquivalenptablicationTime
» situationRecordObservationTimé contains date and time of the survey, in
DateTime format W3C,;
» situationRecordVersiariag set to '1' to parking payload,;

» situationRecordVersionTiméag equivalent tgituationRecordCreationTimier
the parking payload;

There is also a Validity class consisting of:
» validityStatustag sets to 'active' for the parking payload;
» overallStartTimetag with content equivalent gituationRecordCreationTinte
the parking payload.

Finally, thegroupOfLocationsclass consists only by th@edefinedLocationReference
tag, enhanced with the identification code of thekmg.

As regards the second partsifuationRecordthe one specializes in description of the
parking state, in Figure 11 is shown an examplesitfationRecordelement that
represents the fields returned by the web serviceg the testing phase. The following
describes tags that make up this class:

» carParkldentity tag that identifies the car parking, equivalenthie content of

groupOfLocations

« carParkOccupancytag containing the percentage of occupied lots;

« carParkStatustag that contains a string that describes thkipgustate;

» exitRate tag that indicates the number of output vehipkshour;

« fillrate: it contains the number of inbound vehicles parrho

* numberOfVacantParkingSpaceag containing the number of free lots;

* occupiedSpacesag indicating the number of occupied lots;
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» totalCapacity tag for the total number of lots.

situatianPecard xsi type="CarParks" id="GJID025]13c63-830:-462f-abbd-d7cdh2acf490"
<situatrorPecordCreztionTine=2013-10-16T19: 33: 35, 782+ 02: 00= iztionfecordCreationTime-
ationPecordObservatianTime=2013-10-16T13: 31 G0, 003+02;30</situatianRecardlbseryationTine=
ituationRecordVersion=1</situationRecordVersion
tuatiorRecordVersionTine-2013- 10-16T19: 38! 35, 782402: 00« /situationRecardiersionTine
LtorRecordFLret SupplierversionTine>2003-10-16T19:31: 03, 000+02: 03=, situat lonRecordFirst SupplieryersionTime
=<validity=
ayalidityStatussactive=/validityStatus=
walidityTimeSpecification
averallStartTine»2013-10-16T19: 35 35, 782+ 02 00</averall StartTine
/validityTineSpecification
</validity
<group0fLocat Lons=
locationComtainedInGroup xsi types"LocationByFeference”
predefinedlozat LonFeference-ATR4E01 TPAOL4FT </ predefinedLocat LonReference
MoacationContainedIndroup
</groupdfiocations=
<carfarkldent ity =RTO480L7PKOLAFI</carParkIdartity-
=carParkDccupancy=0,0</ carParkOccupancy
carParkStatussnoParkingInformationdvailable/ carParkStatus
eritRate-14</ex1tRate
<f1l1Rate=14«/fil1Rate=
<nunzerdfiacantParkingSpaces=410</runberofvacant ParkingSpaces>
=“occupiedSpaces=195</occupiedspacess
1ot sl Capacaty«605</totalCapacity
fsituationRecord

-

Figure 11 - SituationRecord example

The data described above were integrated with #meenand code of the street where
each parking is located; these information areagt dnly available on th@sservatorio

dei Trasportiportal, but they cannot be downloaded with a stitk. So, a MySQL
table is been created, which contains correspordd&mtweencarParkldentity and
additional data related to its position. In conmuas data obtained from the web service
parcheggiClientSecurePullServicare in almost cases complete, in fact almost the
surveys relating to parking census return valichdat the fields described above. At
the moment onlexitRateandfillrate are exceptions, that are measured by only a few
parking in the Florence area.

3.5.2 AVM client pull service

The web serviceavmClientPullServicediffers from the web services previously
described, mainly for the structure of data andtiiermethods to invoke it. The related
RFC [MIIC-AVM] provided by MIIC, provides a completdescription also for some
features that have not yet been implemented. Sowtirk done, took advantage of a
web service version that has limitations, whichl Wi underlined when encountered.
The endpoint of the web service is:
http://www501.regione.toscana.it:80/MIICWebServieesnClientPullService

the communication protocol is SOAP and, also is tase, there is only one defined
method:getAvmMessagén contrast to what was seen previously not accesdentials
are required, while the body of the SOAP requestires parameters setting.
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The structure of information exchanged during tlmnmunication can be ideally
divided into two partsgxchangendlistaCorse this latter contains the AVM detections
provided by MIIC following a well-formed requesth& exchangatem is used by the
client to fill out the request and, during the m@sgpe of the server, to provide
information on the outcome of the communication.detail, fields involved are the
follows:

» idConsumertag that contains the client identifier, i.e. tieer of data;

» serverlD this tag instead contains the server identifieat corresponds to the
string "SO_MIIC";

» oralnvioMessaggipit contains date and time of the request, in frmw3C
dateTime;

» Keepalive tag to be set to "True" if you just want to chélkk status of the web
service, without having to set other request patarag

* pullType tag that specifies the manner in which data egeired to the server.
It can be tatalod or "filter"; differences between the two values will be
specified below;

* pushTypetag not significant for the servieemClientPullService

» catalogueReferenceag that takes value in casellType= "catalod;

» filterReferencetag significant in case pullType filter”; it contains a series of
sub-elements, likecodiceLinea codiceCorsaand codiceCorsalLogico with
decreasing priority;

e responsetag where the server indicates the outcome ofttmemunication; it
may be K" if successful, HotOK' in case of error orStillalive" which indicates
that the service is active, in case okaépalivé request;

* notOkinfa tag that provides the details of any erroregponse= “notOk”.

As anticipated, the MIIC has not completed the twaent of the web service, and in
particular is not currently active thaullType = "catalod’ mode, andfilterReference
refers only to codiceCorsalLogico, valued @xliceCorsa so for simplicity will be
referred to the latter value.

So in summary, to obtain data via thetAvmMessageethod, it is necessary to set
pullType= "filter" and to assign a value to the fielddiceCorsal ogico

In order to assign a valid value todiceCorsaso it is recognized by the server, the
RFC in [MIIC-AVM] refers to a "Ride DataBase", whishould be created by the MIIC
in collaboration with local data providers and sdgently made available to web
service users. At the moment, however, this databas not been created and, on the
website ofOsservatorio dei Trasportthere are no links that allow to download a list o
asset rides and related codes. Looking forwarctiaffidata, a temporary solution has
been developed based on data coming fromathraClientPullServiceveb service,
through the web interface mentioned above.

We clarify the concept of race: it is the path thgtublic transport perform from a start
terminus to an end terminus, that is each timehécieeleaves a terminus, a new ride is
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enabled, associated with a specific code, whicls emdarrival to the end terminus. This
ride is usually repeated the next day with the saodge and the same departure time,
arrival time, line, stops, etc. These ride codessist of 7 digits, they range from
4500000 to 4800000 and then, based on this infeomed temporary database has been
created, populated thanks to calls to the web sgrwhich prove one by one each
integer in that range and store into the datal@dg,the codes correctly interpreted by
the server.

The tags contained into each ride element are:

codiceCorsatag valued at inquiry phase;

codiceCorsalogicothis tag contains the same valueofliceCorsa
codiceLinea it contains the identification code of the linelated to
codiceCorsa

codicePercorspthe tag contains the identification code of taép
enteErogantetag that identifies the company that provides ltoeal Public
Transport (LPT) service;

enteGestoretag that identifies the LPT service manager;

Messagetype tag that can assumes the following valuesinthronous to
indicate a programmed transmission of data at aeguitervals, &vent for
sending important data or unplanned damagdificatiorf to report a change in
the service;

variation: tag present in case bfessage type “modification”, which contains
the description of the change;

info: tag present in case afyhchronousor "Event Message type.

The info element contains key information aboutstage of race in detail:

statoCorsathis tag contains an integer set to O if the r&dm advance, 1 if it is
late and 2 if it is in time;

minutes tag that indicates the minutes of delay or adeanc

oralnvio: tag containing the date and time when the messagesent, in format
W3C DateTime;

latMezzo tag indicating the latitude of the vehicle infat WGS84 Datum;
longMezzotag indicating the longitude of the vehicle imfat WGS84 Datum;
idMezzo it contains the identification number of the \aéj

tipoEvento in case oiMessage type “eventd, this tag can bepartito” means
the vehicle is departed from terminaitérmedid that is, the vehicle is at an
intermediate stopdfrivato” i.e. it is arrived to the terminusinterrotto’ i.e. the
service has been interruptedabilitato” means the service is restarted after an
interruption;

ultimaFermata tag forming by the coupledFermata and orarioFermata
indicating the identifier and the time of the lagip made by the vehicle;
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» listaProssimeFermatethis tag contains an ordered list of padermataand
orarioFermatg indicating the next stop forecast for the ride;

* warning this tag provide a description of the interruptiseason when
tipoEvento= "interruptior’;

e carico: tag indicating the maximum number of passengerihe vehicle;

Thanks to the tests carried out on this web servite was found that
listaProssimeFermatés associated with the vehicle rather than to e, in fact
initially this tag contains some of the plannedpst@f the route, listed in an orderly
way, but when the vehicle approaches the termiftiseoride in progress, in the tag are
also added the scheduled stops for the next rattectirrespond to the return path, which
will start after the same vehicle reaches the teusyiwhich marks the end of the race.
So the message of synchronous type sending beforeessage of typeatrivato”
contains the list of the upcoming stops that willthe same vehicle, under a new ride
code.

A limitation of this web service is that currenthyonitors a small number of lines (lines
2, 4, 6, 13, 17, 23, 31, 36) compared to the tatabunt of those operating on the
Florence area, but the procedure for access tbalines is already in progress.
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Chapter 4

4. Km4city Ontology

With the availability of the data presented in gnevious chapter, the development of a
unified and integrated ontology for smart city wmihg transport, info-mobility and
large set of other open data, has become necessary.

In fact, as seen in the introduction, the presesfcan ontology allows guiding and
automate the ingestion process, exploiting a rawfgalgorithms for: data cleaning,
verification and validation, reconciliation, enrroknt with VIP names on dbPedia,
enrichment with geonames, enrichment of digitalatmn and point of interests
descriptions, etc. see [DICCOF].

For these reasons, an ontology capable of mapp@ndifferent available data, has been
created, trying to give it a certain abstractiomgrée, that allows to use it even in
different scenarios compared to that in which iswaveloped.

In this chapter the concept of ontology will beiadly clarified and then, the state of the
art of ontologies in the field of Smart City, wile analyzed. Finally, th&m4city
ontology, that is the ontology developed duringrigsearch carried out in the PhD, will
be presented.

4.1 What is an ontology?

An ontology is actually one of the most efficiengétimods to formally represent a set of
concepts.

Ontology is a term that derives from philosophyajipears for the first time in the
writings of Parmenides (about 504 BC) and thenvesrifrom the greek "eon logos",
meaning "speech ENTITY": ontology is concernedfant, the study of being, or of
what it is and its basic categories.[Gruber, 1993]

In computer science, ontologies are most usedarfighd of Artificial Intelligence, for
the classification of the data; T.R. Gruber in fagfines an ontology as a “specification
of a conceptualization” [Gruber, 1993]. He statest a formal representation of a set of
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knowledge is a conceptualization, i.e. a set ofecisj concepts and relationships,
between them that exist in a particular area @regt. A conceptualization is, therefore,
a simplified and abstract representation of theiqdar field of knowledge to be

represented, for any purpose.

An ontology is thus an attempt to formulate a estise and rigorous conceptual
scheme of a given domain, and this pattern can sakeral forms, in fact, there are
different types of ontologies, and below, a clasaifon based on the language
expressivity and formality, is explained [Roussegle 2011]:

Information Ontology: it is composed of diagrams and sketches usethtibyc
and organize the idea of collaborators during teeetbpment of a project. This
type of ontologies are only used by humans and gnibair characteristics,
there are the ease of modification, scalabilitynaiseness, schematization.
Information ontologies focus on concepts, instarares their relationship, and
they are main described by means of visual langiage

Linguistic Ontology: dictionaries, vocabularies, dictionaries, taxoresn
folksonomies, thesaurii and lexical database, amesexamples of this type of
ontologies, that mainly focus on terms and theatienships. Their aim is to
present and define the used vocabulary, which esréisults of a terminology
agreement between the interested users' comm@K®S (Simple Knowledge
Organization System) [SKOS] is the preferred laigguto describe Linguistic
ontology.

Software Ontology:. this type of ontologies provide conceptual schamehose
main focus is normally on data storage and datapubation, and they are used
during software development activities, with thenato guaranteeing data
consistency. Software ontologies are normally aefiwith conceptual modeling
language used in software and database enginekkmd=ntity-Relationship
Model Language or Unified Model Language (UML) [@edild, 2001].

Formal Ontology: they require a clear semantics for the used lagguin
defining concept, and strict rules about how tarsee€oncepts and relationships.
All this can be obtained by using first order log®&mullyan, 1968] or
Description Logic [descLogic] where the meaningeath concept is guaranteed
by formal semantics [Borgo, 2004]. An example o ttype of ontologies, is a
Knowledge Base (KB), that is formal system to ceptthe meaning of an
adopted vocabulary via logical definitions. The mpurpose of formal ontology
is reasoning. OWL [OWL] is the standard recommenioledV3C to define this
type of ontologies.

The interaction between people and software systeats to the search of a common
and shared system to communicate and understamihiation, so the idea is to use a
shared vocabulary to describe the content of teeurees, the semantics of which is
described in a reasonably unambiguous format amcepsable by a machine.
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Any information will be mapped by its own ontologyd inserted in a context that
creates relationships with other ontologies, ineord create logical relationships that
allow, for example, to distinguish the meaning loé tvord "root" in the context of a
"natural environment” than to "root" in a context'arithmetic", that is understandably
be different for any program semantics.

Thanks to this type of structure, all informationllvinave a complete meaning in a
certain context, according to the mechanism ofrifdion association of the human
brain. So an ontology allows a conceptualizatioexgdlicit semantics of the data, with a
more syntactically and semantically richer langyaugpe with an agreed terminology so
that the ontology can be reused.

4.2 State of the Art of Smart City Ontology

Before starting to develop thém4city Ontology [Bellini, Nesi, Rauch, 2014], a study
on the state of art of ontologies related to sne#tres, was completed. From this
preliminary analysis the following ontologies hasulting as the most interesting:
* TheSCRIBEOnNtology, realized biBM in 2011,
* The Ontology of Transportation Networ®TN), realized by the Department of
Computer Science, University of Munich, in 2005;
* The Semantic Sensor Network Ontolo@5(), realized by the W3C Semantic
Sensor Network Incubator Group, in 2009;
» TheStarCityOntology, realized by the IBM Research (Dublirldnd) in 2013;
e The SEMANCOOntology, realized in the homonymous Europeanegtojco-
funded by the European Commission within the 7dmt@work Programme;
« The BONnSAI Ontology, realized as part of the Smart IHU projef the
International Hellenic University.

In the following paragraphs these ontologies wallldsiefly described.

4.2.1 SCRIBE

The only ontology that can be found on the webate@ especially for smart city and
presented as aé&lp to transform cities into Smart Citieis SCRIBE[SCRIBE], made
by IBM, on which not much information is availaldeline free of charge.

SCRIBEis a semantic model and tools for "smarter"” cjtiesed on data gathered from
cities around the world, which try to solve somallgnges like integration of multiple
tools and modeling technologies, such as RDFS, Gl UML. The aim of the
SCRIBEteam is to realize an authoritative informationdmlothat captures dynamic
aspects of as much as possible service in the city.

The ontology is realized keeping in mind that thigamizations of each city is very
specific; furthermore, to model a Smarter City @pien, corresponds to model the flow
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of events and messages through the system, sontbgy is compatible with both
standardsCAP (Common Alerting Protocol) [CAP] e NIEM (Nation&hformation
Exchange Model) [NIEM].

The first version o65CRIBEIncludes the following main sub-taxonomies:

» CityPhysicalBase which includes the physical objects (geospatiadipd
temporally based) in the city landmarks, roads; etc

* EntityRoleBase to describe organizations, people, items (i.dities as in
NIEM) and their roles;

* EventAndMessageBasas based on CAP, and include event organized
temporally and causally, such &x«ternalEvents(like storms, road work),
Message(a Road Work Advisory)Workltem (Road Work Work Item) and a
SystemEver(application alert).;

* MeasurementBasdor measurements (height, length) and measuremeits
(inches, cm);

« OrganizationBasewhich captures the city’ organization and the feservice
areas;

» ProtocolBaseto describe the city protocols as a set of puateteps;

» SCGegthat is the geospatial core sub-ontology;

« TimeBasgan extension of Time ontology [TimeBase].

In essence, thBCRIBEis not closed, in fact it consists of a Core Matthal includes all
common classes views above, which can be expaniledhe extensions of the domain
and the customization of individual cities: all loimg blocks (service types, city
departments, KPI taxonomies, CAP messages) cangdiencized to define the overall
operations of a city.

4.2.2 OTN

Among other ontologies that may be related to Si@ares, we mention th©TN, that

is theOntology of Transportation Network&hich corresponds to a direct encoding of
the Graphic Data FiledGDF] in OWL.

This ontology defines the entire transport syst#om the single road/rail, to the type
of maneuvering, that can be performed on a segofentd, or public transport routes.

Thing |

Composite_Attri 1 [T' Relationship ] I' Transfer Point \ r' Geometric l ."r Feature l
butes

Figure 12 - OTN Ontology portion

As shown in Figure 12, th©®TN includes, as in GDF standards, five main concepts
expressed in the following five main macro classes:
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« Composite_attributesit represents classes consisting of composedats,
and includes classes likelimeTable Accidenf House Number_ Range
Validity _Period Maximum_Height_Allowed

» Features it contains all GDF features as OTN classes, sasHRailways
ServiceRoad_and_Ferry Featur@ublic_Transport

» Geometry this macroclass defines the geometric forms afuies, i.e Edge
NodeandFaceclasses;

e Transfer pointsit is a class which describes how to get from obgect to
another (e.g. train stations), which includes &asssuch asRoad
Road ElemeniBuilding, and others;

e Relationships this macroclass describes the non-geometric ioakttips
between features, such as Maneuvre

This ontology defines many concepts that can biyadsntified in the data set used in
this research. Therefore this ontology was alsal @sea reference vocabulary for the
definition of the Knowledge Model created.

4.2.3 SSN ontology

On the Web there are also many ontologies relatesehsor networks, such as the
SemanticSensorNetwor®ntology, which provides elements for the deswmiptof
sensors and their observations [SSN].
This ontology has been defined usi@yVL 2ontology language and it has been created
starting from the review of standard and existingptogy.
The SSNontology is organized, conceptually but not phgkyc into ten modules; the
full ontology consists of 41 concepts and 39 obpdperties, directly inheriting from
11 DUL (DOLCE Ultra Light) concepts and T2UL object properties. The ontology is
able to describe sensors, the accuracy and capehof such sensors, observations and
methods used for sensing. Also concepts for opeyatind survival ranges can be easily
represented, as these are often part of a givesifispéon for a sensor, along with its
performance within those ranges.
The SSN ontology is built around a central Ontol@psign Pattern (ODP), shown in
Figure 13 [Gangemi, 2005] which describe the refethips between sensors, stimulus,
and observations, the Stimulus—Sensor—Observal80) pattern. The ontology allows
to observe the represented domain from four diffeperspectives:

e A sensor perspective, focused on what senses,theemses, and what is sensed;

e An observation perspective, focused instead onrebgen data and related

metadata;
e A system perspective, focusing on systems of serssut deployments;
e A feature and property perspective, focusing on twbenses a particular
property.
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Figure 13 - SSN Ontology concept

However, there is a shortage in the ontology preskernocations of platforms, systems
or sensors and temporal properties of deploymeartar@as where other ontologies are
required to fill in the details.

Currently, inside the ontologfm4City, sensors are not represented, because detailed
data on such devices are not available; in case thehe need to represent the sensors
with greater detail, the ontology SSN will defitjtée taken into account.

4.2.4 STAR CITY ontology

STAR-CITYis a system supporting semantic traffic analyacsl reasoning for city,
which integrates human and machine-based sensar Watmally data are provided
with a variety of formats, velocities and volumes, fact STAR-CITYcan handle
structured and unstructured data, static dataarstrdata and large amount of historical
data.

This ontology has been mainly designed to providsight on real time traffic
conditions; in factSTAR-CITYrelies the semantic interpretation of the contalxtu
information to derive insights like as analysis agnosis, contextual explorations and
predictions of traffic conditions thanks to higlcarmate research in semantic predictive
reasoning.

The novelty ofSTAR-CITYies in the system ability to ingest highly hetggneous real-
time data and perform various types of inferentat tis, analysis, diagnosis and
prediction. These inferences are processed thraugbmbination of various types of
reasoning as Description Logic, machine learningeda rules-based, stream based
[Starcity].

Currently this ontology has been applied to thetexinof the city of Bologna and
Dublin but can be applied in other cities that esgall types of sensors data.
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4.2.5 SEMANCO

SEMANCO [Semanco] is the reference ontology developed iwitihe context of
SEMANCOproject fittp://www.semanco-project.guwhich seeks to develop tools to
provide data integration, required by Smart Citystér.

The SEMANCOontology born as a mediator for the integrationt@thnical and
statistical data relating to buildings, which arermally measured and distributed
through a set of heterogeneous data structuredlaBiieas of ontology-driven data
integration can be found in [Calvanese et al., 1898 [Wang et al.,2009].

The ontology is one of the semantic tools that pheject provide to stakeholders
involved in urban planning, to help them to mak®imed decisions about how to
reduce carbon emission in cities; precisely thelogl is used as a tool for semantic
data analysis and interconnection of various dataces (cadaster, census, building
types, GIS). This ontology should help to intercectrall these data, according to their
semantics, facilitating federated query for theirentlata set and enabling semantic
interoperability of tools operating on data.

The ontology building process includes six basepst capture of basic terminology
taking into account the user perspective; consomadf the initial vocabulary, based
also on official classifications and standards;adaburce mapping on vocabulary;
encoding the specific ontology using the appropriabls developed in the project; data
integration based on a model R2RML; ontology evabdma mainly based on its
computation efficiency.

The most recently publisheBEMANCO ontology consists of 1042 classes, 849
properties and 7192 axioms.

4.2.6 BONSAI

BONnSAIlis an ontology for enabling Ambient Intelligenc®gn{l) in a Smart Building,
which, thanks to its domain-dependent characterispecializes the already existing
domain-independent ontologies in order to modebraaln-specific concepts of an Aml
application. HoweverBOnSAlsets off to model many more concepts required in a
Smart environment.

The BOnSAl ontology is designed to enable automation andggneavings at the
International Hellenic University (IHU) where a Stnambient has been setting, i.e. an
environment equipped with smart devices (actuadmd sensors) in large scale. The
interaction with the rest of the system is providiebugh a web service interface. In
this ontology is possible to find context-relateéyvice-related, hardware-related and
functionality-related classes.

Hardware-related concepts support both energy-angase capabilities and services in
the system. All hardware is mainly divided into kgpces and devices, which differ in
their ability to provide services; the only thing common is that they both have a
location so they can be placed according to whesg work.
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Figure 14 - BOnSAI Ontology

Appliances correspond to non-service-enabled apgs in the building such as
radiator, printer, lighting, air conditioning, et@he devices, instead correspond to
enabled services smart devices, i.e. sensors gndtacs. BOnSAl also includes the

classes of MultiSensor and SensorActuator, whictestined for the devices of dual
purposes.

4.3 The ISO/IEC JTC 1/SG 1 Standard

The definition of a standard relating to Smart &atiis currently underway, by the
ISO/IEC. The analysis of this topic was requestedChina, which has also submitted
its contribution for the Smart City Reference Modehe Smart City Reference Model
is the abstract, comprehensive, macroscopical ipéser of Smart City. It provides
guidance for Smart City construction, which willfg the city to a higher, more mature
level, in other words, to provide the city with thkility to put together all its resources
effectively taking advantage of opportunity, buthaiut address challenges. Meanwhile,
Smart City Reference Model also contributes toahalysis of the standardization need
of Smart Cities and the formation of the Smart Gigndardization roadmap.

The second Plenary Meeting of ISO/IEC JTC1/SG 1Somart Cities, was held in
London, in September 2014.

The key message of the report drawn up during temaPy Meeting, is that the
intelligence of a city refers to its ability to fetion as a single organism, in which all its

resources are managed and distributed in an effisi@y, to help the city and its
citizens to "flourish".
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So, for this purpose, a set of intelligent featuséshe city have been identified. these
characteristics include smart city standard neetlatialso enabling technologies that
make smart city applications possible.

In the

document four concepts are clarified: tleed described as the expression of

something desired or considered necessary, whicbfté expressed as a general
concern; aequiremeninstead is a formal statement of some functiopalitose output
contributes to a desiramitcomethat will satisfy a need. Theutputis unambiguous, but
not necessarily produce tbatcomethat leads to the desired result.

The aim of the ISO/IEC JTC 1 is to identify the &fie requirements of ITC
standardization, on the basis of an understanditigecspecial needs of smatrt cities.

Within the standard there is already a chaptewhicth the Enabling Technologies for

Smart

Cities are listed, because the future Intedomain landscape, comprises a great

diversity of research streams and related topicsdé&signing alternatives for Smart

Cities.
Cities:

However, the following technology streamme ¢he most connected to Smart

Ubiquitous Computing: a concept in software engineering and computer
science where computing is made to appear evergwhad anywhere. In
contrast to desktop computing, ubiquitous computaan occur using any
device, in any location, and in any format.

Networking: it increases broadband capacity with 4G LTE ddViultimedia
Systems (IMS) as well as future networking techgms. Networking
technologies provide the infrastructure of the gnwties to make all the
devices, computers and people can have convemieldple and secretive
communication with each other.

Open Data Open data, especially open government data, iaceedible
resource that is as yet largely untapped. Openplaya an important role in the
construction and operation of the smart cities. Whbee smart city is
constructed, open data can provide large amoundatd to assist the city
planners and constructors. The citizens and citymagars can make right
decisions in city lives and managements.

GIS (Geographic Information System): it is used tovite location based
services. GIS and location intelligence applicati@an be the foundation for
many location-enabled services based on analysispalization and
dissemination of results for collaborative decismaking.

Big Data: a smart city can be seen as a "system of sysiemnd"several systems
offer large amounts of information. Using model sir@ty technologies, the
amount of data increases rapidly. This allows taxdmy things that previously
could not be done: spot business trends, preveeases, combat crime and so
on.
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e Cloud Computing: it is still helping private sector to reduce &sincrease
efficiency, and work better. From a commercial pahview, cloud computing
is a key concept to enable a global ecosystem,evbrgianizations are able to be
more competitive.

e [OT: Internet of Things (loT) refers to the intercootien of uniquely
identifiable embedded devices, within the existintgrnet infrastructure. The
interconnection of these embedded devices (inctugimart objects), is expected
to usher in automation in many fields, while alfoveing advanced applications
such as Smart Grid.

» E-Government: the development of effective and efficient e-goweent is a
key prerequisite for the development of Smart Giti€he lack of integration
among various e-government and urban initiatives, the relatively low level
interest shown by many national authorities, lintite efforts for the
development of local e-government.

» Service Oriented Architecture (SOA): Service-Oriented Architecture (SOA) is
a software architecture design pattern based derdift pieces of software that
provide application functionality as services tdest applications; it is also
independent of any vendor, product or technologyogting a SOA approach
for local government organizations requires a neay wf thinking about IT
infrastructure, not only technically, but also argationally.

 Embedded Network Embedded networks of sensors and devices intsigdly
space of the city are expected advancing the wbdreate by Web 2.0
applications, social media and crowdsourcing. A tiege spatial intelligence is
emerging to have a direct impact on city servic8snart Cities with
instrumentation and interconnection of mobile desi@and sensors can collect
and analyze data and improve the ability to marsengkpredict urban streams.

Within the document, there is a section dedicatedthe knowledge model: the

heterogeneous data from different sources mustdggeegated, so a unified set of
concepts and terminologies became essential. Farthie, the development of new
applications requires a common knowledge base artsoity. In order to support a

cross-domain and cross-city interoperable knowledmecore model that collects
concepts from different stakeholders, is necess@rysupport a more standardized
knowledge expression. This model should includeeriomy of different types of

smart devices (mobile device, sensors, etc), tha Bmart City areas (mobility, health,
etc.), and the most important components of eactosé@for example buses and trams
for mobility).

As shown in the next chapter, the knowledge modedlenduring these three years of
research, can be considered in large part a sigatiah of the core model proposed
within the standard. In addition, in this thesigp@ssible to identify references to most
of the enabling technologies, identified as fundataleto a Smart City, in the document
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issued by ISO/IEC. The evidence found in officimcdments, even if not yet in an
official version, incite to continue the searchtle direction taken in order to improve
the results obtained to date.

4.4 Kmdcity, the Knowledge Model for the City

In order to create a knowledge model for Smart Gryvices, following the study
carried out on existing ontologies in the fieldsofiart city and the large number of data
sets that have been analyzed, a new knowledge rhaddleen developed, with the aim
of modeling and establishing the needed relatigosshimong element, thus making a
general data set semantically interoperable (@gspciating the street names with
toponimous coding, resolving ambiguities), maximigihe compatibility with existing
solutions. The results of this deep analysis piatigekm4City Ontologya knowledge
model for the city and its service, an ontologynfed by 78 classes and 93
ObjectProperties.

KmA4City is in fact designed to be the knowledge slddr a generic Smart City and its
services, and it allows to interconnect all data peovided from several PA and mobile
operators, with the aim of creating a single davaesuseful, for the same PA or third
parties, to develop new innovative applicationd thgprove and simplify the citizens
life.

The work performed started from the data sets abialin the Florence and Tuscany
area, presented in previous chapter.

To avoid ambiguity and to increase the understandinthe concepts defined in the
knowledge model and to make the ontology made nami&ptable to other urban
realities, a number of reference vocabularies wemnesen and used during the
development phase.

Following the analysis of available data relatiogtiie Street Guide provided by the
Osservatorio dei Trasportimany similarities between the data and partO3iN
Ontology, presented in Section 4.2.2, have beeantifce.

In order to associate a more precise semanticheovarious entities oKm4City
Ontology, an explicit reference to the correspogdntity into theOTN ontology, has
been defined inside the created knowledge moddh tive aim to facilitate connection
with other datasets, also to follow the guidelides the for the implementation of
Linked Open Data(http://www.w3.org/Designissues/LinkedData.hin{see  Chapter
2.3).

So, theOTN ontology has become one of the reference vocapuised during the
development of the Kmd4city model [Bellini et al.0&B]. Among reference
vocabularies used in the definition of the Knowleddodel is possible to find the
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dcterms i.e. a set of properties and classes maintairyethé Dublin Core Metadata
Initiative, thefoaf vocabulary, an ontology dedicated to the desonptf the relations
between people or groupsshema.ora reference model used to provide description of
people and organizations, and thwgs84 posvocabulary, representing latitude and
longitude, with the WGS84 Datum, of geo-objects.

Another interesting knowledge model is tBeodRelationOntology [GoodRelation] a
standardized vocabulary that allows to describa dalated to products, prices, stores
and businesses, so that they can be included irdady existing web pages and they
can be understood by other computers; moreovedupts and services offered can
increase their visibility into latest generationasd# engines, or recommendations
systems and similar applications.

GoodRelations clearly the reference model for the descrippbe-commerce and their
products; with a view to future expansion, an icb@nection betweerkKm4city
ontology andsoodRelatiorhas been created.

The Km4cityknowledge model allow to interconnect, store drehtquery, a collection
of data coming from many different sources, speally various portals of the Tuscany
Region MIIC, Muoversi in ToscanaOsservatorio dei Traspoitiand Open Data
provided by individual Tuscany municipalities (mlgifrlorence), as shown in Section
3.4. Taking into account the different types ofad#tat he Knowledge Model has to
map, it is clear that its size will be relevantgaherefore, to facilitate its construction
and its understanding, it has been divided intddhewing macroclasses:

e Administration Macroclass: it is structured in order to represent the ltalia
public administration hierarchy: each region isididd into several provinces,
within which the territory is divided into municifiées. Moreover each PA,
during its mandate, can produce resolutions andigtustatistics.

» Street Guide and Rail Network Macroclass it represents the entire roads
system and railway system in Tuscany; the first,dr@m an administrative
point of view, is seen as a set of administratixéeresions or administrative
roads, while from the citizen' point of view, itdéemposed by a set of roads. The
second one, from an administrative point of viewséen as a set of railway
directions, railway lines, railway sections, whitem the citizen’ point of view,
it is composed by a set of train stations interemted together.

* Points of Interest Macroclass this macroclass allows to represent services to
the citizens, points of interest, businesses d®@syi tourist attractions, and
anything else can be located thanks to a pair ofdioates on a map.

* Local Public Transport Macroclass it includes information relating to public
transport by road and rail; currently we have ast¢eslata relating to scheduled
times of the leading LPT, the graph rail, and teak data relating to ATAF
services.
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» Sensors Macroclassis the macroclass created to host data colldzyedhrious
sensors installed along some roads, in major ckspaf Florence and in that
neighborhood. In addition in this macroclass dafated to Lamma's weather
forecast were included.

e« Temporal Macroclass it pointing to include concepts related to tintang
instants and time intervals) in the ontology, sat you can associate a timeline
to the recorded events and can be able to makepoad.

* Metadata Macroclass it is used to keep track of the status and detms
associated with the various ingested dataset.

441 Administration Macroclass

The first macroclass, i.e. Administration, is cors@o as shown in the following Figure
15.

Resolution

Municipality il
approvedByP

A
hasMunicipality

hasResolution
isPartOfProvince

subClassOf — »»

Province f ————— —» Pa

hasProvince

isPartOfRegion
A 4

i€hasStatistic

Region —d

StatisticalData

Figure 15 - Administration Macroclass of Km4City Ontology

The main class of Administration MacroclassH#, which has been defined as a
subclass ofoaf:Organization link that helps to assign a more clear meaninghi®
class. The three subclassesRA are automatically defined according to restriction
defined on ObjectProperties (represented in therdidpy solid lines). For example, the
Regionclass is defined as a restriction of the cR&on ObjectPropertyiasProvincg,

so that only thePA that possess provinces, can be classified as iantegnother
example: to define the PA elements that make upMhbaicipality class has been
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instead used a restriction on ObjectPropergPdrtOfProvincg’ so if a PA is not
assigned to a province, it cannot be consideredraaipality.

To establish the hierarchy within the cl#s& a pairs of inverse ObjectProperties were
defined, for each stepthasProvincé and 'IsPartOfRegioty "hasMunicipality and
"isPartOfProvince'

Connected to the cla$®A, through the ObjectPropertyhdsResolutioh) is possible to
find the Resolutionclass, whose instances are represented by thieitiess passed by

the various PA note. ThéndsResolutiohObjectProperty has an inverse property, that
is, "approvedByPa

The last class of this macroclassStatisticalData given the large amount of statistical
data related both to the various municipalitiethie region and to each street, that class
is shared byAdministrationandStreetGuide and Rail Networknacroclass. As we will
see in the next macroclass description, the @sassticalDatais connected to both Pa
at Road through the ObjectProperhasStatistit.

4.4.2 Street Guide and Rail Network Macroclass

The Street Guide and Rail Netwonkacroclass consist of two separated parts, thheis
Street Guideand theRailway Graph which will be analyzed below, respectively.
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Figure 16 - Street Guide Macroclass of Km4City Ontlmgy
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In Figure 16 the Street Guide part is shown; iténnekass, in the middle of the figure, is
RoadElementwhich is defined as a subclass of the correspondlement in the
ontologyOTN i.e. Road_ElementEachRoadElemenis delimited by a start node and
an end node, detectable by the ObjectPropersémtSAtNode and '‘endsAtNodg
which connect thdRoadElementlass to the clasSode Some restrictions have been
specified in theRoadElementlass definition, related to tidodeclass: a road element
must have both startsAtNode and 'endsAtNodé ObjectProperty, both with a
cardinality exactly equal to 1. One or more roaeirednts forming a road: the class
Roadis in fact defined as a subclass of the correspgndiass in theDTN, i.e. the
homonymous claskoad with a cardinality restriction on thecdntainsElemetit
ObjectProperty, which must be minimum equal tanlgther words, a road that does not
contain at least one road element, cannot existo Ahe AdministrativeRoacdtlass,
which represents the administrative division of tieads, is connected to the class
RoadElement through two inverse ObjectProperty hasRoadElemeht and
"formAdminRoal] while it is connected with only one ObjectPrdyeo theRoadclass
(that is ‘toincideWitH). To better clarify the relationship existing amgothe classes
Road AdministrativeRoadand RoadElemenit can be stated that an instance of the
Roadclass can be connected to multiple instanceésdatfinistrativeRoadlass (e.qg. if a
road crosses the border between two provincestheuvpposite is also true (e.g. when
a road crosses a provincial town center and assdifiesent names), i.e. there is a N:M
relationship between this two classes. On each eteadent is possible to define access
restrictions identified by the clagtryRule which is connected to tHeoadElement
class through two inverse ObjectProperties, hasRulé and "accessToEleméntThe
EntryRule class is defined with a restriction on the minimurardinality of
ObjectProperty dccessToElemeéh{set equal to zero), because in most cases, reéeh
is associated to one road element, but in someyéroal cases, there is no association.
Access rules allow to define uniquely a permit onitation access, both on road
elements (for example due to the presence of a Rdl)also on maneuvers; for this
reason, the clagdlaneuverhas been defined and connected to the datis/Ruleby
the ‘hasManeuveér ObjectProperty. The term maneuver refers pringaol mandatory
turning maneuvers, priority or forbidden, which described by indicating the order of
road elements involving. Thanks to a deeper amalysiStreet Guide data, it has been
verified that only in rare cases maneuvers invguinree different road elements and
then to represent the relationship betweerMhaeuvreandRoadElementlasses in the
simplest way, three ObjectProperties were defiibdsFirstEleni, "hasSecondElem
and "hasThirdElem", in addition to the ObjectPraopeahat binds a maneuver to the
junction that is interested, that is;ohcerningNode (because a maneuver takes place
always in the proximity of a node). Defining th&neuvreclass, cardinality restrictions
have been specified:hasFirstElei and 'hasSecondElemObjectProperty have a
cardinality restriction set equal to 1 while thexmmaum cardinality associated to the
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ObjectProperty HasThirdElerty is set to 1, in fact, for the maneuvers thaeetffonly
two road elements, this last ObjectProperty isdafined.

As previously mentioned, each road element is didonby two nodes (or junctions),

the starting one and the ending one, and thereleceaNodeclass has been defined, as
a subclass of the same name class belonging ttoggtd@ TN. TheNodeclass presents

restrictions on DataPropertigeo:lat andgeo:long two properties inherited from the

definition of theNodeclass as subclass géo:SpatialThinga class belonging to the

Wgs84ontology: in fact, each node can be associategl with one pair of coordinates

in space, and cannot exist a node without thesgesalthen the cardinality of these
DataProperties is equal to one.

The Milestone class represents the kilometer stones that areegblaalong the
administrative roads, that is, the elements thentifly the precise value of the mileage
at that point, i.e. the advanced of the route ftbmstarting point. A milestone may be
associated with a single instancefaiministrativeRoadlass, and it is therefore defined
a cardinality restriction equal to 1, associateth# ObjectPropertyplacedInElemerit
Like theNodeclass, also thMlilestoneclass is defined as subclasggeb:SpatialThing
but in this case the presence of a couple of coatés, is not mandatory (a restriction
on maximum cardinality is set to be equal to on#,this not exclude a possible lack of
value).

A street number is used to define an address, ammarately, and it is always logically
related to at least one access: in fact everytstigaber always corresponds to a single
external access, which can be direct or indiradt sbmetimes, it can also correspond to
an internal access. Looking at this relationshgonfithe access point of view, instead, it
is possible to say that each access is logicalhyneoted to at least one street number.
According to what is stated, the clasSeéeetNumbeandEntry were defined.

With the owned data the claSsreetNumbecan be connected to the cl&sadElement
and to the clasRoad respectively through the ObjectPropertiptedinElemeritand
"belongToRoald Furthermore, for the ObjectPropertypelongToRoat an inverse
property hasStreetNumbgrhas been also defined.

Within the ontology therefore, for ti&treetNumbeclass a cardinality restriction on the
ObjectProperty "belongToRoad", which must be etdl, has been defined.

TheEntry class can be also connected to both the stredberuamd road element where
it is located. The relationship between clasBesry and StreetNumberis identified
thanks two ObjectProperties, that IsasinternalAccessand 'hasExternalAcce$son
which cardinality restrictions have been definegicduse, as mentioned earlier, a street
number will always have only one external access,bsome cases, could also have
an internal access (this latter restriction is actfdefined by setting its maximum
cardinality equal to 1, i.e. only values 0 and & allowed). LikeNode andMilestone
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classes, also thientry class is defined as a subclasgyeb:SpatialThingclass, so it is
possible to associate a maximum of one pair of dinates,geo:lat and geo:long to
each its instance: this can be translated witts@icton on the maximum cardinality of
this two DataProperty of thEéeoontology, set to one (each DataProperty may tale o
value, or none).

The Street Guide and Rail Networkacroclass is connected to the Administration one,
through two different ObjectPropertie®wnerAuthority and ‘managingAuthority;
which as the name suggests, they represent regggcthe public administration to
which the administrative road belongs, or the publiministration that manages the
road element. In this representation, only privagls remain out, because information
contained into datasets, related to private prgpare limited.

From a cartographic point of view, however, eacdrelement is not a straight line, but
a broken line, which follows the actual course lté toad. To represent this situation,
the classeRoadLinkandJunctionhave been defined: thanks to the interpretaticihef
KMZ file, the set of coordinates that define e&utadElements recovered and each of
these points is then added to the ontology asstanne of the claskinction defined as

a subclass ajeo:Spatial Thingwith therefore a pair of coordinates. Each ssadjment
between two junctions, represents, instead, aanostof the clasRoadLink which is
defined through a restriction on the cardinality @ifjectProperty €éndJunctioh and
"startJunctiori (setting equal to 1) that connect this two classe

Connect tdRoadclass there is also tAgafficGateclass, whose instances represent the
access gates to the RTZ (Restricted Traffic Zom&y tanes only for bus.
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Figure 17 - Rail Network Macroclass of Km4City Ontdogy
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The second part of this macroclass correspondset®ailway Graph, that is shown in
Figure 17. It is mainly formed by claBailwayElementvhich is defined as a subclass
of the OTN:Edgeclass. The railway elements can be assembledrio tiee following
railway components:

» Railway direction a railway line having particular characteristofsmportance
for traffic volume and transport relations on whitlakes place, and that links
the main nodes or centers of the entire rail nekywor

» Railway sectiona section of the line in which is possible todfionly one train
at the time, that is usually preceded by a "protetior "block".

« Railway line i.e. the infrastructure that allows trains oresthailway convoys to
travel between two places of service.

For each of this components, a class inside theMé@uge Model, have been defined,
that is the classdRailwayDirection, RailwaySecticandRailwayLine The first one can

be connected to th&ailwayElementclass thanks to two inverse ObjectProperties
"consistOfElementand ‘tomposeDirectionthe second one is instead connected to the
RailwayElement class, through two other inverse ObjectPropertiese.
"isComposedByElementand ‘tomposeSection”finally the last class, the class
RailwayLine is connected to railway elements using the OBjegerty hasElement”
and its inverseiSPartOfLine"

Each instance of clasRailwayElementis connected to two instances of class
RailwayJunction(defined as a subclass of tikIN:Nod¢, by the ObjectProperties
"startAtJunction"and ‘endAtJunction.

ClassesTrainStationandGoodsYardrepresent respectively a train station and aliteig
station, and both correspond only to one instariceneRailwayJunctionclass, both
through the ObjectPropertgdrrespondToJunction”

4.4.3 Pointsof Interest Macroclass

For the third macro class, that Roints of Interesta generic clasServicehas been
defined, which can represent, as mentioned be#direervices or activities, which may
be useful to the citizen and who may have the needearch-for” and to “arrive-at”.
This macroclass allows to represent services to diieens, points of interest,
businesses activities, tourist attractions, andrang else can be located thanks to a pair
of coordinates on a map.

The classification of individual services and aitids is based on main and secondary
categories planned at regional level: for this psg the HhasServiceCategoty
ObjectProperty and the corresponding cl@ssviceCategoryhave been created. This
last class can only take the exactly values, reptes by individuals defined inside the
Knowledge Model, that have been found on the daetaigled by the Tuscany Region.
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The categories of the Tuscany Region are expressédlian, therefore a process of

translation was necessary, which resulted in argatidictionary, to which translations

into other languages can easily be added. A bettessification of services and

activities could be implemented thanks to the ATE€de, i.e. a code representing the
ISTAT classification of economic activities, butfartunately into the data provided, a

high percentage of ATECO code is missing.

Analyzing the available data and taking into act¢dha services classification available
within the OTN ontology, the following subclassesavéd been identified:
AccommodationGovernmentOfficeT ourismServiceTransferServiceCultural Activity,
FinancialService Shopping Healthcare Education Entertainment Emergencyand
WineAndFoodThe Accommodation subclass for example, is ddferea restriction on
the ObjectProperty"hasServiceCategory"that must take one of the following
individual  values: holiday village hotel summer_residenge rest_home
religiuos_guest_house bed _and_ breakfast hoste] farm_house agritourism
vacation_resort day_care_center camping historic_residence mountain_dew
boarding _house Similarly, all other subclasses listed above, ehdeen defined,
including among the possible values of the ObjexBrty"hasServiceCategorythose
corresponding to that type of service.

Some classes, to identify particular services ti#ens may have need to reach, but
that may be offered by different types of actigtizvere also defined: for example, there
are some POI that also offer a wireless internaneotion, for which thédotSpotWifi
class was defined, which is connected to Sexviceclass via the ObjectProperty
"isInstalledOnService"that class is also connected to the Street Gh@bause some
hot spot wi-fi in the city of Florence are installalong roads and not in correspondence
to an activity. Another additional service is tiekét sales, for which, in fact, the class
BusTicketsRetailhas been added, connected to ®ervice class thanks to the
ObjectPropertyisATicketsRetail"
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Figure 18 - Point of Interest Macroclass of Km4CityOntology

The city of Florence has also a list of cool plaskere citizens can stay in the summer
to freshen up a bit; so, th@eshPlaceclass has been also included into the ontology,
which is connected to the claServiceusing the ObjectPropertysAFreshPlace”

In Figure 18 is represented a possible integratietween our knowledgemodel
Km4City and the GoodRelationsontology, achieved at class level: the classes
km4c:Serviceand GoodRelations:Localitycan be identifying as equivalents from a
definition point of view and, for example, the deev'Ristorante il PozZocan be
connected to the respective locality, defined m@oodRelation®ntology, through the
ObjectPropertkm4c:hasGRLocality

4.4.4 Local Public Transport Macroclass

The fourth macroclass, callddcal Public Transportmacroclass, includes the data
related to major LPT (Local Public Transport) comia scheduled times, the rail
graph, and data relating to real time passage atsbops. This macroclass is not
complete yet, it contains data related to routekkars stops of all Tuscany Region, but
it contains at the moment, only bus timetable datated to the metropolitan area of
Florence, but the data model proposed can be osedl flata of the rest of Tuscany.
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Figure 19 - Local Public Transport Macroclass of KndCity Ontology

The public transport by road is organized in puldansport lots, represented hgpt
class, each of which is in turn composed of a nurobbus and tram lines, i.e. the class
PublicTransportLine The relationship between this two classes coomrdp to the
ObjectProperty isPartOfLot, which connects each instance PfiblicTransportLine
class to the corresponding instanceloft class. ThePublicTransportLineclass is
defined as a subclass©OfN:Line

Each line includes at least two ride per day (in& fn ascendant direction, and the
second one in descendant direction), identifiedugh a code provided by the Local
Public Transport company and each ride is schedwledfiive along a specific path,
called route. Accordingly, the classegle andRoutehave been created, together with
the ObjectProperty stheduledOnLide connecting the Ride class with the
PublicTransportLineclass, which is defined as a limitation of cartitgeexactly equal

to one, because each ride code may be associateditgle line. The case in which
there are more than two rides for the same lineirsoewhen, for example, some shortest
paths are scheduled, in certain hours of the day.

A route can be seen as a series of road segmdintstele by subsequent bus stops, but
wishing then to represent to a cartographic pointi@v the path of a bus, we need to
represent the broken line that composes each tstoétooad crossed by the means of
transport itself, and to do so, the previously usertleling on road elements, has been
reused: we can see each path as a set of smalesegraach of which delimited by two
junctions. According to what is stated two Objeogsarty linking the classéRouteand
RouteSectigrhas been defined, namduhsFirstSectiohand 'hasSectiohand also two
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other ObjectPropertyehdsAtStopand 'startsAtStofy connecting each instance of the
RouteSectiomrlass to two instances of tBeisStopclass. This last class is defined as a
subclass 0OTN:StopPointlass.

Thanks to the defined model, knowing the starting btop and the first segment, the
entire route taken by each means of transport earedonstructed. For this purpose the
ObjectProperty HasFirstStop has been also defined, which connects Rueite and
BusStop classes. Each stop is also connected to the dlags through the
ObjectProperty isPartOfLot, with a relation 1:N because there are stopseshéry
urban and suburban lines so they belong to twedfit lots.

Although the clas8usStops a subclass afeo:SpatialThingsince the data provided
by the Local Public Transport companies contairam pf coordinates that allows to
locate them; inside thém4cityknowledge model thBusStopclass is defined thanks to
a cardinality restriction, set exactly equal to dn the DataPropertgeo:lat and
geo:long

Wishing then to represent to a cartographic poinview the path of a bus, i.e. an
instance of thdRouteclass, a broken line must be represented, whiohposes each
stretch of road crossed by the means of transiseif and to do so, the previously used
modeling with the road elements, has been reusah small segment composing the
path, is delimited by two junctions: therefore fReuteLinkand RouteJunctiorclasses
were then defined, together with the ObjectPropetbeginsAtJunctioh and
"finischesAtJunctidh The RouteLinkclass was defined with a cardinality restriction o
both just mentioned ObjectProperty, imposing thas ialways equal to 1. Theoute
class is instead connected to thouteLink class through the hasRouteLink
ObjectProperty.

445 SensorsMacroclass

The SensordVlacroclass has not yet been completed, and agtit@bnsists of the four
parts shown in Figure 20, respectively relatinghte car parks sensors, to the weather
sensors, to the sensors installed along roads a@itg] and to the AVM (Automatic
Vehicle Monitoring) systems installed on busess @ard/or bikes.
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Figure 21 - Sensors Macroclass of Km4City OntologfAVM sensors)

The first part is focused on the real-time datatezl to parking: for each sensors
installed into different car parking areas, a satecord is received every Sminutes.
This scenario has been translated into ontologmalel, definingCarParkSensoclass,
which represents the sensor installed in a givekipg and theSituationRecordlass,
which instead represents the state of a certaikinqgarat a certain instant. The
connection between the two classes just mentioreeherformed via the reverse
ObjectProperties,reélatedToSens6rand ‘hasRecord In each status report, there are
information about the number of free and occupiatkipg spaces, for the main car
parks in Tuscany Region. Th€arParkSensorclass is also connected to the
TransferServiceclass, belonging to thé&oint Of Interestmacroclass, connection
between different macroclasses is realized thramgh inverse ObjectProperties, i.e.
"observeCarParkand ‘hasCarParkSensbr

The weather sensors produce real-time data conteensveather forecast, thanks to
LAMMA. This consortium updates the municipality forea&gtort twice per day and

every report contains forecast for five days didideto range, which have a greater
precision (and a higher number) for the nearess denil you get only a single daily

forecast for the 4th and 5th day. This situationins fact represented by the
WeatherReportlass connected to thW&eatherPredictiorclass via the ObjectProperty
"hasPredictiofl. Municipality class is instead connected to a report by tworsave

ObjectProperties:refersTounicipality and ‘hasWeatherPredictidn

The traffic sensors, represented by instancBesfsorSitelass, produce real-time data
concerning the sensors placed along the roads eofrébion, which allow making
different measures and assessment related toctraifuation. Unfortunately, the
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location of these sensors is not very precise, fitat possible to place them in a unique
point thanks to coordinate, but only to place thsithin a toponym, which for long-
distance roads such as FI-PI-LI road (the highvikay tonnect Florence-Pisa-Livorno),
it represents a range of many miles. Each sers@art of a group, represented by the
SensorSiteTableclass, and produces observations, represented nbtance of
Observatiorclass, which can belong to four types, i.e. they loe related to the average
velocity (TrafficSpeedsubclass), car flow passing in front of the serSoafficFlow
subclass), traffic concentratiomréfficConcentrationsubclass), or to the traffic density
(TrafficHeadwaysubclass). On this regards, Bluetooth sensorsdcbal installed to
trace the number of people passing by on car &tebslifom a given point.

The connection betweeSensorSiteand SensorSiteTablelasses corresponds to the
ObjectProperty formsTablé and, as mentioned earlier, each instance&SefsorSite
class can be connected only to tR®ad class, thanks to the ObjectProperty
"placedOnRoal The classe®bservationand SensorSiteare instead connected via a
pair of inverse ObjectProeprtyhdsObservatiohand 'measuredBySensor

The AVM (Automatic Vehicle Monitoring) systems pancerns the sensors systems
installed on most of buses, which, at intervalsfeaf minutes, send a report to the
management center. They provide information abiing:last stop performed, current
GPS coordinates of the vehicle, the identifiersvehicle and of the line, a list of
upcoming stops with the planned passage time. Taseritbed situation is mainly
represented by two classé@d/MRecordandBusStopForecasthe first class mentioned
represents the report sent by the AVM system, whattain a list of upcoming stops
with the planned passage time, represented bynicessaofBusStopForecastlass, and
other information like the last stop done, GPS dowtes of the vehicle position, and
the identifiers of vehicle and line. To keep tragk the last stop carried out, the
"lastStop ObjectProperty has been defined, and it creatmranection between the
classesAVMrecord to BusStop also theBusStopForecastlass is connected to the
BusStopclass, through theatBusStop ObjectProperty instead, tih&/MRecordclass is
linked to theline class via the ObjectPropertgdhcernLiné.

4.4.6 Temporal Macroclass

The Temporal Macroclass, is now only sketchy withive ontology, that is, its
definition is complete inside the ontology but adty its potential has not been fully
exploited. It is based on the Time ontolodgmtb://www.w3.0rg/TR/owl-time) but also
on experience gained in other previous projectd sicOSIM [Bellandi et al., 2012].
The integration of temporal concepts withdim4city Ontology is required because it
allows to calculate differences between time irnstamd to be able to order them, and
thanks to th&imeOntology, the definition of these concepts is tyesimplified.




Architecture and Knowledge Modelling for Smart City 23

hasLastStopTime
€—instantAVM

AVMRecord

include

—hasExpectedTime:

BusStopForecast €——jinstantForecast

WeatherReport Observation

measuredTime
\ 4 \ 4
instantObserv———— time:Instant

A

instantParking—  SituationRecord

updateTime—

< observationTime’

instantWReport:

Figure 22 - Temporal Macroclass of Km4City Ontology

In fact the fictitious URI #instantForecast, #img®VM, #instantParking,
#instantWreport, #instantObserv are defined toofoilhg associate them to each URI
which identifier a resource referred to the timerapaeter, i.e. respectively
BusStopForecast AVMRecord SituationRecord WheatherReport and finally
Observation

The fictitious URI #nstantXXXX(in real cases, th¥'s will be replaced with a time
stamp), is formed as concatenation of two strinigs: example, in the case of
BusStopForecasnstances the stop code string (which allows usrtigiuely identify
each stops) and the time instant to which the &stis referred (in the most appropriate
time format), are concatenate. To create a fict#ioRI that links a time instant to each
resource is a necessary action to not create ampitpecause identical time instants
associated with different resources may be prgsdthbugh the format in which a time
instant is expressed has a fine scale) .

TheTimeontology helps define time instants as temporarmftion punctual and then
allows to use them as extreme in the definitionndérvals, a feature very useful to
increase the expressiveness.

Pairs of ObjectProperties have also been definedeéxh class that needs to be
connected to the class Instant: between cldsstantand SituationRecordhe inverse
ObjectPropertiesifistantParking and “observationTimehave been defined, between
classes WeatherReport and Instant there are instead ifstantWRepoft and
“updateTimé ObjectProperties, between class@bservationand Time the inverse
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ObjectProperties easuredTinfeand “instantObserV have been defined, between
BusStopForecast and Time the ObjectProperties hasExpectedTinmie and
“instantForecast have been created, and finally, between clagsébRecordand
Time there are the inverse ObjectPropertiessLastStopTinieand “instantAVM.

The domain of all ObjectProperties with name likgtantXXXXis defined by elements
of class Time:temporalEntity so that these properties can be extended not tonly
instants, but also at time intervals.

447 Context Macroclass
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Figure 23 - Context Macroclass of Km4City Ontology

The seventh macroclass, as already mentioned abaates to the metadata associated
with each dataseBesamgSesame] allows to define, in the ontology, thendd Graph,
that correspond to the graphs to which is assatateame, also called the context. The
context is in practice an additional field thatoals to expand the triple model into a
quadruple model defined as follow: subject-prediaattjecteontext

OWLIM (http://owlim.ontotext.con)/during the triple loading phase, allows to assiaci
different contexts to different sets of triples.tms macroclass were then defined all
DataProperties that allow to store relevant infdroma related to a certain dataset, for
example: date of creation, data source, original format, description of the dataset,
type of license bound to the dataset, kind of itigagrocess, and how much automated
Is the entire ingestion process, type of accesisdalataset, overtime, period, associated
parameters, update date, triples creation date.

4.4.8 DataPropertiesof the main classes

Inside the ontology many DataProperties were ddfine. all those for which there was
no possibility of using the values already defimethin the reused vocabularies.

This paragraph analyze the main ontology classeésrencorresponding DataProperties
defined, and it also lists the possible valuesatbDataProperty that can take on only a
specific set of values.
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Within the classPA only three DataProperties were used, all previodsfined in the
vocabulary reusedfoaf:namethat represents the name of the public administrat
represented by the considered instance, its unidgmetifier present in the regional
system i.e. dct:Identified from DublinCore ontology
(http://dublincore.org/specificationsand finally dct:alternative where the municipal
code present in the tax code, is stored. More mébion about PA can be found through
the link to the corresponding instance of 8exviceclass, where in fact there are more
details that would otherwise be redundant. Resolutionclass, whose instance as seen
above are the municipality resolutions, has somta®raperties that allows to identified
each instancelct:Identified the year of resolution approvéin4c:year and some other
property coming from the DC ontology likdct:subject (the resolution object),
dct:created(the date on which the PA has resolved) foad:pagethat represents the
URL to which the resolution is available online.

Each instance of thdRoute class is uniquely identified using the DataPropert
dct:Identifiedwhere the toponym identifier for the entire regibnetwork is stored, that
consist of 15 characters and it is defined accgrdothe following rule:RT letters
followed by ISTAT code of the municipality to whicthe toponym belongs (6
characters), followed by 5 characters representiegsequential from the character
value of the ISTAT code, and finally the letteF©. The km4c:roadTypeinstead,
represents the type of toponym, for example:

* Locality

e Square

* Plaza
 Road

e Boulevard
e Alley

* Lane, etc.

Inside the Street Guide there are also two nanhdsfier each toponym: the name and
the extended name, which also includes the toposiyype. The name without type, is
a string associated with the DataProp&ry4c:roadNamewhile the long name, is store
in another DataProperty i.km4c:extendexNamée name of each road can be written
in different ways, that is there are alias, for rapée: for Via S. Martaa possible
alternative could b&/ia Santa MartaVia di S. Marta Via di Santa Martaetc. The
Kmc4city ontology therefore provides the possipilib store them within a variable
number ofdctalternativeDataProperty, so that the later process of retation can be
facilitated.

Concerning the AdministrativeRoad class, in addition to the DataProperties
dctalternative and km4c:adRoadNamethat respectively contain the possible alias
names of the administrative road and its officiahme, the DataProperty
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km4c:adminClasss defined to represent the administrative clasaibn, that is if a
road is:

* ahighway
e aregional road
* aroad

e a municipal road
e amilitary Road
e adriveway

Finally the fielddct:identifier stores an identifier, which complies with the doling
rule, defined at the regional level: 15 charactstating with the letterRT followed by
ISTAT code of the municipality that owns the adrsirative road (6 characters),
followed by 5 characters representing the sequemtimber of all road that have the
same ISTAT code, and finally the lettétA.

RoadElemeninstances are uniquely identified by the DataPrypdct:ldentified a
field always formed by 15 characters as folloR3:letters followed by 6 characters for
the ISTAT code of the belonging municipality, folled by 5 characters that represent
the progressive from the ISTAT code, and finallye tBS characters. Even the
km4c:elementTypBataProperty has been defined for the cReadElementand it can
take the following values:

* roadway trunk

» structured traffic area

* toll booth

* level crossing
* square

* roundabout

e crossing

e structured car park

* unstructured traffic area

e car park

* competence area

e pedestrian

* connection, motorway link road, interchange
e controviale

o ferry boat (dummy element)

In the Street Guide of the Tuscany Region, the tfanal classification is also
associated to th&roadElementclass, that is defined within the ontology as the
km4c:elementCladdataProperty, whose possible values are:

* highway
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e main suburban

e secondary suburban
e thoroughfare

e district urban

* local/to private use

The kmd4c:composition DataProperty instead has been defined to indidae
composition of the road to which the road elemezlbigs to and the values that can
assume are "single track" or "separate roadwayse.OdataPropertigm4c:elemLocation
represents the location of the element, and italk® the following values:

» street level

e bridge
* ramp
e tunnel

e bridge and tunnel

e bridge and ramp

e tunnel and ramp

e tunnel, bridge and ramp

Concerning the width of each road element, a rateréo DataPropertgm4c:widthis
made, which allows to detect the width band of bging: 'less than 3.5/ "between
3.5 and 7.0n1 "greater than 7.0 meter®r "not detecteq for the length of each road
element instead, the reference DataPropertymdc:length a freely insertable value
that does not refer to any band.

Among other data available in Street Guide therheasdirection of travel, essential to
define the maneuvers permitted, corresponding &kth4c:trafficDir DataProperty,
which may take one of the following four values:

* road section open in both directions (default)

* road section opened in the positive direction (fiaitial node to final node)

» road section closed in both directions

» road section opened in the negative direction (ffioi node to initial node)

The DataPropertiim4c:operatingStatusistead, is used to track the operating status of
the different road elements and it can take orgywdilues ih usé€, "under constructioh

or "abandonetl Finally the last DataProperty of thRoadElementclass is a
DataProperty that takes into account the speedslimn each road element, called
km4c:speedLim

Into the classStatisticalDatathe following DataProperties were defined: a DetgPrty
km4c:valueto store the actual value of the statistic, dotddescription dct:createdand
dct:subjectwhere data necessary to maintain intact the statigeaning, are stored.
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A node or junction is a point of intersection oéthaxes of two road elements, and is
always a punctual entity, represented in geomedrios, by a coordinates pair; so each
instances of theNode class can be uniquely identified thanks to theaPatperty
dct:Identified made, like the previous identifier code, of 1aratters, according to the
following rules: the first two letters afeT, followed by the 6-character ISTAT code of
municipality where the node is located, followed9gharacters of progressive starting
from the value of ISTAT code, and finally lettee2. Each node is also characterized
by a type, represented by the DataProp&mAc:nodeTypewhich can assume the
following values:

» street level intersection/fork

* toll booth

* mini roundabout (radius of curvature< 10m)

* change seat

* end (beginning or end RoadElement)

* change place name/ownership/manager

» change width class

* unstructured traffic area

* level crossing

e support node (to define loop)

e change in technical/functional classification

* change in operating status

* change in composition

* intermodal hub for ralil

* intermodal hub for airport

* intermodal hub for port

* region boundary

e dummy node

However the fundamentals DataProperty @ee:lat and geo:long thanks to which a
node can be localized with precision on a map.

The access rules, as mentioned in previous sedi@endescribed by instances of the
EntryRule class, uniquely identifiable through dct:identified of 15 characters thus
formed: theRT letters followed by 6 characters representing ISIEAT code of the
municipality, 5 other characters that representpifogressive starting from that ISTAT
code, and finally the letterBL. The access rules are then characterized by g type
represented by DataProperiym4c:restrictionType which can assume one of the
following values:

* Blank (only in case of maneuver)

» Traffic flow direction

* Blocked way
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» Special restrictions

e Under construction

* Information about tolls
 Fork

e Forbidden manoeuvres
* Vehicles restrictions

In addition to the type, access rules have alsesargption, also called restriction value
and represented by DataPropekiyp4c:restrictionValug which can assume different
range of values, depending on the type of restriatoncerned:
* Blank possible values:
0 Default Value = “-1”
» possible values for Traffic flow direction & Vehéad restrictions:
o Closed in the positive direction
o Closed in the negative direction
o Closed in both directions
» Blocked way possible values:
o Accessible only for emergency vehicles
0 Accessible via key
0 Accessible via Guardian
e Special restrictions possible values:
No restrictions (Default)
Generic Restriction
Residents only
Employees only
Authorized personnel only
Staff only
e Under construction possible values:
o Under construction in both directions
0 Under construction in the travel direction of theé
o Under construction in the travel opposite directodhe lane
* Information about tolls possible values:
o Toll road in both directions
o Toll road in the negative direction
o Toll road in the positive direction
* Fork possible values:
o multi lane bifurcation
o simple bifurcation
0 exit bifurcation
* Forbidden manoeuvres possible values:
o prohibited maneuver

O O O0OO0OO0Oo



Architecture and Knowledge Modelling for Smart City pLoo

o turn implicit

The classManeuverpresents a substantial difference from other elaseen so far:
each maneuver is indeed uniquely identified bydaoonsisting of 17 digits. Within the
Streets Guide, there are other information assegtirt maneuvers such as the operation
type, bifurcation type and maneuver type prohibitedgt since the last two types are
almost always "undefined", only a DataProperty besn defined, associated with the
information of maneuver type, precisely named4c:maneuvreTypavhich can take
the following values:

* Fork

» Calculated forbidden maneuver

* Mandatory maneuver

» Forbidden maneuver

* Priority maneuver

The StreetNumbeclass, also presents a cadig:ldentified to uniquely identify each
instance of the class, in the same format of thesen previously: th&kT letters
followed by 6 characters for the ISTAT code of thenicipality, 5 other characters for
the progressive from the ISTAT code and finally tegersCV. In Florence there are
two different numberings, associated to a differ@ior, i.e. red and black; so a street
may have, for example, 4/Black and 4/Red, whereisetie color for the numbering
system for shops.

Therefore defined a DataProperty, called4c:.classCodehas been defined, in which
the information just seen can be stored and thattake the following valuesed,
black orno color. Each number can also be formed, besides the mahpart always
present, by a literal part, represented respegtivglkm4c:numberandkm4c:exponent
DataProperties of the ontology. An additional valughe DataProeprty
km4c:extendNumbeis also been defined, in which is stored the nremibgether with
its exponent in order to ensure greater compdtibiith the different formats in which
instances of this class could be written/researched

The Milestone class, as seen in Section 4.4.2, identifies tHeevaf the mileage
progressively, with respect to its starting poifiven this class has a unique
identification code consists of 15 characters, espnted by the DataProperty
dct:Identifiedand formed as follow: lettelRT, followed by 6 characters for the ISTAT
code of the municipality, other 5 characters fa gnogressive from ISTAT code, and
finally, the lettersCC.

Inside the DataPropertgm4c:text the mileage, which corresponds to that point, is
written; thanks to the information contained inte tStreet Guide, the name of the
street, highway, etc. where the milestone is latatan be retrieved, by passing from
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the clasRoadElementto which the clasMilestoneis directly connected. Also in this
case DataPropertiggo:latandgeo:long for localization, are defined.

The Entry class contains the point element that identifi@gctly or indirectly external
access to a specific place of residence/businegheoterritory; each entry in practice
materialized the "plate” of the street number. Asvusly mentioned, each entry is
logically connected to at least one number. Eastaice of th&ntry class is uniquely
identified by DataPropertgict:identified consisting of a code of 15 characters, like all
other codes seen: lettdR3 followed by 6 characters of municipality ISTAT @dhen
another 5 character of the progressive from ISTAt@lecand finally theAC letters.
There are only three types of accesses, and thie v& stored into the DataProperty
km4c:entryType "direct external acce$s "indirect external acce$sand ‘Internal
access, as well as the type of access for this classbmanseful to know if there is an
access road to property or not (DataProplentyic:porteCochefe Also in this case, the
DataProperties to store coordinate®:latandgeo:long are present.

The classRailwayLinehas only three DataPropertiedt:identifier that contains the
unique identifier of the railway lingfoaf:namein which the convention naming is
saved, andict:alternativein which is instead saved the official name of Ralway
Line. The unique identifier is a 12 characters csi@eting with the letterRT, followed

by 3 characters to identify the regionf@9 for Tuscany — 5 characters of sequential
number and finally the letteF.

The RailwayDirectionclass, instead, has only the first two DataPrgpspecified for
RailwayLine with the same uselct:identifier, where the code is stored, consisting of
12 characters, starting with the lettd&®3, followed by 3 characters that identify the
region -TQO9 for Tuscany - 5 characters to the sequential nurabd finally the letters
ED, and DataPropertipaf:name where is stored in the convention naming.

The classRailwayElementhas the same fieldict:identifier of the previous two classes
examined, consisting of 12 characters that follow tules:RT characters followed by 3
characters of region codd @9 for Tuscany), followed by the 5 numbers of the
sequential number, and finally the letteS~. In addition to this property, the
km4c:elementTypeas been defined, which can take only three values

e ordinary railroad

* railroad AC/AV

» other

Another DataProperty of the claBsilwayElements km4c:operatingStatysvhich can
take only tone of the following values:

e railway construction

» railroad in operation

» disused railway
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The DataPropertkm4c:elemLocationndicates, instead, the rail element location and
its possible values are:

e grade-level

* on bridge/viaduct

* intunnel

Continuing to analyze the DataProperties definedttie RailwayElementlass, there
are thekm4c:supplyDataProperty that specifies whether there isedectrified liné€ or
a "non-electrified ling the DataPropertfm4c:gaugei.e. a field that specified if the
gauge is feduced or "standard, and thekm4c:underpaswhich can take the following
values:

» the item is not in underpass of any other object

* the element is in underpass of another object

» the element is simultaneously in overpass and padsrof other objects

Other DataProperty, that have been defined for RelwayElementclass, are
km4c:lengththat is the item length expressed in metems4c:numTrack.e. the number
of tracks of the element (O if the line is undenstouction or abandoned), and finally
km4c:tracktype which specifies if the element consists eingle track’ or "double
track'.

The classRailwaySectiorrequires the definition dtm4c:axialMassataProperty, i.e.
the classification of the line with respect to theial mass, which may take the
following values:

e D4 - corresponding to a mass per axle equal to22.5

» C3 - corresponding to a mass per axle equal tot20.0

* B2 - corresponding to a mass per axle equal to18.0

* A - corresponding to a mass per axle equal to 1.6.0

* undefined

Were then defined DataProeprtigst:identifier, i.e. the usual code 12 characters that
begins withRT letters, followed by the regional cod®9, 5 number for the sequential
number and that ends with lettdfB), thefoaf:namecontaining the naming convention
of line andkm4c:combinedTraffiovhich can assume the values:

« PC80
+ PC60
+ PC50
« PCA45
« PC32

« PC30
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« PC25

e PC22

« lines with the loading gauge FS
e undefined

For the RailwayJunction class, only three DataProperties has been defined:
dct:identifier, that is the identification code of 12 characfersat as in previous cases,
but ending with the letterGK, foaf:name containing the official name of the junction,
stations or rail yard, and finally the DataPropdmy4c:juncTypewhich can take one of
the following values:

* rail crossing

» terminal (beginning or end)

* junction (junction or branch)

» station / stop / rail toll

» freight

e interporto

* change of state (COD_STA)

» change of venue (COD_SED)

« variation in the number of tracks (Num_bin)

* power variation (COD_ALI)

* administrative boundary

The classTrainStation presents the usual 12 characters DataPromiatydentifier,
consisting ofRT letters followed by 3 characters for the regiadahtification -T09 for
Tuscany - 5 characters of progressive number aralyithe lettersSF, for this class
also the DataPropertipaf:namehas been defined, in which the official name @& th
train station is stored; the address retrieved fthenlist posted on the RFI's website is
instead stored into the fieldsschema:streetAddress schema:postalCode
schema:addressLocalitgchema:addressRegioand the managing body always found
on RFI's website, is stored into the DataPropkniyc:managingAuththe km4c:state
DataProperty, contains the state of the statiorclwban take only the values

* Active

* not Active

e optional stops on demand.

Finally, the DataPropertkm4c:categorycontains the category to which the station
belongs: the idea of the stations classificatiosearbecause they are open to the public
and, through the analysis of some parameters,pbssible to distinguish the potential
of a plant in terms of functionality, comfort andfety. The parameters used in the
evaluation are the size of the plant, its attendative ability to interchange and the
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level of commercial offer, so 4 possible valuestfog DataPropertikm4c:categoryare
obtained, which in order of importance are:

e Platinum
« Gold

e Silver

¢ Bronze

The Goodyardclass, in addition to the 12 characters code, &1 all of the above but
ending with the letters SM stored dct:identifier, has the DataProperfgaf:namein
which the name of freight facility is saved; comiimy the km4c:railDepartment
DataProperty keeps the name of the railway commartpnwhereagkm4c:railwaySiding
is the definition of the physical characteristictbé number of railway junctions; also
the DataPropertikm4c:yardTypehas been defined that indicates whether the yamels
public (value public yard) or if the junctions are for private use (valyarttion in
line"); the last DataProperty defied for tl@oodyardclass, is thekm4c:statewhich
indicates if the yard isattiveé' or "under construction

The Serviceclass has been equipped with the contact carddao\wby theSchema.org
ontology Qttps://schema.ojg with the aim to make the description of the oas
companies more standardized. The contact card mpesed by the following
DataProperties, and it is easy to understand foenmation each of which contains:

* schema:name;

» schema:telephone;

e schema:email;

* schema:faxNumber;

e schema:url (to store the Company's WebSite address)

* schema:streetAddress;

» schema:addressLocality;

e schema:postalCode;

* schema:addressRegion;

» skos:note (to store any additions such as the ongehours of an activity

sometimes present in the data).

Besides DataProperties inherited fr&@ohema.orgother DataProperties were defined
for the Service class: km4c:housenumbeto isolate the street number from street
address, th&ém4c:atecoCodeor storing the corresponding Ateco code of esmlvice,
and, when possible, the DataPropergjes:latandgeo:longfor localization.

The clas€CarParkSensohas a unique identifier stored irdot:identifiedDataProperty,
always defined at the regional level through a i&racters code beginning with letters
RT and ending with the initials of the belonging preoe, for examplef| for the city of
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Florence; this class also h&sn4c:capacityDataProperty, i.e. the total number of
parking places of the examined car park.

The SituationRecoralass, instead, contains properties closely reélaiecar parks, that
are kmdc:fillrate and kmd4c:exitrate respectively the number of vehicles
entering/leaving the parkingm4c:carParkStatyd.e. a string that describes the current
state of the car park which possible values are:

* "enoughSpacesAvailable"

o "carParkFull"

* "noParkingInformationAvailable"

Other DataProperties belonging to the same classdetridentified i.e. a unique
identifier for the report, th&m4c:validityStatuDataProperty that represent a validity
status of the record, which can only have the vdlaetive' for parking, the
km4c:parkOccupangyi.e. the number of occupied space, or the cooredipg
percentage that is instead called4c:occupiedand last the free places numbers stored
into the DataPropertym4c:free

The classWeatherReporis characterized by DataPropedgt:identifiedcontaining the
unique id which identifies the different reporisnestampthat indicates the time when
the report has been created in milliseconds. Oba¢aProperties have also been added,
relative to the phase of the moon, and the houmvthe sun and moon, rise and set
which arekmd4c:lunarphasgkm4c:sunriseand km4c:sunsetand km4c:moonriseand
km4c:moonset The last two DataProperties defined fdfeatherReportclass, are
km4c:heightHourandkm4c:sunHeightwhich represent the time when the sun reaches
its maximum height and at which height.

Each instance diVeatherPredictiortlass is instead characterized by DataPropeikies |
km4c:day which is the day referred in prediction, the mmom and maximum
temperature values stored into the DataPropektiedc:minTemp km4c:maxTempthe
real and perceived temperature values that comespm km4c:recTempand
km4c:perTemDataProperties. The day, together with iNWeatherReporidentifier,
form a new unique way to identify each forecast tnsl new value is stored into the
DataPropertydct:identifier. Into the classWeatherPredictionthere are also some
DataProperties related to atmospheric parametarh, akm4c:windthat store the wind
direction,km4c:humiditycontaining the percentage of humidiky4c:snowdescribing
the snow bulletinkm4c:hourrepresenting the part of the day that is refergrgeeach
individual forecast, and finally the UV index ofettday, stored into th&m4c:UV
DataProperty.

The SensorSiteand Sensorclasses have only the DataProperty concerning tbei
represented bgct:identified The connected clag3bservationinstead, is completed by
DataPropertiesdct:identified dct:date both from DC ontology, respectively the
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identifier of each sensors observation and the daywhich it refers; other
DataProperties of this class atan4dc:averageDistanceand km4c:averageTime
representing average distance and average timebetpassage of two caogcupancy
and concentration concerning the percentage of occupation of rbedfitst one, and
referred to the car concentration, FinalghicleFlowis the DataProperty referring the
flow of vehicles detected by the sensors and dd#ded to the average velocity and the
calculated speed percentile, are stored into tra@Propertiekm4c:averageSpeed
km4c:thresholdPerandkm4c:speedPercentile

The PublicTransportLineclass and.ot class have both DataPropertiesdatidentifier
anddct:descriptionfrom DublinCore ontology, representing respectivtle number of
the line/lot and the description of the path/lot.

The Routeclass rather thadct:identifier and dct:descriptionDataProperties, presents
the field km4c:routeLenghtthat is the route length in meters, dad4c:direction i.e.
the route direction.

The classBusStophas, in addition to DataPropertct:identifier, the datProperty
foaf:namecontaining the name of the bus stop, and a pagoofdinategyeo:lat and

geo:long belonging tadGeoOntology &ttp://www.w3.0rg/2003/01/gep/These last two
DataProperties, together witthct:identifier, are the only ones in thRouteJunction
class.

For the classBusStopForecasonly DataProperties for the time of arrival ane th
identification, respectively namekim4c:expectedTimand dct:identifier, have been
defined.

The AVMRecordclass requires instead DataProperties to idethiédymeans to which
the record refers, that ikmdc:vehicle the arrival time to last stop, i.e.
km4c:lastStopTimehe ride state, that igm4c:rideStatusvhich can only take one of
the following values: é&arly’, "late® or "in time'. Inside DataProperties
km4c:managingBwandkm4c:owney information about the managing company and the
company that own the AVM system are stored; eastante of this class is uniquely
identified by thedct:identifier DataProperty, andeo:lat and geo:long indicated the
exact vehicle position at the report time.

Continuing with the macroclass on the public tramspthe classRide has only the
dct:identifier DataProperty, like thRouteLinkclass.

The RouteSectiortlass, instead, has only the DataPropkmc:distancewhere the
distance between two successive stops within &yousaved.

The TrafficGateclass, which as mentioned above represents tles gatthe restricted
traffic zone (RTZ) present in Florence, has as Paipertiesdct:identifier and
dct:description inherited from DublinCore Ontology, the passageet dataProperty
namelykm4c:typeOfGatand the DataProperty for localizatigao:latandgeo:long
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The classesHotSpotWiFj BusTicketsRetailand FreshPlace have DataProperties
dct:identifier, geo:lat and geo:long useful to identify and locate each instance of al
class named; moreover théotSpotWiFiclass presents the propedgt:description
while in BusTicketRetaitlass is also defined the dataPropédutydc:typeOfRetailthat
indicates the type of store that sells ticketstasensure a more rapid detection of the
retail.

The Contextclass has a large number of information retrieivenh tables that describe
the individual ETL transformations, which procesffedent public/private data; for
each process, in fact, a source type has beeredefstored within the fieldct:source
the date of ingestion into the ontology, is insteemhtaining into dct:created
DataProperty; the original data format (CSV, DBR¢.eis instead stored into
dct:format and a brief description of the dataset is savei hct:description
DataProperty.

Other DataProperties of théontextclass are the DataPropergt:right, where the
dataset license bound is saved; the type of prdoeskich the context refers, is instead
stored into thekm4c:processTyp®ataProperty; the DataProperkyn4c:automaticity
says if the process is completely automated or fast:example, the Street Guide
datasets cannot be fully automated because theegwoi obtaining data, needs a
physical person to send and receive emails.

The DataPropertikm4c:accessTypeas been also defined for tBentextwhich refers
to how the data are recovered (HTTP calls, Rest, gtthe DataPropertym4c:period
contains the time (in seconds) between two callhefsame process, it is one of the
main parameters of the Process Scheduler, togeitiekm4c:OvertimeDataProperty,
that indicates the time after which a process rnadilled.

Finally, the DataPropertkm4c:paramcontains the resource link, if the resource in
question is an OpenData set retrievable via HTKi®4c:lastUpdategepresents the date
of the last update of the data set, while the Dajaétty km4c:lastTriplescontains the
data of the last triple generation.
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Chapter 5

5. The Architecture

In this chapter, the description of the data ergyiimg architecture is proposed; the built
architecture is parallel and distributed, and itfasmed by a Master machine and,
currently four Nodes machine but, thanks to Hadashich is installed on all the
computer, the number of nodes is easily and quicldgementable. All three machines
mentioned above, are equipped with Ubuntu 14.04, #&mahks to Hadoop and its
HDFS, and thanks to the Process Scheduler, Nodealde to perform operations on
the unique storage system, located on the Mastehima

% g
G

Node (Linux) Node (Lingx) Node (Linux}

FrontEnd
(Win2008)

& -
Q N

Node (Linux)

Node (Linux) W * \ ) )

Master (Linux)

Development Node
(Linux)

Development Node
(Linux)

Indexing Node (Linux)

Figure 24 - Schematic representation of implementearchitecture
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Another machine, shown in Figure 24 as Indexing hireg; deals with the indices
regeneration and with the creation of new updatzdions of the triplestore, which can
then be made available to third parties via thentermd machine, that is instead
equipped with Windows Server 2008. Each node h&B1af RAM, 200GB of storage
space and they can harness the power of a Intel X8690@3.47Gz CPU; the Master
machine and the Indexing machine are instead egdippth 12 GB of RAM, 500 GB
of storage space and the same CPU.
The management of the distributed occurs thanksatboop, which is a key component
in the architecture because it allows the executfomultiple ingestion operations, with
no effect on the single storage system locatecheritaster machine; in fact, the main
limitation of a single machine solution, is the RDipestore based on OWLIM, which
allows to run simultaneously maximum one read dpmraand one write operation,
otherwise the system performance degrades verklguiantii make the machine
unusable. Thanks to Hadoop and mutiple nodes,pitublem can be solved and the
triplestore can still be based on OWLIM.
All processes are managed by a Process Schedalealtbhcates them on the parallel
and distributed architecture, in which nodes cavotieto the ingestion of new data,
which will then be stored on the master machinajrathanks to the Process Scheduler
that manages the order of all operations.
The Indexing machine takes care of generating atriplgstore containing the updated
data ingested by nodes on the master machinek dh@iscan take several hours; when
this operation is finished, the new triplestorell waplace that present on the Frontend
machine, by avoiding to degrade the system perfocaabut especially avoiding to
interfere with the availability of the system.
Regarding HBase [Aiyer et al., 2012], this typeNdSQL datastore has been chosen
because it is a large-scale distributed databadé o top of the HDFS, which deals
with the management of the distributed part; furth@e both HBase and HDFS
systems have been developed by considering etgsaifundamental principle, and the
use of low cost disks has been one of the mainsgafaHBase. Therefore, to scale the
system results is easy and cheap, even if it hasaotain a certain fault tolerance
capability in the individual nodes. In additionofimer fundamental reason is that HBase
is well integrated with Pentaho Kettle, i.e. theLE®ol used.
Within HBase ingested data is stored before beomyerted into triples; any updated
versions of the static data are managed in suciyaaw to create a historical archive, in
fact, each update data, even if only slightly cleahds saved again on HBase in a new
row. This solution requires more storage space, léawes open the possibility of
performing statistical analysis on Static data #r&ir changes over time.
The whole operation of the realized architecture ba regarded as divided into the
following seven phases of:

» Data Ingestions

e Quality Improvement
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* knowledge Mapping

* knowledge Reconciliation to make the model semanteroperable
Indexing regeneration

Verification and Validation

Access/exploitation from services.

In Figure 25 is possible to observe a schematiecttre of the entire architecture,
where each phases is highlighted.
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Figure 25 - Processing phases of implemented archdture

The whole phases of the ingestion processes aragadrby a Process Scheduler that
allocates processes on the parallel and distribatetitecture. To allow the regular
update of ingested data, the scheduler regulathieves data and check for updates.
The ingested data are then subjected to a Quatipydvement process trying to correct
the errors most frequently found, that is also myadaby the Process Scheduler.
Following data is transcoded and then mapped inKiimdCity Ontology. After that,
they are made available to applications on an RB#reS(OWLIM-SE) using a
SPARQL Endpoint.

The next sections are dedicated to the operatiomach phases identified in the
architecture realized.

5.1 Phase I: Ingestion

The design of the ingestion process, i.e. the datpisition phase, represented in the
Figure 25 as Phase |, required much effort. Theegee takes as input, data from
different data source, such as thsservatorio dei Trasportf the Tuscany region, the
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Open Data portal of the Tuscany region and otheenOPata portals of its main
municipalities (Florence, first of all for its laagoroduction of Open Dataset) and the
MIIC web services.

As seen in Chapter 3, there are both static arldire@ data to be integrated therefore,
it is clear that due to the high heterogeneity afadand sources, the ingestion process
will have to be made up of individual branches,t theaking possible to cover the
totality of data type/source combinations, sucjuasrepresented in Figure 25.

In most cases, each branch is responsible forgieally download the dataset from the
respective source, and, if the dataset had alréady ingested, for check if it is
updated, and then to ensure its management viacdheespondent ETL (Extract,
Transform, Load) transformation, which ends with thsertion of gathered data within
a NoSQL database, more specificallyHiBase(http://hbase.apache.oyglatastore.

The management of the periodic update check, igress$ to the Process Scheduler,
which allows to set a different updates intervaldach resource; for datasets currently
managed, the update period varies from a few nsnitte Real Time datasets, up to 1
time per month or even more, for static datasets.

For the development of ETL processes, the softiaraho Kettle [Appendix A.1] is
used; each branch, before being connected to tstersyarchitecture, is individually
verified and validated.

In the next few pages the most significant branctiext lead to the ingestion of at least
one different data/source type pair treated, valbnalyzed.

5.1.1 Street Guide Ingestion

The Street Guide ingestion process is not fullpaudted, because tlisservatorio dei
Trasporti in order to download the entire dataset, requited a request form is
completed, after which the applicant will receive e@mail containing the link to
download the requested resource. So, it was therafecessary to modify, for this
dataset, the standardhecking for updatésprocess used for the other dataset: in fact
the Process Scheduler has been programmed to senthander to the administrator of
this resource, who manually checks for data updd&tegunately, Street Guide is a
Static resource, which is really rarely updated (only twglate in more than the past
two years).

The downloaded dataset consists of 78 files foh gaovince, each of which contains
information about one of the main entities that enak the Street Guide (further details
are provided in the Section 3.1).

The main job of Street Guide ingestion transfororgtisWrapper.kjh shown in Figure
26.

S L e
START coordinate conversion Get folders Main_Job ki Success

Figure 26 - Wrapper.kjb
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This Job initially realizes a format conversiorgrir ShapeFile to KML, thanks to the
script coordinates conversignsuch conversion is necessary mainly because the
Osservatorio dei Trasportises a particular map projection, different tHaa ane used

in all the other geo-referenced file. The geo-cowtks of the points are in fact
supplied as Gauss-Boad@ljieietence], a standarpteatiin Italy in past years, while
now the standard for geo-referenced data, is th&8dGprojection |[fElerence].

To solve this problem, the QGIS software [AppendiX] was used: itsogr2ogr
command invokes a script that can convert geogcapdordinates in different formats
through different map projections. In Figure 27 thetch associated with the block
coordinates conversigrs shows.

echo off

FOR /R "C:\Users\Lapo\Desktop\TESI\DATI\GRAFC STRADE™ f IN (*.shp) DO
techo
start /B /wait ogr2ogr.exe -f "EML" -overwrite © f.kml"® “%%f" -3 ars
"EPSG:3003" -t_sra "EPSG:4326"

Figure 27 - Ogr2ogr script

The for loop extracts all files with extensioshp contained into the folder, where the
data downloaded from the web site of theservatorio dei Traspottiare stored. The
ogr2ogr command is executed on each shape file, usingpadn@meterf to select the
file output format, i.e. KML, everwriteto allow overwriting generated files when the
script is run again'%% f. km!' imposes that the generated file is saved withesaame
but extensionkml, and finally the parameters_srsand-t_srs map the unique geodetic
reference codes, respectively relating to Gausg8dalso called Monte Mario) and
WGS84.

When the conversion of the shape files in KML filegompleted, the real processing of
Street Guide files, can begin. The downloaded @ataoriginally divided into sub-
folders, one for each province of the Tuscany megidghe Get Folders.ktr
transformation pulls all the folders names contaimethe root directory, in which data
related to the Street Guide, are stored, and pesviiem as input data for the next
block, i.e. the JoiMain_Job.kjb This Job will be automatically repeated for eagiut
folder, simply by selecting the "Execute for evamput row?" check box, within the
Advanced tab in the settings window of the Job.

In Figure 28 is shown the structure of the B&din_Job.kjb

The data concerning each entity in the graph d@atessed in very similar ways: data
are taken from the corresponding files, they aentprocessed by specific Kettle's
transformation, and the rows obtained are finalbresd in the NoSQL datastore built
with HBase.
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Figure 28 - Street Guide main_job.kjb

The first Job step, reads the name of the proagdelder from the native resultset of
Kettle and stores it in a variable namE@LDER Pentaho Kettle allows to store
information such as variables and later to reygiainks to the special characker

The next transformation of the main Job deals g#&heral data relating to provinces, as
it is shown in the following Figure 29.

g For—8i—="——%

Get Variables GIA_PROVINCE.dbf  Get System Info Add constants  Selectvalues  Replace In string

o is ——-_Di—--—fr—-l—

bles 2 Build filenames Add constants 2 String operations Concat Fields

= =+ '
% =
= =

» HBASE

Select values 2  HBase Output
Figure 29 - Ingestion transformation for provinces

Initially data is read from the fil&IA_ PROVINCE.dbfwhile the next steps have the
task of picking the current date and convert ithiexsd:dateTimdormat, as suggested
by the W3C.

In detail, current date is fetched from operatitygtesm, then a field containing the
timezone used in ltaly, i.e. "+1: 00" is creatdwt string initially taken is transformed to
the desired format, thanks also to the additiothefimezondo the final string.
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Finally, before saving data to HBase, the data ouralue, that is the string
Osservatorio dei Traspottis properly stored in a separate column.

The next transformation, i.Road_Element.ktrthat processes the data relating to road
elements and its structure, is shown in Figure 30.
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Get Variables GIA_EL_STRADALE.dbf dom_tip_ele.dbf dom_cls_tcn.dbf  dom_tip_gst.dbf
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Figure 30 - Ingestion transformation for Road Elemats

The first operation performed, is responsible fgding the data contained inside the
GIA_EL_STRADALE.dHile, earlier downloaded.

After that, a series of string replacement openatiare performed to map with their
extended meaning, each code used by the Tuscamnyeg represent some features,
which lie precisely into some domain tables. Tadvetlarify the described procedure,
see Figure 31.

GIA_EL STRADALE.dbf

COD_ELEC15 NOD_INI,C, 15 NOD_I'M,C 15 4 CLS TCNC4
RT04501400978ES RT04501400869GZ RT04501400880GZ JEDD
RT04501113991ES RT04501124640G7Z HT04501124408GZ 0100 00
RT04501414062ES RT04501424493GZ RT04501424443GZ 0100
RT04500113906ES RT04500124321GZ RT04500124415CGZ 0100 0400
RT04500813601ES RT04500824298GZ RT04500807391GZ 0100 0200
[VALORE,C 4 |DESCRIZION,C 250 :i: fffﬁ DESCRIZION,.C 250
0100 autostrada 0100 i tronco carreggiata

0200 extraurbana principale . di area a traffico struiturato

exfraurbana secondaria 10201 di casello/barriera autostradale

[0400 |urbana di scarrimento 10202 di passaggio a livello

dom_cls_tcn.dbf

dom_tip ele.dbf
Figure 31 - Mapping attributes
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The subsequent operations, as in the previousftramation, leading to the creation of
the current date in the suggested format by the W3, the last step of this
transformation, can insert obtained data into HBase

The next transformation processes data relatedoaolsy that isRoad.ktr Due to
relationships that link roads, road elements andimaidtrative road (see Section 4.4.2),
this transformation is more complex.

" ZF“% %44 Eo

GetVariables GIA_TOPONIMO_STRADALEdbf Concat Fields Get System Info  Sort rows tead
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; C — é,iTYT Is
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Sort rows MergeJoiI’N Build filenames GetVariables 2 2 Selectvalues 2 HBase Output Execute SQL script

tbl_elenco_comuni

Figure 32 - Ingestion transformation for Toponyms

As shown in Figure 32, data contained in filé$A_TOPONIMO_STRADALE.dbf
GIA_EL_STRADALE.ddndESTESA_AMMINISTRATIVA.dbfe read, together with
tbl_elenco_comuncontents, a support MySQL table containing infdioraregarding
all Tuscany municipality, their postal code andith®TAT code.

Inside the toponyms table, derived from the firdé fread, a new field, named
EXT_NAME is created, concatenatingUG and NAME of each toponym; then the
current date is retrieved and stored inpolate datdield and finally, the table rows are
ordered by toponym code value.

To the table obtained from the second file, G®A_EL_STRADALE.dpf sort order
based on to two keys, is initially applied: thesfikey is the toponym code, to which the
element belongs, and the second key, is the admatin® road code. The rows
containing a unique pair of the two keys, are tbelected, and ordered by the toponym
code (which is also contained in the table of redments); thanks to lblerge Join
step, the two modified tables, are merged.
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The third table, containing the same dataE&TESA_ AMMINISTRATIVA.dbfe, is
first ordered byCOD_REGkey, and then the administrative class codeseglaced by
the corresponding descriptions, contained in theaio tabledom_cls_amm.dbA new
Merge joinstep is then applied to the table just processed to the table obtained with
the previous merge operation: the result is a sitghble containing all data needed to
define the relationships between toponyms, roash@hes and administrative road.
Finally, theupdate_datefield is formatted, as in the previous transforiorad, in the
W3C desired format. Before saving the processed dat HBase, a further step of
Merge joinis performed, to transform the municipality idéetis to which the road
belongs to, with the corresponding ISTAT (refergromle.

The next analyzed transformationAsiministrative_Road.kirshown in the following
figure.
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Figure 33 - Ingestion transformation for Administrative Roads

Similarly to the first two transformations descubehis one first loads data from the
source fileESTESA_AMMINISTRATIVA.dlthen a domain tables mapping is applied
to replace the feature codes with their descrigtiamd, after that, the current date value
and data source value are created creating, inctineect format, and finally the
transformation saves all data into HBase.

Also the Street_Number.kttransformation, which deals with data relating toeet
numbers, has the same structure of the previonsftianation, therefore, it will only be
reported in Figure 34.

The transformatioManeuver.kty however, differs from the previous ones, duehi® t
semantic of the data relating to maneuvers: in, fdata released b@sservatorio dei
Trasporti are contained in two main files,GIA_MANOVRE.dbf and
GIA_MANOVRE_ELSTR.dbtontaining the individual maneuvers permitted or
forbidden and their type, in the first file, ancktlist of road elements involved in each
maneuver, in the second file.
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Get Variables 3 GIA_NUMCIVICO.dbf dom_com_class.dbf dom_org.dbf Concat Fields Get Syst*n Info
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Figure 34 - Ingestion transformation for House numiers

In order to map data into the ontology describe8antion 4.4, information contained in
each files, must be joined together; for this reasatially these two files are reading,
and then the transformation sorts the data cordaméhe fileGIA_ MANOVRE.dbfile,
according to maneuvers identifier; as in previgasgformations, codes contained into
the files, are mapped respectively with the comesent description, contained in the
domain tables.
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Figure 35 - Ingestion transformation for Maneuvers

The second file requires a deeper processing:dnrfere rows in the table refer to a
same maneuver and, according to what seen in 8et#o2, a maximum of three road
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elements can be connected to the same maneuveataare divided according to the
sequential number of elements involve. The thrdaiobd flows, respectively relating
to road elements with sequential numbering equdl @ and 3, are then merged into a
single table, and then they are sorted accordiniggananeuver identifier.

Data thus obtained, is merged again with data cgnfiom the first transformation
branch. As in previous transformations, informatatiout the current date and the data
source, are also created, before the final HBas® #tat save data.

Transformation in Figure 36 processes data on entigs, i.e. restrictions or
permissions access to defined road elements oruwarg the files, that collect this
type of information, are GIA_REGOLA_ACCESSO.dbf
GIA_ACCESSO_ELSTRADALE.@inidGIA_ACCESSO_MANOVRE.dbf

%}—@*—Z‘—F i;: fpne I.r M

GetVariables GIA REGOLA ACCESSO.dbf Selectvalues Sortrows ] = .4
} r,/ r Dummy (do nothing)
’E} Dy-am E;Z I::-/‘ Merge.lom'e..\ ;
il =
Get Variables 2GIA_ ACCESSO_ELSTRADALE.dbf  Sortrows DX e |

Merge Join  Filtergdws

3 S

SetprocessName Get Variables 3 GIA_ACCESSO_MANOVRA.dbf  Sort rows

Concatgields

'_j __-__!- K" |
e [ ———
I &= -+
- L %

Replace |n string  Salect values Add constants GetSystem Info  dom_tip_prp.dbf  Salect values

\

M

Concat Fields GIA_REGOLE ACCESSO.csv

iC—--»—EO -

== ]
Al - | x

Figure 36 - Ingestion transformation for Entry rules

To facilitate the next phase of data mapping orktimvledge model, data contained in
these three files, are together; after that, indeteprows are removed together with
rows for which no correspondence between the eateg indices, has been identified.
Based on the value of two attributé&STTYPand RESTRVALthe entry rule type is
defined; the latter attribute is a numeric codd ttzan take the same value for different
values of the first attribute, that RSTTYPTo simplify this situation, the two attribute
values are unified in a single field, which is theanverted to string. Final\RSTTYP
values are mapped with their descriptions, takemfthe correspondent domain table.
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Also in this transformation, the current date ie ¥3sd:dateTimdormat is created and

finally, all obtained information is stored in artporary CSV file, which is the input of

the next transformation, thatitry Rule2.ktr

Such transformation is necessary to avoid a smetillé&Kbug, which does not allow to
apply the mapping operation more than once forstcamation, and consists of steps
represented in Figure 37.

. — —

; " o 8 .4

PR ——F—
E — b4

Get Variables 3 GIA_REGOLE_ACCESSO csv dom_tip_prp.dbf Select values

Iy I N -1

HBABE W

HBase Output  Selectvalues2 Get Variables Build filenames  Add constants

Figure 37 - How to correct a small Kettle bug

This transformation simply perform&ESTRVALvalues mapping (not allowed
otherwise) and also defines field that containg daturce information; finally, data is
saved on HBase.

The next transformation is tiunicipality.ktr, whose structure is shown in Figure 38.

c =3

®%&+Eo+gl—ka**~

x

Get Variables 3 GIA COMUNLdbf GetSystem Info Add constants Select values  Replac

| . mc A<,

Build filenames  Add constants String operations  Merge Joi

= < prm—

x - ﬁ ): 4— ;
| e | +

x HBASE )

Get Variables 32 Select values3  HBase Output

Sort rows 2 tbl_elenco_province

Figure 38 - Ingestion transformation for Municipalities

As is easy to observe, this transformation is \@nyilar to transformation concerning
provinces, previous described.

First of all, data is reading fro@IA_COMUNE.dbfile, while the next steps create the
current date field and convert it to thed:dateTimdormat, as suggested by the W3C.
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Thanks to a MySQL support table, containing ISTAes of all Tuscany provinces,
calledtbl_elenco_provincea new column is created, containing just the ince/ code
to which each municipality belongs.

Finally, data is saved to HBase, after the datacsoimformation has been saved into a
new column.

The next five transformations of the main job, mldta from a different file type, that is
KML files, converted from the downloaded Shapesfile/nfortunately, the KML files
size is 5-6 times greater than the Shape files aifactor that slows down the ingestion
process; fortunately, the processed data are statictherefore, these transformations
are performed infrequently, so, despite the in@eafsthe execution time ,there is a
small effect on the final architecture performance.

The Keyhole Markup Language directly derived from XML, i.e.eXtensibleMarkup
Language a language more difficult to manage throuBkentaho Kettle whose
functionalities are better suited to data in tab@tem. For this reason, the next step
that isOpen_KML_File.ktris responsible for the transcription of the dadatained into
the files GIA_ACCESSO.kmIGIA_GIUNIONE.kml and GIA_CIPPO.kmlin CSV
format.

The subsequent transformation of the main job, tisescreated CSV file as input,
within which there are two columngxtendedDatecontaining all founded attributes,
andPoint, containing all founded geo-referenced informatidata contained in the two
columns, are then spread across multiple colunsshawn in Figure 39.

£ Field splitter = == £, Field splitter e || = '_ 3
Step name  Spjit Fields Step name  Split Fields
Field to split | ExtendedData = Field to split | Paint =
Delimiter $ Delimiter : 2
Fields Fields
s New field ID Remove ID? Type 2 New field ID Remove ID? Type
1 COD_GNZ N String 1 ® N String
2 TIP_GNZ N String 2 y N String
3 ORG N String
L] » ¥
oK [ cancel | | oK i . Cancel !

Figure 39 - Splitting fields

Again because theéettle bug concerning data mapping, previously seen, some
temporary CSV files are created, with namesGIA_ GIUNZIONEZ2.csv
GIA_ACCESSO2.candGIA_CIPPO2.csv



Architecture and Knowledge Modelling for Smart City pL21

The next three transformations of the main jobeteére of each one of the CSV files
and, after importing data, the attributes mappinitp walues contained in the respective
domain tables, is performing, together with theegation of the current date in W3C
recommended format and the creation of the datecedield (that containing the value
Osservatorio dei Traspoiti Finally, each transformations save data into $¢Ba

Given that the three transformations are very simih [Figure 40 only that relating to
theEntry class is reported.

@ o Zc: ey A3 o A i A ol E
X L e] ﬁ
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|
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x e 1'
select values 3 HBase Output Execute SQL script

Figure 40 - Ingestion transformation for Entries

The next three transformations of the main job,us®d to ingest data on road element
composition (see Section 4.4.2). The first tramsfation, calledOpen_Coordinates.ktr
transforms the KML file in CSV file, thus creatitige file GIA_EL_STRADALE.csthe
second transformation, being more complex thanptie®ious one, is then shown in
Figure 41.

@"m"ﬁ"éﬂ‘ﬂi‘@

GIA_EL_STRADALE.csvstrings cut String operatior@plit field to rows Add constants Calcw’lator

B -3 — -7

= =] ¥ ]

GlA_EL_STRADALEZ2.csvClonerow  String operations Concat Fields String operations

Figure 41 - RoadLInk transformation for Road Elemerts

Process_Coordinates.ktakes as input the CSV file created ®gen_Coordinates.ktr
transformation and, extracts the fielstendedDataandLineStrings(present in place
of Point field seen previously, since in this case a sasfesoordinates are processed
and not only a couple) together with the road el@meéentified. After this operation,
ExtendedDatas divided into multiple columns; theineStringsfield, instead, contains
a series of pairs of coordinates that correspondlkojunctions composing each
individual road element.
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So, for each pair of coordinates containedimeStringsfield, a new row in the table is
created, which also contains a new column withotfaker number of each coordinate. In

Table 3 is possible to observe an example of tlisgssing.

LineStrin

COD _ELE

COORD

COORD N

10.66938, 43.85597|10.66937, 43.85597]

RT04602111783ES

10.66938, 43.85597

10.66938, 43.85597 10.66937, 43.85597..

RT04602111783ES

10.66937, 43.85597

10.66938, 43.85587 10.66937, 43.85597..

RT04602111783ES

10.66934, 43.85596

10.66938, 43.85597 10.66937, 43.85597..

RT04602111783ES

10.66936, 43.85595

10.66938, 43.85597 10.66937, 43.85597..

RTO04602111783ES

10.66932, 43.85589

10.66938, 43.85597 10.66937, 43.85597..

RT04602111783ES

10.66931, 43.85581

10.66938, 43.85597 10.66937, 43.85597..

RTO04602111783ES

10.66928, 43.85575

10.66938, 43.85597 10.66937, 43.85597..

RT04602111783ES

10.66922, 43.85579

0O~ [h |0 |bd |

Table 3 - Coordinates transposition

An additional column in the data table, which camathe sequence number of the
coordinate minus one; this procedure has the aisinplify the creation of the correct

identifier for Junctionsof eachRoadLink for which, instead, the identifier is created
concatenating the road element identifier and dleatifiers of the coordinates pair that
delimit it.

The created data are then duplicated and finaledan a temporary CSV file called

GIA_EL_STRADALEZ2.csv
Du %@mthing}

S
7 L2 Execute%!:EL script
@ 28] L& P
GIA_EL_STRADALEZ2.csv Row Flattener Filter ro
[ — P o C
o Ly Ei
split Fields split Fields Add copstants
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? s - BV s
5]
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E@ 0 1 = .iB.
Get System Info Add constants Select values Replace in stringConcat|Fields

=

43 ja—

HEASE

HBase Output

j—

s

Bi——1%

Add constants Skring operations

x
=+
x

Select values 3 Build filenames

Figure 42 - Ingestion transformation for RouteLinks

The last of three transformations that deal wRbadLink is Save Coordinates.ktr
(Figure 42) that mainly performs an operation rofv flattener this operation
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sequentially fetches data from a column and trasepthem in other columns, specified
by the user; Figure 43 tries to explain the apptieztedure.

T e el lheag) | COD.ELE COORD_N2 COORD_ID COORD COORD_N
i RTO4602111 78365 0 RT04602111783€5_0 10.669382163342005 43855077033420348 1
Step name SRR RT04602111783E5 1 RT04602111783E5_1 10,6693 52029 975621108513 | 2
The ficld to | COORD = RTO4602111783E5 1 RT04602111783€S_1 | 10,669377521520298 43 §55975621108513 | 2
The target fielcs after flattening: RTO4602111783ES 2 RTO4602111783E5_2 [ 10.669245225314600 43 855066253265015 | 3
= RTO4602111783E5 2 RT04602111783€5 2 1066934522531 4609,43 855966353365915 3
£ RT04602111783E5 3 RTO4602111783€5 3 10.669303122352416 43 855954 713948101 4
1 GIUNZ I RT04602111783E5 RTO4602111783€5 3 10,669303122352416,43 85595471 3948101 4
2 GIUNZ_FIN
0K Cancel
COD_ELE COORD_N2 COORD_ID COORD_N GIUNZ_INI GIUNZ_FIN
RTOagGITTIARES T R0z esEs T [10669382163342005,45.855077033420248 | " [10 668377571620298,43.85537 561108513 ]
RT04602111783E5 2 RTO4602111783E5.2 3 |10669377521620298,43.855¢75621108513 | 10,669345215314509,43.855966353365915 |
RTO4602111783ES 3 RTO4602111783E5.3 4 10.669345225314609, 43 85506635336 5615 10,669303122352416,43.855954713948101
RTO4R021117R3ES 4 RTO4E02111783ES 4 5 10.6693031 22352416 43.855054713048101 10 66026564074 3468 438550412561 22669

Figure 43 - RowFlattener explenation

Thanks to theClone rowsoperation previously applied, this transpositiam de done:
in absence of doubled values, it would not be bssio use two times the same
coordinate to represent the ending junction of adRink and the starting junction of
the next RoadLink.

Finally, the transformation generates the datel fieksd:dateTimdormat, and the field
related to the data source.

The last step of the main Job, delete all tempofitey that were generated and used
within the Job and all transformations it recalled.

The ingestion process of the Railway Graph is &@myilar to that just seen, so for this
reasons, it will not be deeply described in thestk.

5.1.2 Weather Forecasts I ngestion

The transformation responsible for the ingestiordata provided byamma through
the Open Data portalof the Tuscany Regiorhitp://dati.toscana)itrelated to weather
prediction, consists of a main job, a kind of skahe which allows to define the order in
which each individual steps must be performed.

In Figure 44 the structure of the main Job, naRexVvisioni_main.kjbcan be observe.
The first transformation that makes up the Jobt thdatabase.ktr extracts all the
information needed to complete the operations, filoefProcessManagetable.
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= - Datqlfase
P | S
START Set Destination dir } : e AR

o . error Database
o 4 Get Last Date Folder Create last file folder
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Create a folder Download Success 2

Figure 44 - Ingestion transformation for Weather Faecasts

The processManagetable, is a MySQL table used mainly by tAeocess Scheduler
which can recover from this table all informatiooncerning the processes associated
with each single dataset, to be treated. As isiplesso see from Figure 45, the
execution of the process steps that must be peefbfior each dataset, can be activate
directly from theprocessManagetable, simply press the buttons indicated in tgaeré

by lettersA, B andC, and which respectively correspond to phasesgddton, Quality
Improvment and Triple Mapping of the dataset reféioy the row.

In this table the main information about each dztas collected, and it is used by at
least one of the seven phases that comprise tltidnmg of the architecture presented
in this thesisSuch information includes, for example, the paththef processes that the
Process Schedulewvill use to start each single stage of Ingest@uality Improvment,
Mapping or Indexing, but also information such las humber of RDF triples in which
each dataset has been transformed and the numtRD®ftriples that were actually
loaded into the repository, that are useful vafoeshe dataset validation process.

This table also collected the final state and amgre resulting from the execution of
each processing phase, in addition to the lastutixgcdate and the process scheduling
time (i.e. how often the job should run again, eldfiespecially used with Real Time
datasets).

So each process interacts with girecessManagetable by writing or only by taking
the required values to perform its tasks.

Getting back to the Ingestion process, the neyisstetrieve the creation date of the last
downloaded file, perform a check to see if the éileeady exists, and they also check
hour, minute and second to verify if they correspém the last download file. Just in
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case the file is actuallthe most recent available, it will wnloaded, as is easy
understand, thanks to JiDownload.kjh which also ensure the resource storage
processingThis job takes thqprocessNameariable as input, containing the name
the running process, ale recoverable inside tProcessManagetable

[Process manager

[ -] EmE—

Figure 45 - The ProcessManager MySQL table

In the following pages, transformations and jolbst tmake up the main job, will |
more deeply analyzed.

fg> By w Is —--_—_--_ [ l'L’.

Get VariaNble input Build filenames  Set actualDate Copy rows to result
%

Set processName
Figure 46 - Database.ktr transformation

Figure 46 shows thBatabas.ktr transformation, which initially retrieves the valaé
the required variableand then turns it into an usable format for nexpst this
operation is necessarycause not all steps are able to read parametershdyumight
need such values, so they must be stored withif-defined fields. Afterward a que
on the processManang: table, contained into the MySQL support database
performed to retrieve rows which theprocesdield corresponds tprocessNarnr.
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Furthermore a number of fields need to be credtmdexample, thearget filefield
containing the path of the file that will be dowatted,date a field in ISO format, that
contains the execution date and time, the fldr, that will contain any error message
if some errors will occurs.

Finally, the last step, copies the previously gatest lines in a Kettle internal table
callingresult, which is useful for passing information betweemsformations/jobs.
Thedownload.kjhjob, as seen above, deals with data retrievaljtaadhown in Figure
47.

@E g J

File C#pare Delete folders Success 2

!"

Copy Fi’i-%%, cgay Files 2

LY

T {

HBase firstinsert Success

Figure 47 - The Download.kjb Job

Thanks to theesulttable, this job is able to use all informatiorrimted in the previous
processing; initially an HTTP calls GET method [R¥I6] is implemented by
specifying parameters as the download URL of tlseuece, the path where it must be
saved and the date of the last download, usefuksétting an header type like "IF-
modified-since" inside the HTTP call. The specifica of this header type allows to
download the dataset only if it has been updatecesihe specified date. If the resource
has been updated, it will be downloaded and theuladate field will be updated with a
new date.

The next step is the downloaded data preparataritheir HBase insertion, performed
by the transformation shown in Figure 48.
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Figure 48 - Ingestion transformation for Weather Faecasts

This transformation initially retrieves the curregaite can then be saved into
ProcessManagetable, adast_updatevalue.

Information contained into the downloaded file, tieen extracted by using XPath
[XPATH] expressions: this language, as previouskrs allows to see an XML file as a
tree graph whose nodes, i.e. the values, are alolseigough a path.

In order to clarify the concept, as it is possibbesee from Figure 49, wanting to
perform a loop on the content pffevisionetag, in turn contained into ttdati tag, it is
sufficient to set the path &&lati/previsione

Loop XPath  /dati/previsione @ | Preleva nodi XPath

Codifica | UTF-8 il
Figure 49 - XPath Loop

The just set loop, is necessary to retrieve infeinafrom the 16 different forecasts,
contained in the file provided by th@mmaconsortium, as seen previously, in Section
3.4.2.

Moreover, to extract not repeated information, sashalmanac information, tHé@"
clause is used, which allows to directly extraet tontents of a specific XML tag. Any
information relating to wind and cloudiness, arealked at a more lower level than those
seen so far: thanks to a loop on pdpirevisione/simbolg"these features are recovered.
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With a dedicated step, the data retrieved fromXiuk. file are transposed from rows to
columns, and then all join on a unique row.

After this, the data contained #ggiornamentp is spitted into five different fields

containing year, month, day, hour and minute valuseful for the construction of a
new fields date, ixsd:dateTimdormat and the HBase keys is also created, thamks
the Java script, shown in Figure 50.

Java script:

irg Scriptl 2
S/8cript here

war W3iC_Date=annc+"-"+mese+"-"+giorno+"T"+ora+" : "+minuti+" 00 00+02:00"
var reportEey=comunst+tine ms

var predictionEey=comunet+time ms+id_dav+hour

Sryar predictionKeyv=datetuv+inversione+gquota nevet+unt+id day+hour+weslk _dav+tenp ninttenp masx-
var dats_inserimento=new Date()

data_inserimento. setHoursi{data_inserimento. getHours()+2)
data_inserimento=data_inserimento. toIS05tring()
data_inserimento=data_inserimento+"+02:00"

wvar =ole_=orgeFiz==ole_sorge+":00"

var =ole tramontaFiz==ole tramonta+": 00"

wvar luns_ sorgefizx=luna sorge+" 00"

wvar luna_tramontaFiz=luna_tramonta+": 00"

var ora_altezzaFizx=ora_altezza+":00"

Figure 50 - JavaScript to splitaggiornamento

The keys for the two forecasts class@&gatherPredictiorand WeatherReportwere
formed through the concatenation of common fielkks Time_msid_dayandhour, for
the first class key callegredictionKey andcomune(containing the Municipality name
to which the forecast is referred) atichestamp for the second class key, called
reportKey

Thanks tosetHours()function, the timezone is taken into account foicaiating the
update date; this feature also comes in handy dotlael missingsecondparameter to
some fields likesunRise sunSetmoonRisemoonSetheightHour without which they
could not be reported ixsd:dateTimdormat; it was decided to set all missisgcond
parameters to zero.

The transformation continues creating sloeircefield and setting its value tt.amma’
and then some accented characters (such as ifsdiatian days of the week) are
replaced because they can cause display problders é& well as the degree symbol
“e” which is instead simply deleted.

Thanks to the special Kettle step that allows teat a connection to a MySQL
database, an access to the ISTAT code support, igbdgiaranteed, that is a MySQL
table containing, for each municipality in Tuscatiye correspondent ISTAT code,
useful for defining the clad2aidentifiers.

The splitting of the transformation execution flofinally, allows to save on HBase,
data relating to individual forecasts, and alsogbecalled Almanaccd data, avoiding
the redundancy of the latter on multiple row.

5.1.3 Tuscany Region Open Data I ngestion
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The initial part of the main job (Figure 51) thagats with the CSV file ingestion,
downloaded from th®pen Data portalof Tuscany Regigrhas a similar structure as
the main job that instead ingests weather forecasts

W
AR,
error%tabase
Pl @lo3 v [F v~ &

START Set Destination dir Database Create last file folder — Get Lask Date Folder

Check ifit's 2:

AMompare Minuties and Seconds __Set variables

File Exists Compare Hour

e 73 [
Create a folder Download success 2
Figure 51- Ingestion transformation for Open Data & Tuscany region

In fact, the Database.ktrtransformation is exactly the same, but the transébion

continues with a series of controls, that allowsdescend the folders’ tree created
within the directory, in which the downloaded datasare saved, that verify also if the
file has been updated. Only after this test, if theource has been updated, it is
downloaded.

Figure 52 shows the heart of the entire ingestimtegss, the-iles_Modification.ktr
transformation.

Initially a check to verify if the resource has bagdated, since the last download, is
performed, and if so, thiast_updatecolumn of theProcessManagetable, will be
updated with today's date, in order to track theskaupdate/download of each dataset.
Afterwards the downloaded file has to be read amuh ®peration requires to set some
CSV file properties, as the delimiter (set to comimanost of the examined dataset), so
that the reading takes place correctly.
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Figure 52 - Files_Maodification.ktr transformation

To adapt a unique transformation for different g/jpé CSV files, all coming from the
portal of the Tuscany Region, the mapping of tleddé to be taken, consists of all
possible fields that can be found on these diffefiéas; in this way fields that are not
present in the opened file, remain empty, and thidlynot picked up by next steps;
therefore they will also not be saved on HBase.

The transformation continues recovering precessNam@arameter, and eliminating
blank spaces in fields such amail and addressand the comma imddressfield,
because these two fields are used to create theeHBays, an operation that does not
accept special characters, such as punctuatioaddition to the key used on HBase,
also the insert date must be formed, and this peotakes place thanks to some lines of
Java code.

Data is then filtered according to the valuas8ervice and only the values that make
true this control, continuing execution, while thgher rows are discarded. FInally, the
step writing to HBase must be preceded Isgekecting datastep, defining which fields
are actually stored on the NoSQL data store withéntable calledegione.csv

5.1.4 Tram Linelngestion

Data relating to the only Tram line in Florencelobg to the category of static data,
since a few updates to the dataset are providethapty only if new lines are built; so,
the automatic download process has been set toydorey period, and it is probably
more convenient a manual control to start the doaashlprocess.

The following figure shows the transformation tkefites care of the ingestion of Tram
dataset.
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RouteLink_IDjunction1 junction2 Stringoperations Look foreward  Drop last2 Splitcoord1  HBase Output

Figure 53 - Ingestion transformation for the uniqueTram Line

The transformation begins opening tinem_tracciato.kmffile, without interpreting its
contents, exactly as it was a single string of.text

The next steps delete the opening and closingaftie CDATA field, contained in the
KML file, i.e. "<!/[CDATA[" and 1]> ", thus making possible the interpretation of the
file by an XML parser.

The execution flow is then divided, in order torgasut the extraction and processing of
data from the file, as parallel operations: eactheftwo processing branches, start with
a step that extracts data from the XML file, respety, the description and the general
information at the beginning of the file, for thest branch, and the coordinates, for the
second one.

Information extracted from the first branch of exion, does not require further
processing (only the insert date is added) andnthe sent directly to the merge step.
The second branch, instead, presents a far morelerratructure: once the content of
the field coordinates has been extracted, thegsttamtaining the set of coordinates is
divided, and each pair of coordinates obtainemhssrted into a table.

The unique string that contains all of the coortksas then eliminated, while an order
number is associated to each pair of coordinates.

The calculator step, calculates two necessary integers to credgatifiers for
RouteJunctionand RouteLink classes of théKm4City ontology. Theline feed and
carriage returncharacters, which would otherwise appear in tsigle \n" and \r", are
then eliminated from the various fields generatadil unow; the transformation
continues with the creation of a field that consdime next coordinate pair to that found
in each table row, to obtain new rows containing Buccessive coordinate pairs, which
represent the starting and the ending point of eéainent, of th&outeLinkclass.

In Figure 54 is possible to observe settings f ¢thucial step.

Analytic Functions :
#  New Field Name Subject Type N
T coordinakes? coordinakes1 LEAD "N" rows FORWARD and get Subject 1

Figure 54 - How to set Analytic Functions step
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The last line in which there is only one coordingggr, is deleted; the two fields
containing coordinate pairs are splitted basechercomma position, thus creating four
separate fields representing latitude and longitfdde starting point, and latitude and
longitude of the ending point, respectively.

"
HaomeLinea Description NomeRute Homelink Junctionl Junction2 Latitudel Langitudel Latitude2 Longitude2
tram_tracciato, Linea | Lir ella | Rootel TramRoutelink- | Tram-junct- | Tram-junct- 4377542793 1124857625 4377543335 1124848275
% 1 o

Firenze con

Scal
tram_ tracciato Lnes | Linea 1 delld  Routel TramBoutelink- | Tram-jungt- | Trem-junct-- 43.775433356 ) 1124848375 4377543509 | 11, 24840858
1 Tranyia che 2 r 3

colisga

Firenze con

Scan
tram_traccizio Linea | Unea 1 della Roulel TramBoutelink- | Tram-junct- | Tram-junct- - 43. 77543560 11 34840888 A45.7754386 |11 24839655
1 tranvia che 3 3 4

coliega

Firenze con

Scan
tram_tracciabo bnes | Linsa 1 dell2 Routel TramBoutelink- | fram-junch- | rem-junct- 43, 7754306 11 24834655 43,7 7548434 11 348233674
1 brar - 4 4 5

Lo
tram_tracciabo Lines g Routel Tramfoutelink- | Tram-junck- | Tram-junct-: 43. 77544434 11. 248223674 43.77544615 11 24813474
1 5 : I

Table 4 - Results of Tram Line Ingestion Process

When also the execution of this second branchnsHed, theMerge join step is
performed: the result is the creation of a briedaidgtion associated with the tram line,
and of keys, created as shown in Table 4.

Finally, the transformation ends with the selectdlata that will be saved to HBase.

5.1.5 Sensorsingestion

The Kettle job shown in Figure 55, performs theestgon of road sensors data.
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Figure 55 - Ingestion transformation for Road Senss

This transformation has a structure similar to saiready seen that allows to check
whether the available data have been updated, \wtually create the correct folder
path where they will be saved. The transformatiooms in the following figure, is in
charge of data download.

Load file content in memory SOAP parameters  Get Variables ~ HTTP Post  Text file output

Figure 56 - Transformation to download data

This transformation uses a fileequest.xml saved in the same location of the
transformation, to make a SOAP request to the welice, which will provide the data
detected by road sensors, in real time.

The transformation is also involved in the curreéate creation process, that must match
the xsd:dateTimeformat (recommended by the W3C), and then it wilhance the
variabledatalnserimento

Then the variables that contain the parametere@BSOAP request, are defined. A key
parameter for querying the web service, as alsa se&ection 3.5.1, is the catalog
number, represented, in the transformation exeeitbov, by thecatalogvariable.

Thanks to an HTTP post, the web service of sensansbe invoked, using the URL
provided by theMIIC and thecatalogvariable properly valued: the result is an XML
file that contains information about the sensorthefindicated catalog.

The fundamental part of the main job, is represkbiethecallSensoritransformation,
that is shown in Figure 57.



Architecture and Knowledge Modelling for Smart City pL34

|
Y

[ [ T "

B o [P — |5 E =7 am P
* — » HBASE

om XML Get Variables 32 Get data Inser Add a checksum  Select uailNase Qutput
E | !

= Text file output

Update siteTable
XMk [ | 2 2"
= - G
Get data from XML 2 Get Variables 3 Filterlrows Update lastMeasurement

Y
4

Mo measurement
Figure 57 - The CallSensori transformation

The transformation sarts with data extraction frofML file, thanks to XPath
[XPATH].

The last measurement date, contained in the reteivd file, is properly stored in the
ProcessManageMySQL table, within the columiast_update so as to keep track of
when the latest information from the Sensors Wetbi&e have been received.

The payloadPublicationtag has been set as a loop node, because theimpmstant
information is contained within more tageasurementTimeDefaulocated inside the
payloadPublicationtag; if some communication problems, with the sereecur, the
latter tag will be empty and then, in the transfation, a control step to verify if
payloadPublicatioris null, is also set; therefore, only if the tagot null, the execution
flow continues upgrading the correspondent fieidheProcessManagetable.

Loop XPath _a'S:EmreIUpa;‘S:Body_f*[nameO:'I:I?_LogicalModeI']_e’*[nameCl:'pa}rloadPublication']_a‘*[name(]:'5iteMeasur® | Preleva nodi XPath
Codifica | UTF-8 i

Figure 58 - XPath Loop for sensors

A further Xpathloop is then set on another payload tag, thaitévVieasurementhanks

to which the following data internal to the tag, ncabe recovered:
measurementSiteReferencemeasurementTimeDefault concentration occupancy
vehicleFlow averageDistanceHeadwagverageVehicleSpegithresholdandvalue

In addition to these fields, even fields "extern&d' the loop node are selected:
measurementSiteTableRefererstgplierldentificatiorandpublicationTime

For each elements within thsiteMeasurementag, a new line, containing all
information retrieved, is stored ¢tBase The new obtained data is also used to update
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the MySQL tablesensors_detailswhere static information of each sensor, aretevnrit
and where later, thanks to the additional infororatretrieved from the website of
Osservatorio dei Traspotrtiother information such as the toponym name aral th
toponym code, will be added.

For eachmeasurementSiteReferenglement, the table fielditeTableis updated with
the measurementSiteTableReference value, where the condition
codiceSitemeasurementSiteRefereneseverified; in case the correspondence with the
identifier is not found, the new identifier will keedded into thesensors_detailsable,
thanks to a SQL insert.

In Table 5 an extract of the taldensors_details shown, when the toponym name and
its code have already been added.

Site Code Site Table Toponym Toponym Code
GR0100801 GR01008 Via sidney sonnino RT05301104290TO
GR0100802 GR01008 Via sidney sonnino RT05301104290TO

GR0101001 GR01010 Via nepal RT05301101153TO
GR0101002 GR01010 Via nepal RT05301101153TO
GR0101003 GR01010 Via nepal RT05301101153TO

Table 5 - Sensor details Table

The sensor data are real time data, and key assteisth HBase rows must be created
carefully, so as not to create duplicates, givenléinge number of elements, that will be
created daily. For this purpose, an MD5 checksuansfiormation is used to creates
keys.

Even in this transformation, some concatenatiopssége used, which produce, as seen
above, the addition of special characters sudmadeedandcarriage return that must
be eliminated.

Regarding the Real Time data storageHBase Kettle requires some information to
establish a connection with the master machine,wheere the repository is located.
Moreover the exact mapping, that defines the cpomedence between fields, of the
transformation flow, and columns created on HBasgst be created. Also a key field
must be defined, represented in this case by thguenidentifier previously seen.

5.2 Phase II: Data Quality Improvment

As a result of a detailed analysis of ingested,datang series of inconsistencies were
found, especially related to the content of theises dataset, most likely derived from
an export operation not carried out perfectly: dlgat has a negative effect on the
information amount that this data, suffering fromoldems, are able to provide. It was
therefore decided to implement a data quality inapnoent process in order to recover
the greatest amount of information as possibls; phocess, as it is possible to see from
Figure 25 (Phase 1), will be executed before thges transformation phase (called
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Phase 1l in the same figure) and it involves dat&raction from HBase and storing
them at the end of improvement, always on HBasepbwther table.

Such a process was carried out using the ETLKettle in order to ensure continuity
to the ingestion processes already made.

From the analysis of ingested data, the followingrs were detected and classified as
correctable:

e Multiple telephone numbers;

* Typos in web site address;

* Some services have in place of the province, tha part of the address string,
or an empty cell;

* Some services have problems with the municipalégne: wrong name, typo,
empty cell, number instead letters, location namséead of municipality name;

« Some service have charset encoding problems inusfields;

* Almost all phone and fax numbers are devoid ofitital O;

* Instead of a phone number, some services show fi@ailcipality";

* Instead of email address, some services show thail'estring;

* Instead of web site address, some services shoimttiestring;

» Syntax problems on the web site address;

* In some record, the service name is missing;

* There is no unique format for phone numbers angl ifxaddition there are a
number of errors on telephone numbers: in the oc&saultiple numbers, the
prefix is often written only the first time, or other records in the first number
is written correctly and the others have only e Hifferent digit;

* Many telephone number are written in exponentiahf@.e. 3,90585E+11): this
is clearly a conversion error from string to number

* Some services only have the string "39" as the plmmber, that is part of the
international dialing code for Italy;

» The most frequently errors on web site addresslaoble "http”, several typos
on the "www" string such as "ww", "wwww", "www:.t@

* Domain missing in the web site address

* All CAP are missing;

In summary, the main problems are all related ® fields containing the service
address, the service name, its email, its wehsstéglephone and fax numbers.

The following are the actions that will be carriegt on each fields covered by the QI
process; for each of them, the performed stepsvditoeliminate most of the errors
encountered.

« Phone e Fax:To delete blank space after prefix (all possiblefiges must be
defined); To add O to landline telephone or greemiper (187), if missing; To
check the number's length (for eliminating pantiambers); To divide numbers
with multiple digits at the end (both in the preseif “/” that of “-*).
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* Address: To separate house number (8NC, a string that meanswithout
house numbé&) after the comma.

* CAP: Need to be inserted.

* Province: To clear fields where more than two charactereapg-ill all empty
cells based on the Municipality field

* Website: To check that field starting with http:// or wwwpTheck that in field
there are at least two full stops and, after theoisé one, there is at least one
character.

« Email: To check that there is a @; To check that theeefidl stop after the @,
and a character after the full stop; To check that before the @ has at least
one character.

Of course, not all problems afflicting all datasatsl then a joliKettle quite dynamic,
which is appropriate for the different cases, neelle created. In addition, individual
transformations are created, each of which manasjegée field and its main problems,
and they will be discussed in next sections.

Unfortunately Kettle does not allow to create fully dynamic transforioras, which are
able to adapt themselves to the data content ®apps input. However, it is possible to
create a mapping system, usinylgSQL support table and therocessManagetable,
where all useful information about ingested dataseé stored: by performing the QI
process, that is the same for all data sets, teeution will follow a precisely path in
the entire execution flow defined, which is chosecording to the data that must be
processed, to the contents of tReocessManagetable for that dataset, and to the
corresponding value in the mapping table. Dataedlto services has some regularity,
so it was enough to realize six different QI brasshwhich correspond to different
sequences of issues to be deleted, and to mapithdre mapping table. It is obvious
that, for each new dataset ingested that presediffesent structure of fields, a new
branch in the QI transformation, must be realizedl iatroduced in the mapping table.
To make more flexible the job acting on services;heprocessing branch has been
realized as a separate sub-transformation, softiragach type of file processed, thanks
to an additional information which identifies thgé-transformation correspondence,
the right sub-transformation can be performed. Tifermation is stored in a parameter
initially provided as input to the job, and whichthen transformed into a variable, so to
make it visible during the whole execution.

In addition, the fields within the files on whichet QI acts, may have different names
(for example the"telephone” field can also be calledphone’), then the sub-
transformations realized must take into accourstdkiditional factor of variation.

The structure of the realizeQuality Improvemenprocess, consists of a main job
Data_Ql.kjh that calls the appropriate sub-transformatiorepedding on the class
value, that identifies order and name of the resesjron which the QI have to act.

In particular, each class includes all the resowvite the same structure; this class is
stored insideResource_Classolumn of the MySQL tableProcessManagerWhen
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calling for a Quality Improvementprocess on a particular file, a query to the
ProcessManagetable is performed, to retrieve tResource_Classf the file. Based on
the result of the query, the main job, runs therappate sub-transformations, which
name is composed by the class name with a suffecrneg to the process type, that is,
"class + _Ql.ktr"

Job
process Resource_Class Category - Ingestion
oy NG
@ @ = Quality Improvement
name2 Servizi_csvl Servizi
_ = Transformation
name3 Servizi_csv2 Servizi

$Resource_Class} ING.ktr .
— a
${Resource Class) Qlktr HBase

1 ]
* . Phone Address Email P

-~

Quality Improvemet
Figure 59 - Quality Improvement schematization

The Kettle's Job representing the backbone of Quélprovement phase, initially
recovered from thélySQL database, the last update date; this value is tised to
recover, from HBase, only records relating to & entered data, which will be used
by the next steps.

Afterwards, a cascade series of transformationgxeeuted, each of which deals with a
specific field of the dataset, which will carry catfirst QI phase (only relating to the
data format).

Below, for each field subjected to QI, the relatitansformation, that makes
corrections, will be analyzed.

5.2.1 Phoneand Fax QI
The phonefield should be a numerical value, but in variolssfanalyzed, the presence
of non-numeric characters has been found in thekl.fiand especially of different

format and configurations.
In particular, some specific patterns were foundicWv are collected in Table 6:

Pattern Example
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Presence of alphabetic characters 055 9162635
Presence of special characters suchas/ - . /6563223-4
Only a few fields have the international prefix O0® +39 390577300020
3,9E+11
Numbers written in accordance with the exponemidhtion R
Presence of blank spaces 0564 858111
Lack of 0 before the regional/provincial prefix 5B;+07
Presence of multiple telephone numbers (2-3) 057161744 - 057161199
Presence of multiple numbers (suffixes extensianler) 0572/67352-3-4
Partial/incomplete numbers 39
Table 6 - Telephone field most frequently errors
] - % == -
Mapping input specification Remove international prefig Filter rows Select values 3 Se!ect)\.(falues
== = % L
Is __3"‘_,_—-—,___?_,“_&...___ -
x x

split blocchi telefono Selectvalues4 Selectvalues2  Append|streams

Mapping output specification
Figure 60 - Telephone Quality Improvement Process

The Quality Improvement process, shown in Figureré® the aim to recover part of
the content information of thehonefield, and it is based on the following assumpdion
« Prefix (for both landline and mobile numbers) isnpwsed by 2-4 digits.
e The phone number is composed by 6-8 digits.
» Suffix for internal numbers, is composed of maximBiaigits.

Furthermore, theblank spacewill be the only delimiter used, between prefixdan
number and between several numbers, then to pracedae recovery of the main
telephone number and any additional numbers, tilab&vreported in th@otefield.
Once the value of the phone field was recovereahespreliminary transformations are
performed (using Javascript code), so as to bimgdata into a suitable format for
further processing. In particular, the followingeogtions are performed, in the same
order shown in the list:

= The national prefix, in format 0039, +39 e 39,ampved.

= The international prefix +44 is replaced with 0044.

= Any blank spacdefore the number is removed.

= All slash(/) andem dash(-) characters present inside the field, are gua

with a blank space.
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= All special and alphabetical characters are removed
= All multiple blank spacesre replaces with a singiéank space
= |f at the beginning of the number, therodigit is missing, it will be added.

After that a filtering step is performed, to cheskether any spaces appear into the
number: fields which do not contalslank spaceare routed directly to théppend
Streamsstep, whereas those in which sobtenk spacesire instead detected, they are
sent in input to a further Javascript step.

This step aims to extract the main phone numben tite input string, and it is based on
the assumption thdtlank spaceas the separator between prefix and telephone sumb
after the extraction, the phone number will be dawvethe appropriatélySQL field,
while the remaining string, possibly containing additional information or any other
secondary phone numbers, will be saved insid&titefield, with the label "Additional
Phone:". This processing is necessary because)gdtire triples creation phase, each
service will be associated with a triple to onlyeophone number, in the required
format; other numbers, however, can be moved teskios:notetriple, which contains
all additional details on the service, avoiding libgs of any information.

Finally, the result of these operations is agairrgmewith the other rows initially
separated that did not contain spaces.

The Fax field transformation, is very similar to this justen, its main action is relating
to the mobile phone numbers elimination, sinceitifisrmation cannot be real.

5.2.2 AddressQI

The Address Quality Improvemempirocess is more complex than the previous ones,
mainly because it was decided to split the housel&n from the street name.

In most cases, this field has the following formstréet name, house numbebut
sometimes, this standard is not observed, andrircpkr it can be written without the
comma, that isdddress numbé&r or in the worst case, one of the two parts may b
missing.

Furthermore, the address, with or without house banncan be followed by an
additional text, containing variable informationchuas fraction, locality, mileage
position, or also the text that preceded the houseber can correspond just to the
town, the locality or to a more generally indicatio

The Quality Improvemenprocess, is split in two execution branches: irst part deals
with the house number extraction (possibly follovibgdadditional text), from the entire
field; the second one, instead, deals with theaektyn of additional information that
can follow the house number.

Given the large number of records to be analyzeatérthan 30,000), to speed up data
analysis, a data profiling' tool has been used, which quickly allows to eottrall
observed patterns inside the address field, withen over 30,000 records; this open
source software iBataCleaner(http://datacleaner.orp/
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In Table 7 the main patterns found, thanks to #tte @rofiler, are described.

Pattern Esempio

Address, house number Viale dei Mille, 11

Address house number Via Del Belvedere 26
Address, house number additional text (1) Via delle Torri, 20 - Cisanello
Address, house number additional text (2) Via Gp@o - Oppilo, 00
Address, house number additional text (3) Via Pino Gorgognano, 451 (Pino)
Address, house number additional text (4) Stradadtice, 131 - - ALBERESE
Generic text (1) - Selvaccia - Pietraviva

Generic text (2) LOC. REALE

Generic text (3) Loc. Contra - Fraz. Nicciano
Generic text (4) Via lano (lano)

Address, double house number Via Ferrucci, 11-13

Address, house number (terminating with a charpctéa Bartolini 1175/a

Address, house number, house number Via delle Pinete, 3, 3

Address double house number (without a comma) \Aedi 11/13

Address house number additional text Via Piave 9 (Pontassieve)

Table 7 - Address field most frequently errors

Regarding to the house number extraction, the @psration performed divides the
address field, where the comma is located (if ists), the two new fieldsgddressOnly
and civicNumbey contain respectively the string preceding the marand the string
following the comma.

After this operation, some Javascript code is a&pplo addressOnlyfield: thanks to a
regular expressions, the first occurrence of a rarmhbside this string, can be located
and, if it exists, the@ddressOnlytext is again divided into two sub-string. Thestisub-
string certainly contains only text, while the sedoone will contain the identified
number, followed by any additional text. If the tteontained in the first sub-string is
shorter than six characters (which statically hagpghen the string contains the dug of
the address, that is "street", "avenue", "squate’), then the two sub-string previously
separate, are merged again: this is the caseesdtsiames contain a number, such as
"Via 1 Maggid, "Via 2 Giugnd.

Otherwise, a second check is then performed onfitbe sub-string derived by the
addressOnlydivision, to verify if it ends with'KM", "CS", "SS" or "SP" in fact, in
these cases, the number at the beginning of tlendesub-string, need to be recovered,
and merge with the first part, because for exam&]" is usually followed by the
mileage value, whiléCS", "SS"or "SP" are usually followed by the road number.

A further text division of the second sub-strirggyperformed if it contains aam dasH'-

". for example, the second sub string can bec’ Contra - Fraz. Nicciarip so, in this
case, the text following the special charactepgead to the fieldivicNumber

The final part of the Javascript code, eliminatema special characters that can be
found in the two fields created froaddressOnly
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The output fields of this transformation are cabeldiresslandcivicl, names that make
clear which is the content of each field.

lg—— &> 7o &

& . [

Mapping input specification civicN start with char Fihfgws Split civic and text 2 extract other civic num 2 clean primafy civicNum

Gy fi
Mapping outpjit specification Create civic angcivicSecondary
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Put civic num and other info in note Append streams Select values 2

Figure 61 - House number cheking process

The second transformation, shown|in Figure 61, khéicthe civicNumberfield, start
with a character, instead of a number, becausenbi able to recognize if any number
is an house number, but it is expected to foundthese number at the beginning of the
civicNumberfield. The execution flow is divided into two bidres: on the vertical
branchcivicNumberfields that do not begin with a number are proeessvhile on the
horizontal branch continuing those that begin vaithumber, which are again separated
into two fields civicNum and civicText This division takes place where an arbitrary
number ofdashesand blank spacesare founded (for examples - - SCARLINO
AIRPORT KM.222.

civicNumwill contain the number above special charactgtsle civicTextwill contain
the text following the number. With a regular exg®ien, also civic numbers like
“91BIS or "91A" can be extracted. The fietuvicTextpreviously created, is then split
into two parts, where an arbitrary numberbtdnk spacesanddasheswere detected,
creating the fieldsivicNum2andcivicText2 the special charactstashat the beginning
of the string, is also removed, if it exists.

The step Clean primary civicNurhtakes as input the fieldsvicNum civicNum2and
civicText2and tries to enhance their readability: its outigutomposed of two fields,
that isfirstCivic, containing the primary house number (the firgnbar appears) and a
string with additional information.

As in previous transformations, the main value tdieal, that is the house number and
the street name, are respectively savedidn numberandstreet namdields, while the
other additional information are append to Nuwefield.

5.2.3 Service Category QI
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Each service coming from the Tuscany region dataset associated with a
ServiceCategoryn Italian. Inside thé&Kmd4cityontology, actually, service categories are
defined in English, in order to make the ontologgrenusable. It is therefore necessary
to associate to each service, an English servitegoaes, thanks to the dictionary
specially created, that is a MySQL mapping tabtmtaining all the Italian-English
matches. The dictionary and the correspondent &dthnsformation, are easily
adaptable to other languages, just put the newslafons in the dictionary and
associate them with the categories defined in thelogy.

5

Mapping input specification String operations 2 Replace in string Replace in string 2 Databasg lookup

| el |

= — 3 —
X A,

X X : :
Select Va|Ul‘£ct values 3 Modified Java Script Value String operations  Filtgjows

¢
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[ |

= % |
s

Mapping output specification Append streams Select values Set field value
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- X | ]

Figure 62 - Service Category Quality Improvement pocess

Initially, the category field of each record, is selected and cleaned fispecial
characters (often there is, in fact, amderscorein place ofblank spacg because it is
also used to make a query on the MySQL ta&deviceCategoryThis query has the
purpose of extracting the English translation a&# ttategory, only if this is actually
present in the dictionary; if the query is succalsghe English recovered category is
included in the new fiel@€ategoryEngotherwise the field is left blank.

In case theategoryfield contains the simple stringérvice$, a special management is
provided: these lines are subjected to a seriesaafifications, and then to a Javascript
code, that search some keywords in Nanefield modified to determine the English
category, according to the default mapping (sederép

e Ord O atego
Associazioni/associazione other_office
Comune other_office
CGIL/CISL/UIL/CAF other_office
Consultorio family_counselling
Biblioteca Library
ASL/azienda sanitaria locale local health_authoyity
Ambulatorio doctor_office
Arci/circolo ricreativo social_center
Ufficio other_office
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Sportello other_office
Centro/centri community_centers
Presidio socio sanitario group_practice

Table 8 - Some association examples for Service €gory field

The English category identified is finally includedfield CategoryEngand each record
is then processed by the following steps, that jogether the other information with
the new category.

5.2.4 City Ql

The field containing the name of the city has, iostrcases, a correct value, and the few
errors detected are limited to the following:

e Empty field;

¢ Fields contain Municipality name/fraction name Abty name with typos.
To eliminate also these types of error, a Kettdformation (shown in Figure 63) has
been realized, which is able to perform a serieffetf evaluations on field province of
the analyzed record.

o (F

Mapping input specification Modified Java Script Value 2 String operations Regex %iuation

= - — ¢ 3
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X X [—]

Select values 2 gelactvalues3 Modified Java Script Value Filtfws
T & = = 1
1 . w —=g o= & e o
- g - X = —
Mapping output specification Append streams Calaptvaliias Replace in string

Figure 63 - City Quality Improvement process

Firstly, thanks to a Regex Evaluation tBey field is analyzed to determine whether the
value of the municipality name/locality name/anacfron name, is correct or not; lines
containing the correct value are submitted to aerafmon that removes special
characters such as tlen dash“-“, the other lines, however, are processed by a
Javascript code, specially created, which elimmaaelling errors by the name of the
city. The results of both processing branchestlaa merge. If the city field is instead
empty, unfortunately the available information does allow to recover the correct
value, and then it is leave blank.

5.2.5 PostalCode QI
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Within the service datasets, most of record haverapty PostalCodsfield, so, using
the other address information, such code can luveeed.

The transformation made to place the cap in itsirool is very simple, and it first
performs a series of assessments on the RelstalCodevalue, in order to separate
empty fields from those that already contain a @alhich is assumed to be correct.
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Figure 64 - Postal Code Quality Improvement process

Thanks toProvince and City information, a query can be performed on the MySQL
support table, containing all PostalCaafeethe Tuscany region, in which the conditions
"District like CityMod e "Province like provinceneed to be checked. If the query is
successful, the recovered PostalCadeentered in the correspondeoap field,
otherwise the field is left empty.

Finally, data from the two streams come togethairageady to be forward to further
transformation.

5.2.6 ProvinceQl

In most records, therovincefield contains the corresponding code to the kgphan
province of each service (e.g-I", "AR’, "PI" etc.), however there are some cases
where the field contains other types of misinfoiimatAs can be seen from Table 9, the
wrong information contained in treap field, can be locality names, fraction names or
partial addresses (with or without the street numbe

Example Province field content Pattern

e, 18 - Loc. Arsenale - Fraz. S.Piero in Can Locality + Fraction
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22 - loc. Crespiano, 22 LOC. POGGIO Locality
e di Mercatale, 25 Address
e di Pescaiola, 83/G - Viciomaggio - Locality +dkdss

Table 9 - Province most frequently contents

L e S g
Iﬁ’ g
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Select values 2 Append streams Mapping output specification

Figure 65 - Province Quality Improvement process

The transformation that takes care of the provi@dephase, initially converts all
content in Upper caséformat, because in Italy the province, is usuabypressed with
capital letters. Then the values already made umbftwo letters are divided from the
others, which will instead be subjected to furteealuation.

Thanks to a query on MySQL tabMappingCity which trying to extract the correct
province abbreviation, by testing the conditistrict like CityUpper(whereDistrict is

a MappingCityfield and CityUpper correspond to th€ity field modified to Upper
cas€), the province code can be retrieved, if the guersuccessful. The identified
value is then copied inside tipeovincefield, replacing all the original content; if the
query does not identify any correspondence, thdeots of province field remains
unchanged. The records from the two execution hesof the transformation, are
finally gathered.

5.2.7 Email QI

The transformation that handle the email QI phaseModify_email.kty is shown in
Figure 66.
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Figure 66 - Email Quality Improvement process

This transformation performs a series of assessmamtemail field, in fact, mainly
thanks to a special regular expression, it is jpesso identify those fields that meet the
name@domain.xxformat, that represent the email correct syntax.fi@lds that meet
this regular expression, no other transformatiooaisied out, while on the others, the
evaluation proceed. In some cases the format preljiondicated, is not met because of
the lack of the @” character, or the lack of the domain suffix a #nd of the address,
or for the presence of a doubl@®, or for the presence of special characters, not
allowed in an email address. Table 10 shows sonampbes of error types just
described.

asSe a ple

Lack of suffix (it,com,...) after dot agricolacheli@libero.

Lack of @ infochiantiandrelax.com

Lack of suffix (it,com,...) and the dot precedimc info@lapievedipoggioallemurs

Lack of dot before suffix (it,com,...) rappuoli@dalcia:it

Double @ info@bbacquacotta@yahoo.it

lllegal Characters (blank space included) melomdlne.)) @tiscali.it
ale.latini.alex.@tiscali.it
albergolacasetta@abetone. com

Lack of dot before suffix (it,com,...) albergo-italia@libero-it

Incomplate suffix (it,com,...) osteriailpozzo@irftee.i

Table 10 - Email field most frequently errors

Initially, the fields containing two e-mail addressin a valid format, but separated by
one or more special character'("/", ";", "-", blank spacgare identified and separated
from the other containing a single email addregh wicorrect syntax. This operation is
performed thanks to a Javascript code that sisusgular expressions. The malformed
email, are added to theotefield, preceded by the stringnValid email ' so as not to
create a triple with wrong information, but leavitige information visible to a human,
who could imagine the corrections to be made, tkentiusable; double emails that
were divided, are instead stored in #mail field, the first one, by replacing the entire
original contents, and in theote field, the second one, preceded by the string
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"Secondary email'. Even in this case, the results of the two prsites flows, are
gathered, before being forwarded to the next toansdtion.

5.2.8 WebSite QI

Add http:// prefix  Selectvaluese 2

Regex Evaluation 2 Filtegligws 2

Selectvalues 6 Select values 3 Apgend streams

Mapping output specifiCw

Microsoft Excel Output 2 Append streams 2 Selectvalues Select values 7 Replace several values

Figure 67 - Website field Quality Improvement procss

The Kettle transformation that checking web addresse Modify website.k{rinitially
controls, thanks to the support of regular expoessiif the website field is well-formed
with respect to the standard pattern of a websRé,$pecifically:
e Website URL starts with a prefix like www.', "http://", "https:/I',
"http://www, "https://www’;
» the prefix is followed by a series of alphanumeharacters;
* Website URL finishes with a dot followed by the wadmain.

The fields that meet these characteristics aresugject to any change, while others are
again compared with another regular expressionchlwlthecks whether the website
field is devoid of the prefix, but still respecketoriginal pattern, that is:

» A series of alphanumeric characters;

* Website URL finishes with a dot followed by the wadmain.

If the website URL corresponds to this second dasetransformation adds the missing
prefix, i.e. 'http: //" or "www:" otherwise, a control to detect the presence dtiphe
web addresses, is realized.

Multiple addresses are then divided and the festaved in thevebsite outpuvariable,
while the latter is stored in theebsite_addvariable, which will be added to thmte
field of theKm4cityontologyServiceclass. The data streams are finally gatheredeat th
end of the transformation.

By analyzing website address values, which haveemoteded the first control, the
different types of errors reported in the Tablenkte identified:
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http:///www.agricap.it/ita/agriturismo.htm Triple /
http://bebacquerello Missing the final domain
http://http://albergogualtieri.interfree.it/ Double http://
http://lacasadeilimoni.interfree.it/ False positive

http://t Incomplete
http://web.tiscali.it.valleantica Invalid final daim
http://www il colle-siena.it Blank space
http://www:agriturismo-tegline:com : after www
http://www..tuscanyparkhotel.it Double dot after www
http://www.agriturismo_stigliano.com Underscore
http://www.agriturismocampagnellilit Missing dot before the domain
http://www.borgolacapraia.com. A final dot too many
http://www.campeggiodelforte.t Incomplete domain
http://www.campingoasi.it/ False positive
http://www.casavacanzeliberta.it Presence of accented letters
http://www.fantone @it Presence of @
http://www.hotelcucciolo.com - www.paginegiallehiticciolo Multiple web address
http://www.lafornace..weebly.com Double dot in thgt middle
http://www.locandadell'agresto.it Presence of an apostrophe
http://www.poggioaimonti/gabi.it / before domain
http://www.santalessandro:com : before domain

Table 11 - Website field most frequently patterns

On the remaining data that does not belong to gpgldgies previously analyzed, a
number of additional checks are carried out witth dbjective of correcting many of the
errors that remain. Specifically, the followings$eare performed:
» Expressions such ascont, ".cad’, "cont, "..com’, ".com." are replaced with
".cont;
* Expressions such agt”, ".i", ".t", "it" and ".it" are replaced with.it";
e Double 'http://*, at the beginning, is removed,;
* Blank spacesre removed,

T an non

* Expressions such asvivw', "www.:, "www.",
"www!;

* Expressions such atg" and "org." are replaced with.org";

* Apostrophes are removed,

« Accented letters are replaced with non-accenteerfet

www.www are replaced with

After this additional correction phase, the diffgrelata streams are gathered at the
initial flow containing websites that have origityatorresponded to the correct pattern.
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5.3 Phase Ill: RDF Mapping

The Mapping Phase deals with the transport of médron, previously saved into
HBasedatabase, into an RDF datastore, in our case redriagdWLIM-SE[Bishop et
al., 2011]. The first part of this procedure retée information fronHBaseto put them
on a temporaryMySQL database (required to use the Data Integratioh dioosen),
while in the second part data is translated infdes. A transformation is needed to map
the traditional structured data into RDF triplesaséd on information contained in a
well-defined ontology, that is thEm4City ontology, defined in Section 4.4 and all
ontologies reusedd¢terms foaf, schema.org, Wgs84, GoodRelations, jkdsis
process may be performed by ad-hoc programs, taae o take into account the
mapping from linear model to RDF structures. Thve tsteps process allowed to test
and validate several different solutions for magpiraditional information into RDF
triples and ontology. The ontological model hasrbseveral times updated and thus the
full RDF store has been regenerated, from scraidading the definition (all the other
vocabularies selecting the testing of several diffe solutions) and the instance triples
according to the new model under test. Once theeinoas been generated, triples can
be automatically inserted.

The first essential step is to specify semantiesypf the data set, i.e., it is necessary to
establish the relationship between the columnhefMySQL tables and properties of
ontology classes. The second step consists inidgfthe Object Properties among the
classes, or the relationships between the clagsbse Km4Cityontology. When dataset
has two columns with the same semantic type buthwborrespond to different entities,
thus multiple instances, of the same class, hawe tdefined, associate each column to
the correct one.

The process responsible to perform the mappingfwamation, passing frodbaseto
MySQL database, has been produced as a corresgokdih Kettle transformation
associated with each specific ingestion procedoregach data set. The second phase,
that performing the mapping from SQL to RDF, hasrbeealized by using a mapping
model: Karma Data Integrationtool [Gupta et al., 2012], which generates a R2RML
model, representing the mapping for transport figlySQL to RDF, and then, the
produced RDF data, is uploaded inOC&VLIM-SE [Bishop et al., 2011] RDF Store
instance.Karma is an information integration tool that enablegrasto quickly and
easily integrate data from a variety of data sauroeluding spreadsheets, delimited
text files, XML, JSONand MySQL tables; this latter option has been selectedHer t
project and then sonMdySQLsupport tables, have been also defined, in whiehdata

to be mapped, will be temporarily stored, for thueation of the process itself.

Karma initialization phase involves loading the primargference ontology and
connecting dataset containing the data to be mapped

The mapping process was performed for each dgtees@busly ingested withiriBase
Due to the high number of datasets, in the follgmwill be detailed examined only a
few mapping processes, among the most significéthirmthe ontology.
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Regarding to the Street Guide mapping processfall@ving approach was used: for
each available dataset, a portion of representdaa has been extracted, and used for
the manual definition dR2RMLmodels, thanks tBarma

To create the modeKarma, in addition to knowing data to which the modell voie
applied, must know all the vocabularies and thelogies used; to this end, initially the
individual upload of used ontologies must be cortgaleso that the tool can suggest,
through the choice options, the correct classedatdProperties.

Another thing to do before starting tR2RML model construction, is to set (i) the
initial parameters, such as the default namespiitples that will be generated, that is,
within the realized projechttp://www.disit.org/km4city/resourgdii) the connection
parameters to th&lySQL support database, that will be access during thppmg
phase.

Karmais accessible via web browser, and its interfacghown in Figure 68.

Karma vz.023 mport Manage Models Reset User Guide Karma Home OpenRDF

Command History

Grafo_Firenzestrnum~ | =omi booe | 208
Prefix: kmdcr | Base URL: http:/iwww.disit.orgilkm4cityfresourcel

( Eniry2 ~
hasln[em‘a\#\ccess
( Entryd ~)
T

( Road2 -

hasStreetumber
( SreeiNumbert v
identifier* number exponent identifier* identifier* identifier* classCode extendNumber

COD CNv NUM_CIVw ESP_CIV COD_TOPw COD_ACC ESw COD_ACC INw  COI

|||.|I“Il.

RT048017000000CV 4 RT04801702264TC RTD4B8017000000AC Nero 4 2014-10-

Figure 68 - Karma Data Integration interface

To begin the data mapping, for example, Maneuverelements of theKm4City
ontology, data relating to the maneuvers, thatshoeed in aMySQL table, must be
imported onKarma to fulfill this action simply select the buttoriniport Database
Tablé' located on the top left mendniport’, and, inside the dialog box appeared, the
login information must be inserted, to accesMiGQL database. After the connection
has been createdarma will display the list of tables that can be immalt including
tbl_manovrehat will be selected in this case.

The Data Integrationtool will then re-create an HTML table containitige imported
data, within its graphical user interface, thabawtes much of the mapping process, as
shown in Figure 69.
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Karma vz:oz24 Impart ~ Manage Models Reset User Guide Karma Home OpenRDF

Command thl_elenco_comuni~ - A
Hist Prefix: km4cr | Base URI: http:/fwww.disit.org/lkm4city/resource/ | Graph Name: htip:/locathost/worksheets/tbl_elenco_comuni

[ Pravince2 v]

hasMunicipality

Municipalityl |

identifier* identifier”

ID_COM~ DEN_UFF= COD_COM~ COD_ISTAT~ ID_PROV~

””””” Set Semantic Type

3 MONTEF  Add Column 053027 053 2013-11-06T11:455. Osservatorio
MARITT  poname trasporti regione
toscana
Split Column
4 PIENZA 052021 052 2013-11-06T11:45:5...  Osservatorio
Add Row trasporti regione
toscana
5 Massa  Extract Entities 053015 053 2013-11-06T11:455...  Osservatorio
MARITTl  pyTransform trasporti regione
toscana
Transform
] MONTAL 052014 052 2013-11-06T11:45:5...  Osservatorio
VNC Server (User-Mode) . trasporti regione
Invoke Service wetana
7 SAN QU 052030 052 2013-11-06T11:45:5...  Osservatorio
Dorclt  Group By trasporti regione
Unfold toscana
8 SUVERE  Fold 048020 049 2013-11-06T11:45:5...  Osservatorio

trasporti regione
toscana

Glue Columns

Figure 69 - How to set a semantic type with Karma

To begin to map columns, the small triangle, lodata top of each column, must be
selected; from the menu that will then be displaythé ‘Set Semantic Typ@ption
must be selected (Figure 69).

A semantic type defines the relationship betweeonlamn of data and a property or a
class in an ontology. Semantic types can be spdcifi several different ways and can
combine multiple pieces of information, and the tna@mmon way of constructing a
semantic type, is to define it based on a propantya class in the project ontology.
Using the Data Integrations tool on multiple dadarses related to the same domain
(e.g., several data sources with data about mugeunmdies thatkarmawill learn the
semantic types assigned to data, and it may dfeantin future, as a suggestions; in fact
Karma learns to recognize the mapping of data tology classes and then uses the
ontology to propose a model that ties togetheretloéessses.

Within the displayed dialog box, a Class and theespondent DataProperty, defined in
one of the imported ontologies must be set, whighrasent the values inside the
analyzed column (Figure 70).
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Set Semantic Type for: ID_MAN Set Semantic Type for: ID_MAN

Semantic Types: Semantic Types:
Primary Primary

1 uri of kmdc:Maneuver3 2 Edit @& dct:identifier of kmdc:Maneuverl @ Hide

- uniof Class - Edit Property Class

& dct:identifier of kmdc:Maneuverl @ Edit detidentifier kmdc:Maneuverl

none
Add synonym Semantic Type foaf:isPrimaryTopicOf
foaf:name
& Mark as key for the class WG manaiverType
Literal Type:

xsd:string
dc:date det:Agentl (add)

dc:description det:AgentClass1 (add)

dc:title det:BibliographicResourcel (add)
dctabstract det-EileEnrmat1 {add)

Cancel <
uri of Class 5 Edit

Figure 70 - How to specify a key for a class with &ma

Advanced Options

After clicking on 'Savé button, to assign the new semantic type to thectsd column,
Karmaupdates the model to show the new assignment.

To better clarify, for example, th&lySQL column ID_MAN contains the unique
regional identifier of each maneuver. Inside tKen4City ontology, this field
corresponds to the DataPropedist:identifier of the classManeuvey this value is also
used to createRI of the resource typelaneuveri.e. the column is key for the class, so
the “‘Mark as key for the clasgiption must be selected in the semantic type gisdo
box, as in Figure 70. Inside its interfaggrma highlight with an asterisk, the semantic
types with the Mark as key for the clas®iption selected (see Figure 70).

Karmaalso allows to mark more than one column as keyhi® same bubble, and when
do that, it will use the combination of all attribs marked as key, to construct the URI
for the entities in the class.

For each columns it is possible to define the typlebterals, using thd.iteral Type
option in the panel for specifying semantic tygearma offers the standard XSD types
in a menu and also allows to enter an own URIsaf ts appropriate for the application.
After defining correspondences between column amdlagy, Karmashow the created
model, inside its interface as shown in Figure 71.

Often it may happen that there is need to assighipteusemantic types to a column:
the semantic dialogue box allows to define multipégnantic types for a column, by
selecting multiple checkboxes in the list of sentamype suggestions. One of the
chosen semantic types must set as the primarylgnselecting the appropriate radio
button in thePrimary column. When more semantic types and relationshgssbeen
added to the modeKarmawill connect the primary semantic types to thesotbarts of
the model; the non-primary semantic types will bediin the publishing phase.
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tbl_manovre~ -a
Prefix: kmdc | Base URI: http:/fwww.disit.org/lkmdcity/schema/

( Maneuverl )

hasFirstElem
( RoadElement2 ~

concerningNode  hasSecondElem  hasSecondElem  hasSecondElem

( Node3 | RoadElementl0v| RoadElementilv) RoadElementl2y|
identifier* maneuverType identifier* identifier* identifier* classLink*

ID_MAN~ FEATTYPw VIA GNZw COD ELEw COD ELE 1w  COD_ELE 2+ ISO_DATE~

Figure 71 - Maneuver mapping example

The mapping must be done for each column that oemt@ata relevant to the triples
creation. Once the mapping has been carried outlasses and DataProperties, the
ObjectProperties, inserted in an automatic wayKama according to ontologies
preloaded, must be checked: unfortunately sometthmeswuutomatic properties inserted
are not correct and, in these cases, the inputibuipks from each class, must be
changed, clicking on the bubble relative to thessl®mom which the link arrive/start.
Regarding the example of the maneuvers mapping Mp8QL column VIA_GNZ
contains the identification code of the junction wich the maneuver is applied:
therefore it corresponds to thectiidentifier of the Node class. Assuming that the
ObjectProperty created between clagdese and Maneuveris not the correct one, to
simply change it, open the dialog box relativehte incoming or outgoing connections,
selecting one of the two classes, as shown in Eiglr from which the ObjectProperty
can be changed.

Incoming-Outgoing Links for: RailwayJunction1

Incoming Links:

from kmdc:RailwayElement1 via kmdc:startAtJunction Delete Edit

Outgoing Links:

Add Incoming Link Add Outgoing Link Cancel m

Figure 72 - How to modify in/out links with Karma

After the manual mapping of all the columns in ihgorted tableKarma allows
exporting data directly in RDF, or to publish tRERMLmodel, which can be used for
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the triples generation also through the offlinesi@n of theKarma tool, that work in
batch mode.
Once published th&2RML model, the triples generation process can be attn
thanks toKarma Offlinetool and an ETL jobKarma provides a command line scripts
for the offline generation of RDF triples startitgm a relational database, such as the
one shown in Figure 73:

mvn exec:java -Dexec.mainClass=

"edu.isi.karma.rdf.0fflineRdfGenerator”™ -Dexec.args=

"——sourcetype DB —-dbtype MyS5QL —--hostname localhaost

——username 3iimobility ——-password *+%%%* —_portnumber 3306

——dbname tesi --tablename tbl accesso --modelfilepath

\"model/tbl_accesso-model.ttl\" —-outputfile

u‘suput;’thl_accessc_E RC-‘.-'INCIA_FI RENZE .n3"

Figure 73 - Script to run Karma Offline

Thanks to thisMaven (http://maven.apache.ojgicommand, and to the specified
parameters after the special wefdexec.argtriples are created. Parameters that must
been specified inside thdavencommand, are the following:

e sourcetype: used to specified the data sourcecimabe a database table (DB), a
CSV file, JSON file o XML file.

« dbtype: if the sourcetype parameter is equal to i, value must be setting
because it specified the database type to whicmKawill be connected, that is
MySQL, Oracle, SQLServer, etc.

* hostname: it contains the address to which thebdatacan be accessed;

» dbpot: this field contains the port number usedegiablish the database
connection.

* username and password: this fields contain logidentials to the database.

» tablename: it is the name of the table in whichdhg, that must be mapping in
triples, are stored,;

* modelfilepath: as the name suggest, this field aostthe path to address the
model, previously realized with the data integnmatiool.

» outputfilepath: this field allows to specify whetee triples file, will be created,
and its name.

After invoking theMavencommandKarmabegins to generate triples, according to the
rules contained in th&@2RML model; the generated triples can be finally sawved
various formats, such as N3, TTL, etc.

Regarding the project presented in this thesis, pnocedure must to be repeated for
each in gested dataset.

To use the huge amount of RDF triples produced fteenconversion of Road Graph
data, Open Data and Real Time data, a RDF framethaitkallows continuous saving
data, while maintaining scalability and usabilings been necessary, which also allows
to analyze and query the archived data, quicklyrahdbly.
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As already mentioned earlier, the project relie®©penRDF SesanifSESAME] joined
to OWLIM-SE thanks to which a performing and scalable trijples can be realized;
OWLIM-SEprovides all the tools needed to create, manadegaery the triplestore,
either through its web interface, or through thenowand line console&Sesameinstead,
makes available a set of Java APIs for accessidgramipulating the RDF store, using
Java applications also created by users.

In summary, this mapping process allowed the prooliof the knowledge base, that
may present a large set of problems because ohsigtencies and incompleteness, that
may be due to lack of relationships among diffedatt sets, etc. These problems may
lead to the impossibility of making deductions aedsoning on the knowledge base,
and thus on reducing the effectiveness of the moadestructed. These problems have
to be solved by using a reconciliation phase vecsig tools and the support of human
supervisors, as explained in next paragraphs.

This mapping process must be repeated for eacty tlagaset, and in some cases, such
as the Street Guide and the Railway Graph, a miodetach class defined within the
dataset, must be created.

5.4 Phase IV: RDF Indexing

Storing and querying Resource Description FramewRIRF) data is one of the basic
tasks within any Semantic Web application. A numbérstorage systems provide
assistance for this task, in fact systems sucteaa2J[Wilkinson et al, 2003], Sesame
[Broekstra et al., 2002], OWLIM [Bishop et al., 201 Redland [Beckett, 2002] and
others, provide a storage infrastructure for RDada

Additionally, each system has its own indexing seadgwhich can be constituted by a
different number and a different type of indiceser Example OWLIM-SE the system
used in the project architecture to store and qdatg, maintains two main indices on
statements for use in inference and query evaluatie. the predicate-object-subject
(POS) index and the predicate-subject-object (H&d®Xx.

OWLIM-SE also allows to define the so callegrédicate list index, which create a
mapping from entities (subject or object) to thenedicates; this type of index
introduces considerable benefits, if used with aeridata-sets and certain kinds of
guery activities, for example queries that use wadd patterns for predicates.

Another type of index that can be created ViWLIM-SEis related td-ull Text Search
(FTS): this type of search concerns retrieving i¢uments out of a large collection
by keywords or, more generally, by tokens (i.eequences of characters). Formally,
the query represents an unordered set of tokenghendesult is a set of documents,
relevant to the queryOWLIM-SE uses two approaches to this type of research, one
proprietary calledNode-Searchand one based okpache Lucen@ucene.apache.oyg
calledRDF-Searchthese full-text indexing enable to perform complex queries against
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character data, which significantly speeds up thery processOWLIM-SE supports
full text search capabilities usirigucenewith a variety of indexing options and the
ability to simultaneously use multiple, differenttgnfigured indices in the same query.
OWLIM-SE also supports a geo-spatial index applicable to-gpatial data that is
structured according to tMGS84ontology fttp://www.w3.0rg/2003/01/gep/finally,
custom indexes can be defined and used @\WWLIM-SE

However, most of the systems use an index struethieh do not completely support
typical query scenarios for data from the Web, Whiesults in poor query answering
performance, in some case.

In recent years, in fact, new types of triplestbwere been developed, specifically
created to improve query performance in RDF, hexastore such as RDF-3X
(https://code.google.com/p/rdfdx/and H2RDF+ [ittps://code.google.com/p/h2rpif/
[[Papaliliou et al., 2013]. This new type of trigi@® enhances the vertical partitioning
idea [Weiss et al., 2008], thanks to which the dgtph, originally one single giant
table, can be decompose imtdwo-column tables, whemeis the number of properties.
Furthermore, RDF data is indexed in six possiblg,wae for each possible ordering of
the three RDF elements. Each instance of an RDmmegie is associated with two
vectors; each vector gathers elements of one obtter types, along with lists of the
third-type resources attached to each vector elemiérs is why they are called
hexastore

In addition to the problems of performance, trippes also suffer from other problems
related to the indices: in fact, they are ofterated on large amounts of data and then,
notice any corrupted files, or files that contamoes, is a very difficult operation. A
widely used rule to keep indices good and up te,datto periodically re-create them.
For this purpose, within the project, it was dedidie realize a tool that allows to further
automate this re-indexing phase (in Figure 25 sspreed as Phase 1V); the tool is
addressed to system administrator, who, thankssmizard that consists of six steps, can
define and run a script that allows to recreatgptestore, identical to those available on
the frontend machine, but with new indices.

The realized tool is accessible only from localwwek at the following address:
http://192.168.0.100/indexgenerator

The tool consists of a server-side, entirely mad@HP (http:/php.ney and a client
side instead made using languad€¢EML5, JavaScriptand features of th@uery
library (http://jquery.cony, the user interface has been created insteady usie
Bootstrapframework http://getbootstrap.com/c$sihich has significantly speeded up
the whole process of development, and finally, dalthave been created thanks to a
jQueryplug-in calledDataTableghttp://www.datatables.ngt/

Once logged in, the administrator can press thengifgutton to start a new script
generation processyery time a new generation is requested, a nesvthat uniquely
identifies this new generation, is created into MgSQL table, located on Master
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machine, and calle@Generation, which has been specially created to store all

triplestore index regeneration , which will be erfied in tim.

From the useside instea, the first step of the realized interfaséll be displayed,

dedicated to the ontologies selection: in this, shown inFigure 74, the ontologies
that will be preloaded on the new datastore are chosen, and for e versio to be

used must be specifiechanks to the tool, is also possible to retrieveohindexing

configuration previously usechoosing the date of the old generation selecting the
specialCopybutton.

The list of ontologies with the respective versi@awilable, are stored in MySQL

table, calledntologies wherealsoother information displayed by the tool are stc

SiiMobility index generator ~ Ontologies Static data Real Time data  Reconciliations ~ Summary
Ontologies selection
Show 20 v eniries Search Show / hide columns

Generations [\"":;

2014-09-01 15:00:00 v

Name URI Prefix Path Last file date Today
dcterms http://purl.org/dciterms/ /Ontologiesidcterms 2014-10-01 12:00:00 2014-10-01 12:00:00
detype http-#/purl org/de/decmitype/ {Ontologiesidctype 2014-10-01 12:00:00 2014-10-01 12:00:00
foaf http:#/xmins.comifoaf/0.1/ {Ontologiesifoaf 2014-10-01 12:00:00 2014-10-01 12:00:00
kmdc http/i disit.org/km4city/schema# /Ontologies/ikm4c 2014-11-20 15:10:00 2014-10-01 12:00:00
OTN hy pms ifi.uni-muenchen de/OTN# /Ontologies/OTN 2014-10-01 12:00:00 2014-10-01 12:00:00
rdf hitp:tiw w3.0rg/1998/02/22-rdf-syntax-ns# /Ontologies/rdf 2014-10-01 12:00:00 2014-10-01 12:00:00
rdfs hitp://www.w3.0rg/2000/01/rdi-schema# /Ontologiesirdis 2014-10-01 12:00:00 2014-10-01 12:00:00
schema-org http://schema.org/ /Ontologies/schema-org 2014-10-01 12:00:00 2014-10-01 12:00:00
skos http://www.w3.0rg/2004/02/skos/core# /Ontologiesiskos 2014-10-01 12:00:00 2014-10-01 12:00:00
time http-fwww.w3.0rg/2006time# fOntologies/time 2014-10-01 12:00:00 2014-10-01 12:00.00
wgsi4_pos httpa//iwww.w3.0rg/2003/01/geo/wgssd_pos# fOniologiesiwgs8d_pos 2014-10-01 12:00:00 2014-10-01 12:00:00
Name URI Prefix Path Last file date Today

Figure 74 - Indexing Tool, Ontologies step

After the selection of ontologies there will be dder the new indexing, the choic
made are stored within ttMySQL table Ontologies Generationslso used to be ak
to view the ontologies that have been sel¢, in each previous generations comple
In practice, the client side of the t, with which the administrator interacts, ss an
Ajax call to the serer, which provides to storage information relating to ontologie
thathave been used for the generation of the curreigtsa historian of the choices
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thus created, containirall the ontologies and their versions used in eacipt indexing
generation.

The second step concerns the choice of static etathat will be part of the ne\
triplestore, as shown Figure75.

Static data selection

20140901 15:00:00 ¥

Today

Figure 75 - Indexing Tool, Static Data step

The information contained in the table shown bytt, are retrieved from trMySQL
table processManagerthis table contains all information abceach ingeste dataset,
thanks to the realized architectl

Considering that information collected and storeddach dataset are several, to a
that the table becomes unreadable, it was decimlembltect part of information in &
separate popp, which can be opened by clicking the green In, located at the
beginning of each table roxsshown by the indexing tools (sé&ure75); in Figure 76
the tab for a dataset can be obsel

Similar to the ontologies cas, also this step uses #MySQLl table called
OpenData_Generationshere, thanks to afjax call to the server, for each generat
process, th@pen data sets choscan be storedwhich will be loaded into the ne
repositorythanks to the «ipt that will be createdt the end of the indexing proc.
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Previ_meteo_Bucine_xml

process Previ_meteo_Bucine_xm
Resource Previsioni meteo Bucine
Format xm

Automaticity automatic
Process_type ETL

Access
Source

A

status_A
status_B

time_A 2014-08-30718:33:28.118005

time_B 2014-08-307 18:25:24. 106201
exec_ A yES

exec B yes

period 14400

overtime
param

last_update Mo

last_triples 2014-00-30T18:38: 10,187

error

description r2g

Figure 76 - Indexing Tool, dataset inforation tab

Even in this case, the tool allows to copy a camfjon previously used or to creat
new one, first selectinhe dataset that needs to be inserted and theretived versiol
of the triple, previously generated. In fact, itpgssible that datasets are subjecte
different mapping, for example due to tKm4City ontology, which is still bein
expanded, so may need to accto triples mapped to a specific version of tl
ontology.

The next step concerns Real Time data. This irdenfaaintains a structure very simi
to the previous dedicated to static (« (Figure 77) except that in this ca, for each type
of data, should be shown the period of interesthh the triples must belor

It is clear that every day, trifs of these Real Time datasets are created, and

during the randexing process, iuseful to indicate if all tripleof a specific type,
collected over timemust be loaded, if triples must be limitedo a well defined perio
of time.
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Real time data selection

Figure 77 - Indexing Tool, Real Time Data step

This possibility oflimiting Real Time data assumes an important meaning coring
the number of triple monthly createrelative to only Real Time datass, which
currently manages the architecture: it was caledlasimulating an average operat
situation ofeach senss type (more details on hothe number of triple has been
calculated, are given iChapter6) the monthly amourdf Real Time tripls is about 20
million.

Such a large number of triples monthly added, wdeltl the reposito, in a short
time, to a situgon of excessive sizand its management would become too con. In
addition, RealTime triples are mainly used in the early dagfel their creation and
then,the realized indexing tg, can be exploited to maintain lighter ttriplestore, for
example by running a monthly basis reconstructiothe repository,in which the Real
Time triples historyis reduced to only one week or lethat is the most recent,
preparation for tha@ew triplesthat directly arrive by Real Timgensor, as soon as the
repostory will become the new Fronind.

Another case in which the use of a tool like thss,of paramount importance, f
example, is closely related to the possible deiactif errors within the triplefiles,
which aredue either to a failurof the mapping process, or by an error in the nrap
model, initially not identified, or for incorrectath sending from a sensor that has fe
Thanks to the Indexing tool, it also possible to preverhat wrongtriples, created
starting from by thecenarios proposed above, are again put backhatddtastore
Coming back to the description of the toche fourth step concerrloading triples
generated during the reconciliation phases containing alfeconciliating triples are,
in fact, stored in a datastore (called RDF storFigure 78 and can be uploaded tc
new triplestore.
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It is evident, also in this case, the usefulnesshafosingthe version of triples to loac
for each type of reconciled data, seen that theag bt multiple file versions, fo
example related to an update version of the datas& a new reconciliation techniq
applied to the sangatase

SiiMobility index generato Ontologies  Static dsta  Real Time data  Reconcilistions  Summary

Reconciliation procedures selection

Today

Path Last file date Today

Figure 78 - Indexing Tool, Reconciliation step

As in the previousphases, theopy of an old configuration used before, can
obtained, in order to facilitate the form compietj by simply choosing the old
configuration anctlicking the buttorCopy(see Figure 78).

Similarly to the first step dedicated to Ontologi#ss fourth step reads the informati
in the MySQL tableReconciliation, to recreate the list of reconciliatiprocedures for
which triples to load, are available; to show th&tdry of the choices ade, the tool
retrieves data withiran otherMySQL table, calledReconciliatons_Generatio, in
which reconciliationtriples files loadedfor each generation completwere stored,
(thanks to arAjax call to theServer side of the toplrelating to the ata reconciled to
load.

After all four selectiorsteps have been completed, the tool displays a suynof the
choices made during the creation process; thanksisssummary is possible to che
and get back to the individual steps, to make schanges.

Once verified the correctness of the choices mafter pressing the confirmatic
button (Figure 79)the script generation begins, and it will be useduild the nev
datastoreaccording to the choices ma The script produced is locally sed, on the
machine from which the tool is execu by the administrator.

At the end of selections, when the user prethe Confirm button,a read is performe
on variousMySQLtables that the tool uses to store the choiceeact individual steps,
and, based on theelection, the script is created as follows: the script cdssid five
parts, one to set parameters necessary for cretitengepository vieOpenRDFE and
then there isa section devoted teach steps, that is ofer ontologie;, one for static
data, one for Realifhe, and the last dedicated to the reconciliati
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More in depthjnitially some parameters valid throughout the [®grare set, followed
by a blank space for any manual changes that thenetrator may have the need to
add, before running the script.

The parts devoted to ontologies, to static datatanekconciliations are very similar,
change the things that need to be changed: datitigdly declared, specifying name,
category and version choice; therfaa loop, for each type of data, is defined, that
invokes a scriptexample.shwhich provides to loading triples inside the tated
triplestore.

The only different part is linked to the Real Tirdata, for which in fact, data is
declared, specifying name, category, start dateeamaddate of the selected period; so,
thanks to dor loop clearly more complex than the previous otles,directory tree is
navigated and, for each triples file identifiecheeck on its version is made, to verify if
it is contained into the time interval chosen. Histoccurs, the scriptxample.shis
invoked.

Choices summary
Selected ontologies

n v enines

Hame URI Prefix Path

Triples path Last source | Today

Last source update Today

2014-12-01T10:05:00.223+01:00 2014-91-24 0:00:00 - 2014-12:01 23:50:50

Source date Today

Triples Deseription Path Last file date Today

Triples Description Path Last file date Today

Figure 79 - Indexing Tool, Summary step

The user interface, after the script generatiooywsha message that confirms the proper
creation and allows the administrator to run theegated script, for really creating a
new physical datastore.
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In Figure 80, a portion of the script generatedthy tool, inBashlanguage, can be
analyzed.

# Loops over sach realtime data

for i in

do
name="real
category=" g vl
tripleStart=realtimedata®|i} [TripleStart]

tripleEnd=realtimedatas{

startDate=5 (date -d " 1
endDate=$§ (date -d "§(!

"SYEmIATHIMES" )
dFEEMES")

# Change directory in order to ap

ed §r L /81! categozy}

# Gets the list of the subdirectories for thi

find . -type d -fprint STINOSXETE

# Moves to load script directory

ed /home/ubuntu/Desktop/owlinm-lite-5.4.6287/getting-atarted/

# Explore the directories tree of the considered real time data
for line in ${cat §{indexFile})
do

then

# Get the datetime of the red real time data

:41-8{1line:7:2}-§{1line:10:2} §${line:13:2}:5{1line:16:2}:5{1line:18:2}" +"¥¥ImbdPHIMES")

currentDateTime=$ (date —d

# If the datetime of the considered real time date is in the choosen datetime range, load its data
iFT o |

' 'Fi;jure 80 - Sc'ribtmg;enerétéd W.itﬁhi[hé Ihdéxing Tool

Some limitations to the indexing tool, have alserbanposed, to make it more reliable,
such as that related to the execution of the sengact, in case a script to re-generating
the triplestore is already running (operation deiele by the presence lfck file), the
indexing tool in its first page informs the admtredor such a situation, preventing it

from proceeding to a new generation; only whensttrét is finished, a new script will
be generated.

5.5 Phase V: Data Reconciliation

After being loading and indexing into the RDF staaedataset may be connected with
the other, if their entities refer to the samelésp in fact missed connections strongly
limit the usage of the knowledge base, for exanmptent of interesimacroclass is not
connected with theStreet Guide and Rail Netwonkacroclass, inside the realized
project.

The term reconciliation refers, in fact, to the ggss of verification and link RDF data
that represent the same object on two differerasddf but which are not connected, due
to some inconsistencies in their representation.

To connect services to tHetreet Guide and Rail Networkacroclass in the project
repository, a reconciliation phase in more steps been developed, because the
notation used by the Tuscany region in some Opda, Dathin theStreet Guidedoes
not always coincide with those used inside OperaDalating to different points of
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interest. In substance, different public admintgdraare publishing Open Data that are

not semantically interoperable.

A relevant process of data improvement for semanteroperability is related to the

application of reconciliations among the entitissariated with locations as streets,

civic numbers and localities. On this regard, themes different types of inconsistencies

within the various integrated dataset, such as:

* typos;

* missing house number, or replacement with "0" oNCS (ltalian acronym that
means without civic number);

* Municipalities with no official name (e.g. Vicchiitchio del Mugello);

» street names with uncommon characters ( -, /,A,, ,);

* house numbers with strange characters ( -, /AnG, ,(, );

e road name with words in a different order from thsual ( e.g. Via Petrarca
Francesco, exchange of name and surname);

* number wrongly written (e.g. 34/AB, 403D, 36INT.1);

* red street numbers (in some cities, street numbesshave a color. So that a street
may have 4/Black and 4/Red, red is the numberingtesy for shops);Roman
numerals in the street name (e.g., via Papa Giovaxil).

Thanks to the created ontology, is possible toguarfa services reconciliation at street
number level, e.g. connecting an instance of cviceto an external acceskr{try
class ofKm4city ontology) that uniquely identifies a house numbera road, or at
street-level, with less precision (lack that cancoenpensated thanks to the services
geolocation).

The reconciliation process can be performed with dm of finding elements that
identify the same entity, while presenting diffarebRIs. Thus the identified
reconciliations are solved creating awl:sameAstriple to the selected location
toponym. Reconciliation detection can be perfornbgdusing (i) a set of specific
SPARQL queries, (ii)) or program tools for RDF linkiscovering. To this end,
declarative languages for link discovering suchSHK [Isele and Bizer, 2013] and
LIMES [Ngomo and Auer, 2011] have been proposedth&sproduction of SPARQL
queries, the programming of the link discoveringpaithms also implies the knowledge
of the ontological structure of the RDF storeseéacbmpared/linked.

For the project a comparison between this two dfie reconciliation approaches, has
been performed, applied initially to the serviceagds reconciliation, to determine if the
two methods are replaceable.

5.5.1 SPARQL Reconciliation

The methodology used for SPARQL reconciliationdrie connect each service first at
house number-level, and then, at street-level,iaoohsists of more reconciliation step
performed:
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* The first step consists of an exact search of titeeisname associated with each
service integrated.

« The second reconciliation step is based on thenasd research inside the field
schema:streetAddres®f each instance of thkmd4c:Serviceclass, because,
statistically, for a high percentage of street ngnthis word is the key to
uniquely identify a match.

e The third reconciliation step involvesGoogle Geocodingtool and
OpenStreetMagool.

* The above mentioned three steps have been alseccaut without taking into
account the house number, and so in order to oltagconciliation at street-
level, of each individual service.

Below, the various steps will be described in nuetail.

Because of the inhomogeneity in the addressesjngrinside files coming from
different sources, and to help the next reconmlmsteps, it was decided to apply an
additional step of reconciliation to the names aomd in theStreet Guide

There is a whole literature devoted at address mmajcthat offers multiple solutions
even very complex [Drummond, 1995], however, irs throject, since data related to
Street Guide is restricted to the Italian languagsolution that would lead to maximize
the benefits in later reconciliation stages, hasnbapplied. In fact a very frequent
problem for exact search, is the existence of pleltiwvays to express toponym
qualifiers, that is dug (e.gPiazza" and"P.zza') or parts of the proper name of the
street (such asanta’, or"S." or"S" or"S.ta"); to this end, MySQLsupport table has
been realized, in which the most frequent ambigsiifire stored, as shown in Table 12.

ID String to replace Stringl  String2 String3 String4 Type

1 VIA V. \% strStartg
2 VIALE V.LE VLE strStarts
3 PIAZZA P.ZZA P.ZA PZZA PZA strStartg
4 PIAZZALE P.ZZALE PZZALE strStarts
5 CORSO C.SO CSO strStartg
6 FRATELLI F.LLI FLLI contains
7 A A A contains
8 E' E E E contains
9 [ [ contains
10 O [6) ) contains
11 U V] u contains
12 PRIMO I 1 UNO containg
13 I 2 DUE SECONDO containg
14 1l 3 TRE TERZO containg
15 IV 4 QUATTRO QUARTO containg

Table 12 - dct:alternative starting table

After completing the table, all instances of thessRoadhave been researched, which
contain at least one of the strings in the suppatile, inside DataProperty
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km4c:extendedNameor all identified instances, a number of projsrdct:alternative
were created, e.g. starting froiid di Santa Martg the alternative namevia di S.
Marta", "Via S. Martd, "V. Santa Martdand"V. S. Martd, were created.

So, whenever a query will look for the name d®@adclass instance, the research will
be extended to the alternative fields which allogveatly increase the number of
matches found. In the following, the case of sa&wiceconciliation will be in fact
analyzed, which uses the fieldst:alternativeto search correspondences, that create
reconciliation triple between macroclas$tsint of Interestand Street Guide and Raill
Network

Coming from different sources, addresses of seBvidataset are often written in a
different way, if compared to the names associafiéidinstances of thRoadclass.
Moreover, the services have always an addressdsiote some DataProperty (that is
schema:addressLocality schema:streetAddress schema:postalCode km4c:hause
Numbej and sometimes, even a pair of coordinaes:lat and geo:long From this
known information, the reconciliation should alldke creation of a triple that connect
each service to a toponym or to an house number.

As previously seen, two types of services recaaoiin can be made, at street-level and
at street number level, allowing respectively teate tripleskm4c:isinRoadand
km4c:hasAcces$iven the huge amount of data it is impossiblartplement a system
based on a simple SPARQL query, but 8esame APlgallow to build simple Java
applications that perform a single query repeatediyanks to which all service
addresses are searched one by one, among thecestartheRoadclass.

The first reconciliation step, that is the exadrsh, try to find an identical address to
that contained in eacBerviceinstance, checking all the fiel#sn4c:extendedNamand
dct:alternativefor eachRoad class instance. Starting from information abowt ¢ity
name and the name of the street, a SPARQL ques\thi& one shown in Figure 81, is
performed for each service.

Lines 8-9 request all road belonging to the mumiltip extracted from the service
address, while th&NION clause allows to specify, that the searched roag be
contained, in both fieldem4c:extendedNanw dct:alternative Line 19 extract all the
?streetNumbebelonging to that road.

The following instructions, separated again by al@N clause, imposing that an
instance ofStreetNumbeclass exists and it corresponds to house numli@&rd¥ 42",
with the CodeClassproperty ‘Red" Finally, at lines 28 and 29, accesses related to
filtered entities are extracted, that also correspto the geographic coordinatelat
and?elong
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PREEFIX S5iiMobility:<http:

www.digit.dinfo.unifi.it/SiiMobilitvEs>

2 PREFIX x=d:<http: WiW . W3 . org/ 2001,/ ¥MLSchemaf>

PREFIX foaf:<http:

xmins.com/foaf/0.1/>

PREFIX dcterms:<http:
PREFIX geo:<http:

url.or

dec/terms/>
WWwW.w3.0rg/2003/01/ge0/wgs84_pos>

SELECT distinct 7entry ?7elat 7elong

WHERE {

?road SiiMobility:inMunicipalityOf ?municipality .
municipality foaf:name "FIRENZE""“xsd:string .
i
?road S5iiMobility:extendName ?ZextendName .
FILTER (ucase (?extendNames) = "VIA DELLA VIGHA NUOVA"""zad:string) .

TUHICH
i
?road docterms:alternative ?alternative .
FILTER (ucase(?alternative) = "VIA DELLA VIGHNA NUOVA"""x=sd:string)

?road S5iiMobility:hasStreetNumber ?streetHumber .
i
?streetNumber SiiMobility:extendNumber "40""~"xsdistring .

TUHICH
i
?sztreetNumber SiiMobility:extendNumber "42""~"xzsd:string .

?streetNumber S5iiMobility:classCode "Rosso"""“xsd:string .
?streetNunmber SiiMobility:hasExternalliccess Tentry .
?entry geo:lat Zelat .

7entry geo:long 7elong .

Figure 81 - SPARQL reconciliation query

Thanks to this query, if it exists, the resourcebwmitry type, corresponding to the
indicated address, will be recovered; in particudar example of query results for items

of classEntry is shown in Table 13.

Service Address

VIA DELA VIGNA NUOVA 40/R - 42/R, FIRENZE RT048017000746A( 43,771286¢ 11,2499664

Entry ID Elat Elong

VIA ARETINA 499, FIRENZE

RT048017006530ACH3,7663602 11,3147545

VI DI SANTA MARTA 3, FIRENZE

RT048017075274AC 43,798784 11,2552288

VIA ROMA 583, BAGNO A RIPOLI

RT048001007554AC43,730537211,3613187

VIA TOSELLI 41, SIENA

RT052032017708A( 43,316570¢ 11,3554662

VIA FORLIVESE 64, SAN GODENZO

RT048039000281A&3,925777511,617946¢

VIA CUNIBERTI 12, MONTE ARGENTARIO

RT053016002929A( 42,4353327 11,1202326

VIA DEL CASTELLO 26, ISOLA DEL GIGLIO

RT0530120000AC 42,360474910,918524]

VIA TALENTI 36, MARRADI

RT048026002081A( 44,075344¢€ 11,612436

VIA STRADELLA 7, FIVIZZANO

RT045007024125AC44,2369531 10,126544

Table 13 - Results of the previus SPARQL query

The next reconciliation step is based on the rekeaf the last word inside the field
schema:streetAddresgor each instance of th&ervice class, due to the reasons
previously explained. Therefore, for each elemeamitained into the not reconciled
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services list, all the road that contain, withsntame, the last word searched, have been
extracted; in Figure 82 a query used for this typeesearch, is shown.

PREFIX SiiMobility:<httip://www.disit.dinfo.unifi.it/SiiMobilitv#§>
PREFIX xad:<http://www.w3.0rq/2001/XMLSchemas>

PREFIX foaf:<http://xmlins.com/foaf/0.1/>

PREFIX dcterms:<http://purl.org/dc/terms/>

SELECT distinct ?strada ZnomeVia

WHERE

{
{
?strada SiiMobility:inMunicipalityOf ?comune .
?comune foaf:name "ABBADIA SAN SALVATORE"""xsd:string .

?strada S5iiM

jlity:extendName ZnomeVia .

FILTER contains(ucase(?nomeVia), "TRENTO"*““xsd:string) .
}
UNION
{

?strada SiiMebility:inMunicipalityOf ?comun

?comune foaf:name "ABBADIA SAN SALVATORE™*“xsd:string .

?atrada dcterms:alternative nomeVia ,

Figure 82 - SPARQL query to find a specific Road ira specified Municipality

The fields extracted thanks to this query @Road which contains the unique URI of
the recovered roa®namethat instead contains the full name of the rodtke Guery is
composed by two sub-queries, both recovering theedelds, but in the first sub-query
in the example, the wordfRENTO"is searched in the fiekin4c:extendedNamehile

in the second sub-query, the wordRENTO"is searched within the various fields
dct:alternative In both cases, the results are filtered by mpaidy name, that in
Figure 82, iSABBADIA SAN SALVATORE"

Looking at the results it was found that not al ibtained matches are accurate, in fact,
often more than one match is found; for this reasogemi-automatic control of the
results has been applied, in order to avoid thaticne of incorrect reconciliation triples.
The process carried out for services, for exanipter the results that get only one or
two matches at most: in case of a single matchtrtpke is automatically generated,
instead, if two matches are found, results wergestdd to a manual control. In Table
14 a small portion of the results obtained, is sthow

Municipality Service Address Street Name URI Toponym

FIRENZE VIA BORGO DEI GRECI VIA GRECIA http://www.disit.org/km4city/resource/RT48017074&3T
FIRENZE VIA BORGO DEI GRECI | BORGO DE GRECI http://www.disit.org/km4city/resource/RT480170188DT
VIA NUOVA D
FIRENZE CACCINI VIA GIULIO CACCINI __http://www.disit.org/km4city/resource/RT4801703143T
VIA NUOVA D V NUOVA DEI
FIRENZE CACCINI CACCINI http://www.disit.org/km4city/resource/RT48017034@MT
POPPI VIA CASA DAMIANO VIA CASE DAMIANO http://www.disit.org/km4city/resource/RT51031191T3T
PZA DAMIANO
POPPPI VIA CASA DAMIANO  CHIESA http://www.disit.org/km4city/resource/RT51031209%1 T
VIA FELICE
PONTEDERA VIA LOTTI CAVALLOTTI http://www.disit.org/km4city/resource/RT50029011&9T
PONTEDERA VIA LOTTI VIA FELICE LOTTI http://www.disit.org/km4city/resource/RT50029011€1 T

Table 14 - Query reconciliation results
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In the above table is possible to observe a saagchkample related to last word
"GRECI, for a service located invVIA BORGO DEI GRECIin Florence: the query
returns two toponyms with relative URI, i.eVIA GRECIA and 'BORGO DE
'GRECI": the second result has been manually selectethulse it is obviously the
correct one. This reconciliation step performed also allowed to increase the number
of reconciled services at house number-level, perdo immediately after. In fact,
starting from the results filtered above, a seawohstreet number was performed,
limited tokm4c:StreetNumbenstances.

The next type of reconciliation performed, is basadools likeGooglegeocoding API
(http://developers.google.com/maps/documentatiogiog and OpenStreetMaps
Nominatim gttp://wiki.openstreetmap.org/wiki/Nominat)m

The Googlegeocoding procedure allows to convert addressgs'{éa di Santa Marta
3, Florencé) in geographic coordinates (e.43.7976054 11.253943in WGS84).
Through APIs provided by both services previousgntioned, many associations can
be made between services that, in the previousnod@iion steps, have not been
matched. In particular, after recovering the spaterdinates of a service, dintry
class instances geographically closest, are egttattniting the search within a narrow
radius, to reduce possible errors.

5.5.2 Silk Reconciliation

The second approach, defines a semi-automated th&theervices data reconciliation,
which also allows to evaluate the results obtaiinech the first approach and to verify
if the two approaches are both applicable, andchtngeable.
The software used to implement this second appraa@ilk presented in [Appendix
A.8], which allows to define rules to identify pdse links, between the two data
sources to be compared, and to assign a scorehddEntified couple.
The choice ofilk for the evaluation of the project, come from aalgsis conducted on
some similar tools and on the resulting ability tbé tool to carry out supervised
learning. The fundamental idea of active learning the context of entities
correspondence, is to reduce the number of camdlddts that need to be labeled by
the user. Silk, through the use of genetic programgnand active learning allows
learning link rule, asking the user to confirm eject a number of candidate links that
the algorithm has automatically selected.
Link discovering based reconciliation, in fact, smts in writing specific SILK
algorithms, grounded on distances and similaritytricee between patterns and
relationships mainly based on string matching amtadce measuresEqclidean,
weighted models, tree distances, patterns distastgyg match, taxonomical, Jaro,
Jaro-Winkler, Leveisthein, Dice, Jaccard, g{tsele and Bizer, 2013].
Silk specifies rules through a tree structure, coseg of four elements in cascade:

« Path: element that, starting from a RDF path,ee&s entities values;
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» Transformation: item that applies transformatiamsdata normalization;

« Comparison: block to evaluate the similarity of twigput, based on a user-
specified distance measure;

* Aggregation: element that combines the confideradees.

As Iin previous section, to make possible the compar reconciliation is applied
between services arBtreet Guide

To perform reconciliation, both manual and semimatic checks, from the command
line, were performed, usirfgjlk 2.6.

To assess the reliability &ilk, in terms ofPrecisionandRecall two datasets services
were chosen,Mobilita Auto” and ‘Salute e Sanita”Part of these two datasets and the
list of toponyms with respective codes, extracteanftheStreet Guidewere placed on
an Excelspreadsheet and, through a manual comparison,ifih@ves the street name
where the service is located and all toponyms naora the Street Guidg for each
service, the correct correspondence was writtethifnway aGroundtruthwas created,
thanks to which the number of data reconcilablerastdeconcilable, were found.

The following table shows th@roundtruth(GT) founded:

Datase ota Reco able ot Reco aple
Mobilita auto 197 185 12
Salute e sanita 1127 1066 61
Table 15 - Groundtruth for datasets Mobilita auto and Salute e sanita

The main types of inconsistencies in the datassgsd,ucorresponding to only a portion
of those listed above, in Section 5.5, that is:
« Street names with words in a different order frdra tisual (e.gVia Petrarca
Francesco exchange of name and surname);
» Street names with uncommon characters (-, /,A,, ,);
* Municipalities with no official name (e.¥.cchidVicchio del Mugelly;
* Typos;

Some tests witlsilk were then carried out on selected datasets, andbtained results
were compared with th8T results. First. SL files were created, each of which contains
a rule with different thresholds. Furthermore dpado automatically rurgilk has been
created, which processes files, and for each pesdacresults file, containing the N-
triple associations.
Thanks to arnExcel VBA Macrospecially designed, the results were reorganized o
worksheets, and the values Dfue PositivesFalse PositivesTrue NegativesFalse
Negativesvere calculated, based @T.
For eacltSilk elaboration, the calculated values are definddlbsvs:

» True Positivesservices for which a correct association has lmeade, with the

Roadinstances, that iSilk has reported a result and the result is correct.
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» False Positivesservices for which a wrong association has beadenwith the
Roadinstances, that Silk has reported a wrong result.

» False Negativesservices for which no association has been fowvith the
Roadinstances, despite it was contained in@ie

e True Negativesservices for which no association has been foutti, the Road
instances, and no association was contained ietGih

| required:

threshald: (0.0

weight: |1

| minChar: |0

| maxChar: |2 2] unnamed_11 l

required:

weight: |1 )

unnamed_10

- M- required:
g threshald: (0.0 127 =
weight: |1 [
. minChar: 0

maxChar: Z

&

Figure 83 - Connection rule for Address-City couple

The basic rule, thasSilkk uses during processing, is composed of the foligwi
comparisons:
* Address mapped on two datasets using the URI:
<?road/km4city:extendName>
<?service/schema:streetAddress>
» City mapped on two datasets using the URI:
<?road/km4city:inMunicipalityOf>
<7?service/schema:addressLocality >

For the addressattribute comparison, a lowercase transformati@s \werformed, to
make the data insensitive to the upper and lowse eariation, and the followingilk
string comparison functions have been modifieevenshteinJaccard Dice. In fact,

for each of these, threshold for which the matclclassified as correct, has been
modified: Levenshteinthreshold changes from 2 to 8 charactdes;card threshold
changes from 2 to 7 characters @ide threshold changes from 2 to 5 characters. These
values were chosen based on the calculation methedch metric, and thanks to the
detected inconsistencies knowledge, acquired dahi@agreliminary analysis.

For thecity comparison, thé.evenshteirdistance measure, with zero threshold, was
chosen, this means that this attribute must bedihee in the comparison, i.e. each pair
of city names must match on each character. Thig nestrictive measure, was chosen
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based on the priori dataset knowledge: during tl&T construction in fact, it was
possible to verify that typos on city names, argligéble; errors on this specific
attribute arise primarily from the exchange betwé#sm name of the locality/fraction
and the municipality name, a type of error not digtiele through comparison functions.
Among the aggregate functions availableSitk, the minimumfunction was chosen,
changing the threshold from 10% to 100%: this odjenaalso implies that the produced
results, with a measure of a global similarity 6P4. (in the worst case) and 100% (in
the best case), are labeled as matching. A spe@alutions have been reserved to the
house number: in fact, it is not included in afitse
In order to better recognize tests, a special naame been assigned to each rules,
symptomatic of the change from the basic rule, Withfollowing format:
<KCXTnum_Xnum ThrasH>

From this format, it is then possible to learn mfation about first and second
transformation rules, and also on the aggregatetiumthreshold.

» Kindicates if the specific knowledge of the datdset been transferred into the

rule;

* Cindicates if the house number has been removtteirule;

» Xis the distance measure (Levenshteinj =Jaro, h =Jaccardg;

» Tindicates the token transformation;

* Numis the tolerance percentage of the distance measur

 ThrasH is the percentage of correct results, accordingthi® aggregation

measure.

In the first tests, the basic rule that uses compas on attributes pairs, has been used,
together with thelLevenstheindistance; tolerance of the comparison function and
threshold of the aggregate function, have beengdthby steps of 10 percentage points
at a time.

1,2

1 —o—0—0—0—0—0—0—0—0—0¢—

0,8

==@=Precision
0,6 — A E—— XA

== Recall
0,4 F1

0,2

0 T T T T T T T T T 1
10 20 30 40 50 60 70 80 90 100

Diagram 1 - Precision, Recall, F1 of the aggregafanction with a threshold of 10 to 100,
Levenisthein distance of 2, rule cl20_I00_ [10-100]
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In the above Diagram 1 the evolution of PrecisiBegcall and F1 (this latter is also
called the F-measure, and it is defined as Harmorean of Recall and Precision) is
shown, relating to the rule that udesvenshteirdistance = 2 foaddresscomparison,
and Levenshteirdistance = 0 focity comparison. The aggregation function sorts data,
based on the minimum score; there are no significhanges in the scores of Precision
and Recall. The Precision reaches 100%, while #ealRis maintained close to 50%,
that can be translated as half of the data reaieil were recovered and those
recovered are trusted.

In the following diagram it is easy to see thatthwihe increasing of.evenshtein
distance, most results are recovered, because aaldesses with errors, such as
abbreviation, are recovered.

1,2

1 00—

0,8

=== Precision

0,6 A

—a—u == Recall

0,4 F1

0,2

0 T T T T T T T T T 1
10 20 30 40 50 60 70 80 90 100

Diagram 2 - Precision, Recall, F1 varying the thrdsold aggregation function [10-100], Levensthein
distance equal to 3; rule cI30_I00_[10-100]

If the Levenshteirdistance increases, an improvement in Recall ardigfon can be
observed, due to the increased incidence of typhbs. optimum combination is the
aggregate function threshold equal to 50%, withezenshteindistance equal to 5
characters, and with an aggregate function threlsbquial to 70%.
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Diagram 3 - Precision, Recall, F1 varying the thrdwold of the aggregate function [10-100], distance
Levensthein equal to 8, rule ¢cl80_I00_ [10-100]

From Diagram 3, it is possible to observe thatriile, obtaining the highest score in
terms of F1 measure (0.647), has a threshold of, 208 it achieves a Precision value
of 0.907 and a Recall value of 0.50. This is reldtetheLevenshteirdistance tolerance
increase, with which also the false positives numherease; so it is necessary to
decrease the aggregate function tolerance, considigre results correct, only beyond a
70% threshold.

In the Table 16, the scores obtained from rulesatian with a different aggregate
function threshold set, are shown.

MOBILITA’ AUTO VP FP VN FN Precision Recall F1
Levensthein 20 88 0 12 96 1 0,478261  0,647059
Levensthein 30 88 0 12 96 1 0,478261 0,6470%9
Levensthein 40 89 8 12 87 0,917526 0,505682 0,652015
Levensthein 50 90 7 12 87 0,927835 0,508475 0,656934
Levensthein 80 65 58 11 62 0,528455 0,511811 0,52

Table 16 - Precision, Recall, F1 of the rule with &veinsthein distance variation [20-70] and an
aggregate function threshold equal to 50

The rule withLevenshteimistance equal to 5, is the most performing inests.

The same tests were then carried out using a éiffesomparison function, that is the
Dice (d inside the special name format seen abovejtanthccard(h inside the special
name format seen above) distance measures have tbswd, to determine the
corresponding best variables combination.

It is possible to assert that to add knowledge han dataset and write ad-hoc rules,
improves the performance of Silk that achieves eciBion value of 92.59% and a
Recall value of 71.43%.
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It has also been possible to verify that the rasdda orDice distance (distance = 0.3)
with a very low aggregate function threshold (209$)the optimal combination and
allows to increases performance against the rukedanLevenstheindistance (4
percentage points on Precision and 15 percentagespon Recall). For this rule a
further transformation has been applied, i.e. Tfekenization This normalization
function has allowed to recover errors relatedh® words order, for exampleVia
Giuseppe Garibaldi and 'Via Garibaldi Giuseppe This occurs because tHeice
metric calculates a score based on pairs of elemetithin the two strings to transform;
this also justifies the low threshold on the aggt&m function (results that meet at least
20% are considered correct). Unlike what happenghe rule based ohevensthein
distance, for the rule based Dice distance, a low threshold does not adversely &affec
the Recall value.

The first reconciliation process presented in tblspter, that is the SPARQL
reconciliation, has been also applied to other gypedata for which a reconciliation
was necessary, to connect data belonging to differetology macroclasses; these new
reconciliation phase present less complexity resfgeservices reconciliation; for this
reason they will not be discussed in depth.
The other reconciliations performed are the follogvi
e Traffic sensors were connected via the ObjectPtggandc:placedOnRoatb
the Roadinstance, representing the road where they atallied,
» Weather forecasts have been linked to the munitydal which they relate;
* Bus stops were connected to RReadinstance where they are located thanks to
coordinates that geolocated them precisely;
» Sensors installed inside car parks were associtiethe Service instance
representing the same car park;
* Resolutions were connected to B instance, which has issued them;
e Train stations were connected to Readinstance, in which they are localized.

5.6 Phase VI: Data Validation

A validation procedure is required at this pointte work, to test whether the ontology
created, allows to model the data correctly, thabicheck if data, once inserted inside
the triplestore, after having been molded in acancg with the created R2RML

models, are interpreted as wanted.

The validation of an ontology refers to errors andimissions of concepts/instances
that may be contained inside it. There are manyswaywhich an ontology can be

validated in order to improve and expand it. Thestrimportant validation, concerns

the formal semantics, i.e. concerns the meaningthef constructs (classes and
relationships between classes) of an ontology. Saotemated tools were built to

determine when there are contradictions in an ogto(such a®rotegg and to identify
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a better classification of a concept of an ontologggreement with the other concepts
of the ontology itself.

For this purpose, a first validation phase of Kme4cityontology was carried out at the
end of its creation and, after each its expansexploiting the potential oProtege
(http://protege.stanford.eduias simulated the inference which could be geedrdue

to the ontology defined, thanks to the applied oeas that isHermiT 1.3.8
(http://hermit-reasoner.coiio verify that the ontology did not contains codicéions

or constructs poorly formulated.

A more dynamic validation approach provides instdedstudy and execution of tests,
in order to discover defects, in the absence otkwis possible to demonstrate that the
system meets the needs for which it was credkesl;type of procedure is one of the
most used for the verification and validation afygtems, and is also the one that allows
to obtain more reliable results [Gangemi et alQ&]0

Typical problems that may be encountered are kkate(i) low quality of data, (ii) lack

of data that are supposed to arrive in real tim@,changes in the data model of the
data set, (iv) changes and updates into the dasa($es problem could generate a
change into the ontolog,ical model and thus the drunmtervention is activated for
model review), etc.

For example, th&uality Improvemenprocess has allowed to add new fields to the
ontological model, which in the presence of datady not in a correct format, were
not foreseen in the first release of the ontolafjthe amount of data added, reaches a
certain size, a new Validation phase should beopmd on that data.

To this end, some periodic verification and valiolatprocesses are also needed to be
performed by defining a set 8PARQLqueries on the knowledge base, with the aim of
detecting inconsistencies and incompleteness, aniflymg the correct status of the
model.

For this purpose, dAVA application was designed and developed to autosaiee
parts of the verification and validation processtthas been chosen to be performed on
the ontologyThe "heart" of this application, is based on s@RARQLgueries created
ad hoc, that will be used to periodically query thplestore, with the aim to verify if
the results obtained are those expected. Thesedp=aily executed queries perform a
regression testing, every time a new consistenaigpalf ingested data is performed, and
also when real time data arrive into the fiR&)F store.

The validation process may lead to identify proldethat may be limited to the
instances of classes. To this end, the Context sukss of theKm4city ontology
assumes a fundamental importance, because hasdbfeed precisely in order to be
used during the verification and validation phase:fact, the fourth information
associated with each triple allows to identify ireblems but especially the processed
datasets to be revised.
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The entire process of verification and validatiomplemented for the work of this
thesis, can be divided into four phases, i.e. €5igh of test cases, (ii) selection of test
data, (iii) run tests and, finally, (iv) verificath and comparison of the results observed
with those expected.

During the first phase, that is the test caseggdesin automatic validation process has
been designed, that has been initially limited ¢oifying how many triples and how
many instances of each class, are actually loagtedthe triplestore; later, thanks to a
more detailed analysis of the links that the reas@mould be inferred, according to
what defining inside th&m4city ontology, a manual validation was also carried out,
more targeted to validate the inferred part, foiclhwlrsome ad hoc queries have been
defined.

Initially, a check has been performed, to verifghé number of triples, actually loaded
on triplestore, is equal to the number of triplestained in the corresponding file, and
then, after uploading is complete, a second chegberformed, to verify whether the
instances number in the input data, for each nmpbitance classes in the ontology,
corresponds to the instances number, that areinedtanside the triplestore, related to
a certain context (that identifies the datasettpu

Information about the context is in fact exploitéal verify that, loading a set of triples
generated from a specific dataset, leading to ifyetite exact instances number of the
class in question, related to a context, which ilpsqrecisely its origin.

Finally, some ad hoc queries, specifically devetbfmeverify the inferred triples, thanks
to Sesamewere formulated and executed on the triplestore.

The Javaapplication realized to automate the validatiod @erification process, is able
to perform an analysis di3 file, which are created during the mapping phase. tool,

in fact, scans the folders tree in which are staresIN3 files, after their creation,
extracts some useful parameters for each discovgeeduch as the file name, the path
to which it is stored, the dataset to which it ref@and the class of input data to which it
belongs and, finally, it writes this information aMySQLtable, created specifically for
the verification and validation process, named obsiyValidation

Once the operation of scanning all created trifiles, is completed, the tool performs a
parsing of eachiN3 file, that have been inserted within the MySQLI¢alalidation,
stored inside thdlaster machine. The simple parser implemented, identéesh URI
present in the analyzed triples files, that belatmggheKm4city ontology, thanks to the
use of speciategexand finally it counts the number of times thatre&RI is write
inside the file. AllKm4city URIs identified by the parser and the respectwent are
stored intextfiles specially created, ordered by appearance stdeting from the most
frequently up to the less frequent.
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This procedure is repeated for each individual ifillentified during the previous scan:
this means that for each triples file, the validatitool creates the corresponding
counting URI file.

In the next Figure, the file created by the paid@ris represented, which performs a
triples counting.

1 http:fﬁwww.disit.crgikmécityfschema#RailwayJuncticn = T438
2 http://www.disit.org/kmdcity/resource/RITO900005ED = &154
3 http://www.disit.ocrg/kmicity/schemad#BailwayDirection = 3858
http://www.disit.org/kmdcity/schema#endatJunction = 3719
http://www.disit.ocrg/kmdcity/schemafoperatingStatus = 3719
http://www.dizit.crg/kmdcity/achemagconsistOfElement = 3719
http://www.disit.org/kmdcity/schemafcomposeiection = 3719
http://www.disit.crg/kmdcity,/schemafRailwayElement = 3719
http://www.disit.org/kmdcity/schemadRailwavline = 3718
10 http://www.disit.org/kmécity/schemafunderpass = 3719
11 http://www.dizit.org/kmicity/schemadsupply = 3719
12  http://www.disit.org/kmdcity/schemadnumlrack = 3719
13  http://www.disit.org/kmicity/schemaggauge = 3719
Figure 84 - Triples counting results

After an individual triples file analysis, in mosases manually performed, it was
possible to identify, for each file, at least dfr4city URI, which assumes significance
if validated in the context of that single tripliée; that URI has been then stored into
the MySQL tableValidation inside the row related to the context in whichvill be
validated. This process, allows to select data bithvverification and validation tests
must be performed.

The tool then deals with the implementation of fiemtion and validation tests:
automatically, for each row in thealidation table, the count of the selected URI is
extracted, to be verified in its context (i.e. file to which the row referred), and is
compared with the results of a SPARQL query, pertat on the fly, that return the
same count of the same URI but within the triplestdimited to the context of the
analyzed file.

The two counts must obviously be equal to demotestieat the data contained in the
triples file in question, is correctly entered i@ repository.

A further validation on counting triples currentlyaded into the repository, can be
carried out using information provided Bwlim-SEafter the uploading of eadii3 file,

is completeOwlim-SEin fact returns the number of statements that ltavesctly read
and loaded into the repository, a number that carcdmpared with the total triples
amount ofN3 files, performed by thé&/alidation tool, during its parsing phase, and
stored within the MySQL tablBerocessManager

It was decided to move these two information itemithin the processManagetable,
because it is also viewable by non-administratersjsand so there is the possibility to
more quickly detect any conflicting values, betweéba two columns containing the
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total number of statements counted in the file #re number of statements actually
loaded into the repository wlim-SE

Finally, the verification and validation tests omterconnections created thanks to
inferred triples, can be performed executing a tup query designed and created
specifically to verify most significant test casefsinterconnection. In the following
Figure it is possible to observe a query used tifyvhne connection beetween tR@int

of Interestand theStreet Guide and Rail NetwoMacroclasses, realized thanks to the
Servicereconciliation at street number level.

1 PREFIX omgeco: <http://wwWww.ontotext.com/owlim/geo#>
2 SELECT distinct ?s3er ?seriddress ?elat ?elong ?3Tvpe ?sName ?email ?Pnote
WHEEE |
?ser <http://schema.org/name> ?3Name .
?ser <http://schema.org/streethddress> ?3eriddress .
?ser kmdc:haslccess ?entry .
Zentry geo:lat ?elat .
Zentry geo:long ?2elong .
Zentry omgec:nearby(43.7704868 11.2480146 "0.3km") .
10 OPTIONAL [73er skos:note ?notel .
11 OPTIONAL {[73er <http://schema.org/email> ?email 1.
12 } LIMIT 200
Figure 85 - Query to verify connection beetween Puai of Interest and the Street Guide and Rail
Network Macroclasses

This query, for example, allows to find serviceatthre located within a radius of 300
meters from the point specified at line 9 by therdmates.

The query in Figure 86 instead, represent a quergial to work property with theOG
(see Section 5.7.2).

1 Select ?class where
2 I ?class a owl:Class .
3 filter('isLiteral(?class) =&& !isBlank(zclass)) }

Figure 86 - A crucial query for the LOG

This query has been included in the validation bseawith previous versions of the
repository, has happened that did not allow toiobtsults, and thus limited the use of
the samd.OG tool.

The Validation tool performs these queries andatiers selected to be validate, and
stores results in somdySQLtable, which can then easily checked by an expeei
user, who can establish consistency with what geeted from the execution of each

query.

5.7 Phase VII: Applications
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In Figure 25 is possible to observe the last phaamedPhase VI relating to the use
of RDF triplestore generated during the project.
Data access in a triplestore takes place via amsacpoint for SPARQL query
execution, also calleGPARQL endpointThanks to a connection to thehxdpoint
custom queries can be performed, obtaining in adiad reliable way, their results. The
guery execution, for example via tt&esameinterface, requires knowledge of all
ontologies used to construct the triplestore, otis® it's necessary to develop
applications that, thanks to the specially devalopser interfaces, allow to perform
queries without having to know the basic ontologyndich the triplestore is realized.
During the project, two applications have been tad, both accessing data using the
SPARQLendpoint

» ServiceMap littp://servicemap.disit.ojga map based application

e Linked Open Graph http://log.disit.org for browsing the data from

SPARQL/Linked Data sources

The navigation on internet accessible RDF storé®t®ming every day more relevant.
They are frequently based on local and commonlg@ted ontologies and vocabularies
to set up large knowledge base to solve specifiblpms of modelling and reasoning.
The growing needs of such structures increasedntexl of having flexible and
accessible tools for RDF store browsing, taking iatcount multiple SPARQL entry
points, to create and analyze reticular structaceszenarios of remote stores.

The ServiceMapresented here, provides an example of such itivevservices can be
integrated on a simple search application for gaglgc location, through the use of an
RDF data store, within which the data are fullyenebnnected to each other. The main
problems encountered with this type of applicaioe related to (i) performance, that
is, the difficulty of achieving an architecture thallows to obtain query results in
acceptable times; (ii) the implementation of areifsgce simple, intuitive and user-
friendly, to which users can access through both(IB@top, desktop pc) and mobile
devices (smartphone, tablet, etc.); (iii) the idergtion of real use cases, representing
users real-life situations.

TheLOG tool presented in this paragraph, provides, imsteaovative features solving
a number of problems related to graph computatorcope with high complexity of
large LOD graphs with a web based tool. The compleils mainly managed by
providing tools for (i) progressive browsing of thgraphs, (i) allowing graph
composition, (iii) providing support to pose spaxifqueries, (iv) allowing the
progressive discovering/selection of instances.

The next paragraphs are devoted to the descripfitre two applications made.

5.7.1 Service Map

Due to the high geographic information contentrgdléstore made in the project, the
first application developed is tigerviceMapi.e., a map in which users can view the
results of their geo-referenced query, via browser.
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Figure 87 shows th8erviceMapnterface, an application developed in accordamte
the main use cases identified on the data curretihgd, within the triplestore.

nnnnnnnnn

ioved

Figure 87 - ServiceMap interface

The ServiceMaps a JSP application (Java Server Page) thatksh@anthe Java API of
the Sesame framework, allows to retrieve data faaepository.

To create the map, the JavaScript librheaflet (http://leafletjs.con), has been used,
which allows, thanks to script with extremely comipsize, to create interactive maps
inside a web applicatiolhanks to the well-documented API and to a longafghird-
party plugins easily installabléeafletcan construct a high usable map, which makes
use ofOpenStreetMayhttp://www.openstreetmap.ojghas open-source maps.

In Figure 88 a schematization of the process bethie8erviceMapcan be viewed. The
user connects to th&erviceMapApplication via web browser and, through the
interaction with the map, some requests to theeseaxve formed and sent. The server
provides to process requests and convert them ARSR query, that will be sent to
the project's RDF stor®nce query has been processed, the triplestores $wk the
resulting triples, to the server, which interprigtsm and turns them into files HTML or
JSON, that can be displayed directly by the browser
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‘ RDF Results

/8

o

RDF triplestore
P ServiceMap Application

Mobile User Pc User

Figure 88 - Schematization of how ServiceMap works

The application has been designed so that the thapis, its main component, occupy
as much space as possible, while the interactiorumare divided into three par{g:in
the upper left corner, the initial filters of theseaucases implemented until now, are
located; (ii) in the upper right hand, there ateeffs that allows to specify the types of
services that must be shown, the maximum numbeerfices to be displayed and the
maximum research distance from the map center ;p@intfinally, in the bottom left
corner there is a context menu that displays amititi information, interesting for
different use cases, such as weather forecasta®mtrival predictions at a bus stop, or
data regarding free places in a given parking, shaacording to the type of service
selected.

.|. : - Nascondi Menu
— | || Ricerca Fermata Bus Firenze | Ricerca Servizi in Toscana |
Q Tj:eea:-?a !!l‘.‘_":f_':_‘|
iq Seleziona una fermata:

| BRONZETTI v

|2 |®

- Hascond| Menu
| Ricerca Fermata Bus Firenze | Ricerca Servizi in Toscana |

Seleziona una provincia
GROSSETO v
Seleziona un comune:
CINIGIANO v

2@l

Figure 89 - Use cases menu

Figure 89 shows the two tab menus located in tipewuleft corner. On the left box side,
some buttons have been included that perform ti@xfimg functions:
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» the first two buttons from the top, are native_eafletand allows to control the
map zoom;

* the just below button, instead, allows to activiite user's location research.
Once the location has found, thanks to the loc&vork information that a
browser can share, the map is centered to the émlindordinates, to which a
marker is also placed.

» the fourth button from the top, is a link to thebagage that contains information
about the developed service, but very closer touppat pages for the
application.

e The last button instead, allows to select any pomthe map, where a marker
will be insert, and to know its coordinates and tleeresponding approximate
address.

The functions associated with the third and lagtdmy allow to apply the use cases
introduced in the following pages, starting frorditierent point on the map, chosen by
the user, or from the user position.

The top right menu (see Figure 87) instead allawsugh selectingcheckboxesto
select which service categories must be retrievexh fde triplestore. These categories
correspond to subclasses of tBervice class (e.g.Entertainment Education etc.)
defined within theKm4city ontology, and their respective associaBatviceCategory
(e.g. theEducationsubclass, has &erviceCategoryprivate infant schod| "public
high schodl, etc ). An additional checkbox is located under the ses/ioeenu,
specifically for displayindBusStopobjects.

In the geolocalized search, the maximum radiuscheaan be set (up to 500 meters)
together with the maximum number of results to hepldyed, to avoid markers
overcrowding on the map, which would became uniglada’he two buttons, in the
bottom of this menu, i.eCercal' and 'Pulisci’, respectively actuate research, the first
one, and the second one, bring the applicatiohganitial state.

The last menu, that is the contextual one, alldwesuser to know information related to
what is displayed/selected on the map;/ in Figureti8fie is an example of every
possible information, that can be displayed ontypg of menu.

The top right button of the context menu, iMascondi Mentj as might guess, allows
to hide the entire menu and to display a greaterqoof the map.
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- Nascondi Menu

Indirizzo Approssimativo; S.C. DI MONTICCHIELLO, 3, PIENZA

- Nascondi Menu

Dati di occupazione del parcheggio Oltrarno
Capacita Tot Postl Liberl Postl Occupati

120 18 102

- Nascondi Menu
Previsionl Meteo per il comune ci MONTE ARGENTARIO
venerdi Sabato Domenica Lunedi Marteai
velato nuvoloso pioggia debole e ploggia e nuvoloso
12 - 1T 12 - 1€ schiarite schiante
10 - 16
- Nascondi Menu

Prossimi transiti di autobus dalla fermata STAZIONE SCALETTE

Orario Linea Stato

18:55:10 LINES Anlicipo
19:08.02 LINE17 Ritarde
195114 LINEG In orario

Figure 90 - Real Time data possible views

Thanks to the high performance RDF engine implestim OWLIM-SEand through
the use of extremely powerful geospatial indicaspossible to obtain results from
queries with a very short time response, despite ghbstantial amount of triple
georeferenced inside the project triplestore.

In the next paragraphs, three use cases will bgzathas an example.

Use Case 1: Search for services belonging to a sffied municipality

The first use case concerns search for servicesngpely to a given Tuscan
municipality. The search type used in this caseisggeographical, in fact the results are
simply filtered according to the selected munidiyal

To achieve the desired results, initially the pno@ to which the municipality
belonging must be selected and then the municypadime, thanks to the twilsopdown
named Seleziona una provincland 'Seleziona un comuhdf the province to which
the sought municipality belonging is not knownthee first dropdown choice is possible
to select Tutte le provincg which allows to access, via the second dropddarihe
list of all 285 municipalities of Tuscany region.

Once the municipality has been selected, the sepategories to be displayed, must be
selected inside the special filtering menu (seeufei@7);as soon as the search radius
and the maximum number of provided results arectsle just press the search button,
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the search begins. In Figure 91 an example of SHABQery generated from the
application, has shown; it search faédardia medica and 'Farmacid in Empoli,
while the next figure, shows the obtained results.

1 FREFIX schema:<http://schema.org/#>
2 PFREFIX time:<http://www.w3.org/2006/timed>
3 FREFIX geo:<http://www.w3.org/2003/01/geo/wgstd_pos#>
4 FREFIX foaf:<http://xmlns.com/foaf/0.1/>
5 PREFIX kmdc:<http://www.disit.ocrg/kmécity/schema#>
&  FREFIX xad:<http://www.w3.org/2001/¥MLSchemad>
T PREFIX skos:<http://wWwW.w3.org/2004/02/3kos/coreg>
FREFIX kmdcr:<http://www.disit.org/kmdcity/resources>
9 S5ELECT distinct ?3erv ?3erlddress 2elat ?elong ?3Name ?3Type 2email ?note ™ 4+
10 WHERE {
11 7ger rdf:type kmdc:Service .
12 {
13 ?ger kmidc:hasServiceCategory <http://www.disit.org/kmdcity/resourcegpharmacy> .
14 1
15 UNION
16 {
17 ?ser kmic:rhasServiceCategory <http://www.disit.org/kmicity/resourcegemergency medical care> .
18 1
19 2ger <http://3chema.org/name> ?sName .
20 23er <http://schema.org/streethddress> ?3erhddress .
21 OPTIONAL [?ser skos:note ?note} .
22 OPTIONAL {?ser <http://schema.org/email> ?email }.
23 ?3er kmic:hasiccess 2entry .
24 7entry geo:lat zelat .
25 ?entry geo:long ?elong .
26 ?atreetnumber kmdc:hasExternalliccess 7entry .
27 23treetnumber kmic:belongToReoad ?road .
28 ?road kméc:inMunicipality0f 2mun .
29 2mun foaf:name "EMPOLI™~~x3d:string .

Figure 91- SPARQL query to find a pharmacy in Empoai

ServiceAddress Elong ServiceName
NUOVA DOTTOR
PIAZZA SAN ROCCO, 10 43,7193405  10,939334: VALOROSI farmacia
PIAZZA DELLA VITTORIA, 26 43,7202826 10,9489318 BIZZARRI farmacia
VIA DEI CAPPUCCINI, 18 43,7143452z 10,9475482 COMUNALE farmacia
CASTELLANI
VIA DEL PAPA, 20 43,7192948 10,9480072 GIUSEPPE farmacia
VIA VAL D'ORME, 83 43,7004727 10,95287 BOLOGNESI farmacia

Table 17 - Results of the previous SPARQL query

As previously stated, the recovered data in RDin&drare then converted in JSON
format, by theServiceMap this choice is related to the format compatipilitith
Leaflet which otherwise would not be able to place marker the map.
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Figure 92- Results on the map

The following figure represents a sequence diadvatween client side and server side.

|
i Seferione su dropdown Seleriono una J'ruwjrc-u—-‘|
| |
| | Query SPARQL recupern elenco comuni |ALAX)
|
|
|

__________ RDEF — ——— —————
| (RDET |
K | |
_______________________ il |
opoiatione aropdown Selezona wn Comune
Popol dropd ‘Sl C

| | |
| | |
[ Selezione sti dropdown ‘Seleriona un r'_'nr:r.unf'—.'] |
| L ~J
| | Query SPARDL recupero Servizl (AFAX) |
I e (ROEf = —=— === ~
| | |
: : Cuery SPARCL recupe ro dati Meteo [AIAX) :
| e s (ROFf ————————— =1

|

[
R RS S R |

| Aggivnta Marker, centratura Mappa su risultat)
: visualirrasione avwiso numerno di risultat
|

Diagram 4 - UseCase 1 sequence diagram

Simultaneously to the query that is seeking thevises within the selected

municipality, a second query is launched, to re&ithe latest weather forecast of the
same municipality. The search procedure is compbsetivo sequential queries: the
first one extracts the most recéMeatherRepor{(lines 1-14), while the second one
extracts, from the reports obtained as a resultthefprevious query, the five daily
forecast, following today's date (lines 18-31); mee are shown in Figure 93
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PREFIX schema:<http://schema.org/#>

PREFIX time:<http://www.w3.org/20068/timesd>

PREFIX geo:<http://www.w3.org/2003/01/ge0/wg384_posg>
PREFIX foaf:<http://xmlns.com/foaf/0.1/>

PREFIX kmdc:<http://www.disit.org/kmdcity/schemad>
BEEFIX xsd:<http://wWww.w3.org/2001/¥XMLSchemas>

BREFIX skos:<http://www.w3.org/2004/02/skos/cored>
FREFIX kmdcr:<http://www.disit.org/kmdcity/resources>

9 SELECT distinct ?wBep ?instantDateTime

10 WHERE |

11 munic rdf:type kmdc:Municipality .

12 munic foaf:name "ABBADIA SAN SALVATCRE"~~xsd:string .
13 munic kmdc:hasWeatherBeport ?wBRep .

< wRep kmic:updateTime ?instant .

15 ?inatant <http://schema.org/value> ?instantDateTime .

1 h A s L R

1 CRLER BY DESC (?instantDatelime)
18 LIMIT 1

<http://www.dizit.org/mdcity/rescurce/AbbadiaSanSalvatoreldl 7250160000

2  SELECT distinct ?gicrnc ?descrizicne ?minTemp ?maxTemp ?instanctDateTime ™ +
3 WHERE({

< <http://www.disitc.org/kmdcity/resource,/AbbadiaSanSalvatoreld17250160000%
= kméc:hasPrediction ?wPred .

g ?wPred dcterms:description ?descrizicne .

T wPred kmdc:day ?Zgiornc.

wPred kmdc:hour "giorng"~*xsd:string .

3 OPTIONAL | ?wPred kmdc:minTemp ?minTemp . }

30 OPTIONAL | ?wPred kmdc:maxTemp ?maxTemp . }

(oS I ST ST T ST S T T e
[=7] I S =

Figure 93 - SPARQL query for weather predictions

At line 16, the value of?WeatherRepoytresulting from the first query, is used to
retrieve elements of typ&WeatherPrediction even from the first query, the
?instantDateTimevalue is extracted, which corresponds to the tegesation time. The
?2updateTimevalue is instead extracted thanks to line 11 an@presents the report
updating date, ixsd:dateTimdormat; according to this last value extractedjred 14,
the resulted records are sortadd then only the first one is selected, that ésrtiost
recent.

In the second query, instead, lines 26-27-29-30falewing prediction attributes are
extract?Days(representing the day of weeRDescription(the literal description of the
forecast),”MinTempand ?MaxTemp(minimum and maximum temperature provided,
respectively). These last two variables are assatiavith OPTIONAL SPARQL
operator, because sometimes their values are ndlmathout using this operator, the
lines that do not show temperature values wouléxwuded from the results. Finally,
at line 28, predictions are filtered by choosindydhose havingdayequal to iorno",
which represent the daily forecasts associated lessagranularity, but almost present
for the 5 days following the today's date. The guesults are then formatted to create
the menu in Figure 94.
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- Nascondi Menu
Previsioni Meteo per il comune di LUCCA:
Venerdi Sabato Domenica Lunedi Martedi

poco nuvoloso  pioggia debole e nuvoloso
9-19 schiarite 8-15
11-16

nuvoloso nuvoloso

Figure 94 - Results of the previous SPARQL query ot‘ne‘}nap

Use Case 2: Search for services near a Bus Stop

The second use case concerns research of servegbyna bus stop, within the
metropolitan area of Florence.

To enable this use case a bus line must be seleictede menu Seleziona una linéa
and then, in the dropdown below, a BusStop musthosen; similarly to the previous
case, in the first dropdown, the valueitte le line& can be selected, that allows to
access the list of all bus stops.

If one bus stop is selected, the map will be ceateits coordinates and a small pink
marker, associated with the bus stop, will be digpdl; simultaneously the system will
load the context menu containing data providing AYyM systems, installed on

vehicles, related to the bus transit time on tlaatigular stop. In Figure 95 is possible to
observe what has been described so far.

+ - Nascondi Menu
|
= Ricerca Fermata Bus Firenze | Ricerca Servizi in Toscana |
= =
e Seleziona una linea 4
I Linea 23 ¥
0 Seleziona una fermata:
[ sTazionE scaLeTTe v
a.ll
2 3 /
P z &
G, % &
% EE' - ]
"';G_ Z.  Fir \: £
Yo =,
o e
3 FERA ESCALETTE 7 ¥
i 5 , .
& LINKG B
o o
& “‘.‘ T.',
) 4 ©
CappeleMedi
Uas:i-tibarﬁa Maria
o,
2, el a o
S o
o, “, i
-Nascondi Menu| <"
Prossimi transiti di autobus dalla fermata STAZIONE SCALETTE
Orario Linea Stato
185510 LINES Anticipo UADERE
19:08.02 LINE1T7 Ritardo
195114 LINES In orario

Figu're 95 - How to search a Bus Stop
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As soon as the stop is selected, all interest aesyplaced within a certain radius from
the marker, can be searched: this is possible themthe menu located at the top right,
where the service categories and their subcategarie selected, together with the
search radius and the maximum number of resultdigplay. Finally, clicking the

"Cercal' button, the requested services are obtained;syiséeem displays a warning

message that informs the user of how many seraicdsnany bus stops were recovered
(Figure 96).

. | La pagina all'indinizzo servicemap sii-mohility.org dice: #

| = ~
- Hascondi ) -Mascondi Menu |

Ricerca Fermata Bus Firenze | Ricerca Servizi in Toscd
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15 servizi €17 fermate autabus recuperati
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|Lin=a 23 v aK | Cerca Attivita
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i = 6 g i Alfi)
5% : E o by
23 ‘ Firenze Santa Mari ) o )
iz - | Y § 5,
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Figure 96 - Services near a Bus Stop

The query in Figure 97 is the one made by the sysbt@sed on the choices made in this
second use case.

1 PREFIX schema:<http://schema.org/#>

2 PREFIX time:<http://www.w3.org/2006/timed>

3 FPREFIX geo:<http://www.w3.org/2003/01/gec/wgs84_posd>

< FREFIX foaf:<http://xmlns.com/foaf/0.1/>

5 PREFIX kmdc:<http://www.disit.org/kmécity/schema#>

& PREFIX xad:<http://www.w3.org/2001/XMLSchemads

7 PREFIX skos:<http://www.w3.org/2004/02/3kcs/cored>

PREFIX kmdcr:<http://www.disit.org/kmdcity/resourced>

3 SELECT distinct ?ser ?serlddress ?elat ?elong ?s5Type ?sHame ?email ?note
10 WHERE {
11 ?3er kmdc:hasServicelategory <http://www.disit.org/kmicity/resourcedpharmacy> .
12 ?ger <http://schema.org/name> ?sMName .
13 ?3er <http://schemz.org/streethddress:> ?seriddress .
14 ?3er kmic:haslhccess ?Pentry .
15 2entry gec:lat 2elat .

Fentry geo:long ?elong .
1 2entry omgec:nearby(43.7754868 11.2450146 "0.3km") .
18 CPFTICHAL {?ser skos:note ?note} .

19 OPTICHAL {?3er <http://schema.ocrg/email> Zemail }.
LIMIT 200

Figure 97 - SPARQL query to find services near a BaiStop

]
——
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Line 7 of the query, specifies which informatiomoat the services, that fulfill the
requirements selected, must be contained in thdtseshat is: the URI of the service
(?Se), its address?ASerAddress its coordinates?Elat and ?Elong, the name of the
service PsNamg its email address?émai) and ?notes that contains all other
information related to the specified service.

At line 10 the selected service categories areifspe@cand, among all the services
found, only those associated with an instance ef ¢ctassEntry of the Km4City
ontology, will be used later. At line 16, in fatietinstructionOmgeo:nearbyallows to
filter out the data based on the distance fromrdrakpoint, in that case the bus station
"Stazione Scalette The last parameter ocdmgeo:nearbycommand, is the search
radius. Finally, thanks to thelMIT operator, the maximum number of results can be
set; the results obtained with this query are shimwbelow in tabular format (Table 18).

ServiceAddress Elong ServiceName  Service Type
VIA DEI BANCHI, 18/R 43,77360¢ 11,2505591 DEI BANCHI  farmacia
VIA DELLA SCALA, 61 43,775232911,2459294 DELLA SCALA farmacia
VIA DELLA VIGNA NUOVA, 54/R  43,77118 11,2492657 SAN GIORGIO farmacia
PIAZZA DEGLI OTTAVINI 43,7726956 11,2494195 CAMILLI farmacia

Table 18 - Results of the previous SPARQL query

The results are then inserted into the map thaokhé Leaflet The query result is
shown in Figure 98.

& - - Nascondi Menu |

3
- Ricerca Fermata Bus Firenze | Ricerca Servizi in Toscana <
- o
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Figure 98 - Reéults on the map

The sequence diagram between the client side anérsside of the use case just
described, is the following:
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o ot

| |
[ "Seleriono ung lineo” dropdown ?hangg—.‘l

Cuery SPARQL recupem elenco fermate (Ajax)

| Cuery SPAROL recupero dettaglio fermata (Ajax)

e e

atura Mappa su risul
50 mamero di rsuftat

Diagram 5 -Use Case 2 sequence diagram

As mentioned above, when the user selects a bps atquery to retrieve the relevant
context information to show in the menu, is perfednthat query is quite complex,
since it has to deal with Real-time data relatinghe AVM system, and is shown in
Figure 99:

1 PFREFIX schema:<http://schemz.org/#>

2 FREFIX time:<http://www.w3.org/2006/time#>

3 PREFIX geo:<http://www.w3.org/2003/01/gec/wgsld_posé>
4  PFREFIX foaf:<http://xmlns.com/fcaf/0.1/>

5 FREFIX kmdc:<http://www.disit.org/kmdcity/achemads

& PREFIX xsd:<http://www.w3.org/2001/XMLSchemas>

7  PREFIX skos:<http://www.w3.org/2004/02/3kos/cored>

& PREFIX kmdcr:<http://www.disit.crg/kmicity/rescurces>
3 SELECT distinct ?avmreccrd ?tplline ?ride " +

10 WHERE[

11 Zbstop rdf:type kmdc:BusStop .

2 Zbstop foaf:name "STAZICNE SCALETTE"~~xsd:string .
13 Zbstop kmdc:hasForecast ?bstopforecast

14 zavmrecord kmdc:includeForecast ?bstopfcorecast .
15 2avimrecord kmdc:concernline ?tplline .

16 ?ride kmdc:hasAVMBecord zavmrecord .

17 zavmrecord kmic:haslastStoplime 2time .

18 ?time schema:value ?timeInstant .

13 |}

20 CRDER BY DESC (?timeInstant)

21 LIMIT 10

Figure 99 - SPARQL query for AVM
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The query returns the latest 10 unique combinatadnsalues?AvmRecord?Line and
?Ride relative to the selected bus stop. By accesBimglicTransportand RealTime
(only the part devoted to the AVM) macroclasseshef ontologyKm4City, and taking

advantage of their interconnections, the correfgaib are extracted.

Through the last two lines (14-15) dedicated tadgtiering, the temporal information,
relating to theAVMrecordgeneration date, is also withdrawn. Finally, lirigs18 are
concerned with the reorganization of the recovelad, timely based. The result of this

query is shown in Table 19.

AVM record Line
2014-03-07t17:58:25.4584782+01:00+4737: LINE 23

Ride
4737229

2014-03-07t17:58:25.4584782+01:00+47640UMNE 17

4764073

2014-03-07t17:58:25.4584782+01:00+4764: LINE 17

4764311

2014-03-07t17:58:25.4584782+01:00+473716BNE 23

4737165

2014-03-07t17:58:25.4584782+01:00+4764( LINE 17

4764055

2014-03-07t17:58:25.4574781+01:00+47372BNE 23

4737239

2014-03-07t17:58:25.4584782+01:00+4737( LINE 23

4737032

2014-03-07t17:58:25.4584782+01:00+476426NE 23

4737114

2014-03-07117:58:25.4574781+01:00+4764. LINE 17

4764259

2014-03-07t17:50:25.2114583+01:00+47643ILINE 17

4764311

Table 19 - Results of AVM SPARQL query

A second type of query is then composed, by expbpiihe results of the first query, to
detect the transit time of buses, contained inglfdgMRecord As it is possible see

from the Figure 100, the second query is considgrrabre complicated.
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1 PREFIX schema:<http://schema.org/#>
2  PREFIX time:<http://www.w3.org/2006/time#>
3 PREFIX geo:<http://www.w3.o0rg/2003/01/gec/wgs84_posg>
i PREFIX foaf:<http://xmlns.com/foaf/0.1/>
5 PREEFIX kmdc:<http://www.disit.org/kmicity/schemag>
& FREFIX xad:<http://www.w3.org/2001/¥MLSchemad>
PREFIX skos:<http://www.w3.org/2004/02/skos/cored>
FREFIX kmdcr:<http://www.disit.org/kmécity/resourced>
SELECT distinct ?avmrecord ?tplline ?ride ™ +
WHERE {
11 ?bstop rdf:type kméc:BusStop .
12 ?batop foaf:name "STAZIONE SCALETTE"~~xsd:string .
13 ?batop kméc:hasForecast ?bstopforecast
14 {
15 <http://www.disit.org/kmicity/resource/2014-12-05T16:01:14.1308338+01:00+4764137>
16 kmdc:includeForecast ?bstopforecast .
<http://www.disit.org/kmdcity/resource/2014-12-05T16:01:14.1308338+01:00+4764137>
kmic:concernline ?tplline .
<http://www.disit.org/kmicity/resource/2014-12-05T16:01:14.1308338+01:00+4764137>
kmic:rideState ?ride .
} UNION {
<http://www.disit.org/kmdcity/resource/2014-12-05T16:01:14.1308338+01:00+4764137>
kmic:includeForecast ?bstopforecast .
<http://www.disit.org/kmicity/resource/2014-12-05T16:01:14.1308338+01:00+4764137>
3 kméc:concernline ?tplline .
<http://www.disit.org/kmdcity/resource/2014-12-05T16:01:14.1308338+01:00+4764137>
kmic:rideState ?ride .

%]

L

}
?bstopforecast kmdc:hasExpectedTime ?expectedlime .
?expectedTime <http://schema.org/value> ?avmrecord .
FILTER (xad:dateTime(?avmrecord) >= now()) .

}

3 ORLER BY ASC (2avmrecord)

LIMIT &

LY LS L L L R R R R R RI R R R M
= o= 3

Figure 100 — Second SPARQL query for AVM

The query in the above figure, uses only 2 of theekults obtained (shown in lines 11-
15 and 17-21) thanks to the first query, but fomdastration purposes, does not make
much sense to use them all; this is the reasontiaygecond query is made with just
two results. ?forecast elements are extracted using tdenstinct operator which
eliminates the risk of duplicate data relating e tsame ride; some cascade data
filtering are then performed: at line 24 forecaaits filtered based on the current date
and time, while the lines 26-27, reorder results @kes only the first four.

The recovered data until this point, can then bEdus populate the context menu as
shown in Figure 101.
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' iure 101- Results of te second AVM SPARQL query on the e

The services search, thanks to the spdouttons located below the zoom buttons,
be generalized to research facilities nearby anptpsuch as the user GPS posit
detected thanks to the appropriate button in theeufeft, or any other marker pres:
on the map, or any other point, a using the button that allows to find the approxie
address (always positioned at the top |

This services search is very similar to what seethe previous section, also the que
that the web service forms and sends to the sepeeguse thenly difference lies ir
the central point from which the search beg

Use Case 3How to display all the contextual menu
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The last use case is devoted to other contextaatises that allow to display different
information in the menu on the bottom left, and theve not been described, yet.
Specifically, the two most important research aeefollowing:
» Control of occupation of a specific car park;
* Associating an approximate address to a generiot,pselected on the map,
thanks to procedures of reverse geocoding.

The first type of contextual information can beabéd by simply looking for a car
park in the metropolitan area of Florence and atiglon the marker associated. After
that, the system prompts data to the repositotsting to the most recent status update
of the selected parking, and provide informatioth user, as shown in Figure 102.

%

%
-4}

B

g
é<'
¥

ORT)

Vidg,

G. Guerra

Tipologia: parcheggio_auto
Email:
Indirizzo: Piazza G. Guerra

Mote: '

LINKED OPEN GRAPH

Carlo Castel

gy o
A

‘”Lfmmb«

'3“’ e

- Nascondi Menu

Dati di occupazione del parcheggio G. Guerra: \

Capacita Tot.

370

Posti Liberi

28

Posti Occupati

s

|
13

Figure 102 - Parking Real Time information on the nap

Below the query that allows to obtain this informatis shown.
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FREFIX schema:<http://schema.org/#>
PREFIX time:<http://www.w3.crg/2006/cimed>

FREFIX geo:<http://www.w3.org/2003/01/geo/wgsid_posd>

FREFIX foaf:<http://xmlns.com/foaf/0.1/>

PREFIX kmdc:<http://www.disit.ocrg/kmicity/schemad>

PREFIX xad:<http://www.w3.org/2001/EMLSchemas>

PREFIX skoca:<http://www.w3.crg/2004/02/skos/cored>

2 PREFIX kmicr:<http://www.disit.ocrg/kmicity/rescurced>

9 SELECT distinct ?situationRecocrd ?instantDatelime ?occupancy ?free ?2occupied ?capacity
10 WHERE [

2park rdf:type kmdc:TransferService .

12 spark <http://schema.crg/name> "Parcheggic Piazza Beccaria™
2cParkSituat kméc:cbservelarPark 2park .

2cParkSituat kmdc:icapacity Zcapacity .

?3ituationBecord kmdc:relatedIlo3enscr 2cParkSituat .
?3ituationBecord kmdc:observationlime 2time .

?time <http://achema.org/value> ?instantDatelime .
?3ituationBecord kmdc:free 2?free .

19 2gituationBecord kmdc:occupied Zoccupied .

20 }

1 e L s L R

21 ORDER BY DESC (?instantDateTlime)
22 LIMIT 1

Figure 103 - SPARQL query for parking occupancy

The query retrieves the URI of the |&SituationRecordassociated with the selected
parking, the instant in which has been cred®dstantDateTimeand other data on its
status, i.e.?freg ?occupiedand ?capacity respectively, the number of free places,
occupied places and the total number of places.

- oy

- Nascondi Menu

-+

| Ricerca Fermata Bus Firenze | Ricerca Servizi in Toscana ||
14

Seleziona una provincia: I

FIRENZE v

Seleziona un comune:

O
0
@ FIRENZE v

Cattedrale di Santa

Muse
Maria del Fiore d

VIA DE' PECORI

VIA DELLE Ocpg

N30 VIA
00‘

VIA DE' MEDICI
V1A DEI CALZAIUOLI

VIA DE'BRUNELLESCHI
A ROMA

“| CORS0
-Nascondi alenu‘

Indirizzo Approssimativo: VIA DELLO STUDIO, 7, FIRENZE

Figure 104 - Use Case of approximate address

In relation to the second type of contextual infation displayable, i.e. the address
associated with a selected point on the map, tke msist first click on the function
button (in the top left corner), and then on thepto which he wants to associate an
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address and, only at this point, the operatiorevérse geocoding is enabled; in Figure
104 an example of this use case, can be observe.

The SPARQL query, used to associate an approxiatteess to a pair of coordinates,
is very similar to the query used during the bugstreconciliation with elements of the

Roadclass (see Section 5.5.1), and it is shown in EIgO5.

FREFIX schema:<http://schema.org/§>

PREFIX time:<http://wwWwW.w3.org/200&8/cimed>

FREFIX geo:<http://www.w3.org/2003/01/geo/wgsds_posd>
FREFIX foaf:<http://xmlns.com/foaf/0.1/>

FREFTX kmdc:<http://www.disit.org/kmdcity/schemad>
FREFIX xsd:<http://www.w3.org/2001/¥MLSchemad>
BREFIX skos:<http://www.w3.org/2004/02/skos/cored>
FREFIX kmdcr:<http://www.disit.org/kmdcity/resources>
4 SELECT distinect ?extendedName ?extendNumber 2munitiame
10 WHERE |

11 7entry kmdc:i:hasliccess 2entry .

12 73treetNum kmdc:hasExternaldccess ?entry .

13 ?3treetium kmdc:extendediumber 2extendNumber .

4 73treetNum kmic:belongToRoad ?2road .

15 ?road kmdc:extendedName ZextendedName .

g 7entry geo:lat 2elat .

17 7entry geo:long Zelong .

18 ?road kmdc:inMunicipality0f ?munic .

9 ?munic foaf:name ?fmunlame .

entry omgec:nearby (43.7754868 11.24E80146 "0.1km"™) .
21 BIND { omgec:distance (Zelat, ?Zelong, 43.7754868, 11.2480144) AS distance)
22 1

23 ORDER BY ?distance

24 LIMIT 1

Figure 105 - SPARQL query to find the approximate ddress

1 ch A = L kB

Similarly to what is done during the bus stops medation, even in this query the
nearest neighbor method is used to search withad@as of 100 meters. To obtain the
desired information, the values retrieved are thiew:
» ?ExtendedNamef theRoadelement,
» ?ExtendedNumbehat is the house number and
* the town name?MunicipalityName is recovered, concatenated and finally it is
displayed in the context menu in the lower left.

5.7.2 Linked Open Graph

From the ServiceMap described in the previous sectby clicking on one of the
markers corresponding to a service or a bus stemadl dialog box is open as shown in
Figure 106. Furthermore, clicking on thieirked Open Graphlink, which is located
inside the dialog box, is also possible displayoinfation linked to the object of
interest, through a Faceted Graph.
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Figure 106 - LOG button on §erviceMap
The Linked Open GraphLOG [Bellini, Nesi, Venturi, 201} is a web tool for
collaborative browsing and navigation on multiplBARQL entry points. The LOG
tool is free to be used, and it has been adoptealitiple projects aECLAP [Bellini et
al., 20138 for cultural heritagehttp://www.eclap.e) to create th&ocial Graphof the
social network, Sii-Mobility for smart city andICARO for smart cloud ontology
analysis. It has been validated using multiple pubtcessible RDF stores such as:
dbPedia EuropeanaGetty VocabularyCamera and Senat&eolLocationetc., putting
in evidence the different cases and usadeQss tools in the different scenarios, with a
specific stress on the analysis of multiple RDFestan the same graph.
A tool for browsing LD/LOD selecting relationshigsnong URI elements and their
attributes, can be a solution for developer foadatd knowledge engineers. Therefore,
services that allow to insert URI of LOD to navigadbn their structure, are very
important and the graph may bring to other conkBRBF stores, via their definitions
in terms of LD.
Technically, not all ontologies and RDF models atores have been developed by
using the same methods, since they have been gedeloy different teams, using
different styles, in different periods, and explat different vocabularies. This implies
that different approaches to model the same ent#tied patterns may be possible, as
well as different usage ofsameA§ “equivalent class”, blank nodes, reuse of
vocabulary and concepts.
The access and browse to a RDF store via the SPAR@ty point is a way to
understand the knowledge base and the relationstmpsng the included entities. In
some cases, the entities/lURWR]I(a), URI(b)) of different RDF stores (accessible via
different SPARQL entry point&JRL(a) andURL(b) may be connected each other.
Typically the connection can be via URI represeptilasses of common ontologies and
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definitions. The visualization of graphs associatedith URL(a),URI(a)and
URL(b),URI(b)on the same screen may allow to put in evidenee réhationships
among these two graphs. They may be the basis)fortégrating the two ontologies,
for federating RDF storage, (ii) understand diffexes and relationships, and/or (iii) for
creating additional connections. For example, Batng anowl:sameAgelationship
among two entities that represent the same congdpe two models. In some cases,
they have not been intentionally defined by usimg same vocabulary since they are
different for somehow, while in other context thelgould be the same, otherwise
deductions in the knowledge base would not take astount all needed facts.
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Figure 107 - LOG interface

The graph is populated by nodes and edges: nodebeaf two types, which may
represent entitie§rectangular shaped nodess content, terms, users, etw. relations
between resourcegifcular shaped nodgsthrough directed edges the elements and
their relationships are linke&xamples of relations are shown in Figure.
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Figure 108 - Relationships filtering, i.e. Hide/she types of relations to reduce the graph complexity

The LOG.disit.org service is not a simple browswfgrelated resources; the visual
browsing of SPARQL entry points is not a simplektasspecially if this work is
performed by a Web Application. In particular, Sfiealgorithms are needed to cope
with complexity of obtaining and processing completicular structures with web
based applications, removing duplications, managmifiple entry points, generating
complex SPARQL queries, etc. Furthermore it hagga humber of demanded features
that transform the LOG into a great competitoicafmparing them with representative
state of the art solutions. Here below, a list®inost desirable features is reported:

* Access and rendering of LD the visual tool should be capable to represent a
LD which is publically accessible as a URI, pronglia set of triples.

 Access and rendering URI from SPARQL entry point a visual tool for
browsing SPARQL entry points extract the resultsubing a couple YRL(i),

Q}, where Q is the semantic query or an URI.

e Managing Entry Points with different URL in URI : the visual tool has to be
capable to accept to start browsing from the cout, URL having different
domains.

* Multiple SPARQL entry points: the visualization of graphs associated with
URL(a),URI(a) and URL(b),URI(b) on the same screeay allow to put in
evidence the relationships among these two graphs.
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* Making keyword based query in order to identify a starting URI for RDF
graph rendering it could be possible to pose a kegvbased query on the RDF
store. This feature is not always available on RigF store (SPARQL entry
points), and may be implemented in several diffeneanners.

* Inspecting entry point for searching classesa textual search can be performed
on the instances of one or more of those claseesider to get back a list of
entities/URI from which the graph visual browsirancstart.

e Showing relationships, turning on/off, singularly @ globally: once the first
URI and related URIs are shown several relatiorssiiyay be present in the
graph, maybe hundreds or thousands. In any casestrs should be enabled to
turn on/off some of the relationship categoriesnike the graph more readable
and focused on the entities and relationships uadahysis.

* Representing relationships (managing complexity)in the rendering of the
RDF graph, a large number of entities (URI) andrédationships among them
may be present. The high number of graphical el¢ésme=am be reduced allowing
closing/opening, expanding/compressing relatioitering some relationships
from the visualization and may be also graphicadipresenting entities and
relationships by using coded styles.

» Discovering inbound/outbound relationships, URI andqueries in some tool,
the contextualized text of the query declined fapacific entity is accessible. It
can be very useful for training the users in usilgSPARQL and for shortening
the data exploitation in external applications asg®y to the SPARQL entry
point API.

* Undo actions performed, “back™ in the RDF visual graph manipulation, the
possibly of undoing the actions performed with @kbauttons may be very
useful, together with the possibility of saving tleached status.

e Save and Load LOD graphsa very valuable feature is the possibility ofisgv
the status of the graph with all its linked URIadahe relationships exploded
(taking into account their on/off status). This greal context should be the
starting point for further analysis and not a siphage snapshot.

e Share and collaborative LOD graphs among the major tools detectable on the
web, only LOG.DISIT provide this collaborative fae¢ on LOD RDF graphs.
LOG.DISIT allows to share the RDF graph as web dat¢he cloud, in read and
read/write modalities

* URI attributes (showing info or an URI): a number of attributes/values
(literal) may be associated with the URI. Theseadshould be accessible
without involving graph representation.

* URL to resources an URI may have among its attributes some URéxternal
digital resources. These URL should be accessibieopening the digital
resources into the browser or for download.

* Representing entities in complex LOD graph the fast identification oRU
type is very important. The URI can be represeigdising specific icons on
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the basis of their: (i) type (problems in the casfe multiple types), (i)
information and attributes, (iii) specific icon asgted with the URI (e.g.,
image of the person for dc:author), (iv) specifase, for example to represent
the Blank nodes.

Thanks to this tool thEm4citybased triplestore can be browse, starting froesaurce
and exploring the entire graph, by following theivas related resources.
By analyzing the working environment, in the upledr corner of the main screen, there
is theBACK button, which allows to go back to previous statethe graph (e.g. after a
focus). On the other hand however, all the mainomst are collected, that corresponds
to the user utility: starting from the top is pdssito find theEMBED button, which
opens the dialog box in Figure 111 that allowsetoieve the code to integrate the LOG
in any site; the next button is ti&AVEbutton, useful to save the Linked Open Graph
status and share it by providing a valid email adgron which, in a short time, a mail
will be receive containing a link that could alldé@access at the LOG and share it with
friends. The round button marked with a questiomkmiastead, allows to access to the
tools Help, while the button just below enables/disables awig to the full screen
mode. The button similar to the four rectanglemved to re-center the whole graph and
the last three buttons, are the zoom controls esely, zoom in button, default zoom
button and zoom out button.
Moreover, clicking the mouse right button on a noal@avigation menu is displayed,
which allows to perform the following functions:
* Expand an entity node with its relations adding them t® gnaph;
« Focuson an entity, in this case the graph is clearetany the focused node is
shown with its relations;
* Open, that is the play of the page or content assatiatgéh the node(e.g.
associated DataProperties to a specific clagsmefCityontology)
e Zoom/Panthe view;
* A special node is theMore” node that is presented when in a relation are
present many nodes (e.g., the content associatbdawiroup).
e Saveandsharegraphs and share with other colleagues, avoid chtel
links, explore inbound and outboundrelationshipspavigating on OD and
LOD in a transparent manner.
* Work on preferredelationships.
* Search that allows to search the preferred entities &Rl into a set of
SPARQL databases;
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The following figure reports an example oSaarchfor preferred entities and URI into
a set of SPARQL databases with billions and billioftriples.

LOG can also be embedded into a WEB pages. Ondberd it is possible customize
the buttons and the actions allowed at users on eiimbedded version of the

inside outbound http://192.168.0.205: 8080/ openrdf-sesame/repositories/simobiityultimate & resulis: | View |
inside inbound http://192.168.0.205:8080/openrdf-sesame/repositorles/simabilityultimate 5696829 results: | View |
endpoint inbound http://dbpedia-live.openlinksw.com/sparql/ 4777083 results: | View |
endpoint inbound hittp://linkedgeodata.org/spargl 0 results: | \I'm
endpoint inbound hitp://europeana ontotext.com/spargl 0 results: | View |
endpoint inbound http://collection.britishmuseum. org/sparql 40348775 results: | View |*
endpoint inbound http://dati. culturaitalia.it/spargl/ 41 results: | View 1
endpoint inbound http://linkeddata.comune. fl.It: 8080/spargl 0 results: | View |
endpoint inbound http://192.168.0, 106:8080/openrdf-sesame/repasitorles/icarn? 0 results: | View
endpoint inbound http://192 168.0.106:8080/openrdf-sesame/repositories/msptest? 6107 results: | View |
endpoint inbound http://openmind.disit.arg:8080/openrdf-sesame/repositories/osim-rdf-store 832 results: | View |

Figure 110 - Search preferred entities tab

LOG.disit.orgtool instance, and on which segment of graphistart
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Embed your Graph. Close

Link for embed the initial LOG:

<iframe width="800" height="500"
src="http://log.disitc.org/service
findex.php?uri=urn:u-

gov:unifi:RAC ABO:8cfBe70205520a44e90211a34eébTalde
sspargl=htcp://opermind.disit.org:8080/openrdf-
sesame/repositories/osim-rdf-stores
keyword=Paclo$20Nesisembedacontrels=falses
description=false&info=false&translate=[0,0]&
scale=(0.7)" frameborder="1"></iframe>

Show Controls: [ Show Info: Show Description: il

iFrame dimensions: Graph options:

width: 800 Scale: 07 |=
( Insert a number between 0.3 and 6 )

Height: 500
Moves the graph

¥

Border: [V o

y: 0

If you vant to embed the actual configuration, first save the LOG. For save
click HERE!

If you want to embed only one element of LOG just click on the node and
select 'embed'. ==

Figure 111 - Embed code for the LOG

to verify which the type of operation, users operah LOG tools, a user’s interaction
analysis of theECLAP [Bellini, Nesi, Serena, 20]4ocial graph and of the whole
portal, has been carried out. Its results showh ahdy the 5.8% of the unique users
interacted with the social graph, and the most eéstpal operation are @pena node
(43%, for example to access at a recommendatiosedothe content of other users),
then toExpanda node (29%, mainly a media object 17%) and thensee
theMorerelated content (18%), tlecusoperation is at about 10% on the operations
requested since the social graph was activated3(@@129) until the mid of September
2013.

Concluding, the LOG can be very useful to understdre differences interactively
studying the RDF store from remote, to learn anéxplore the possibility of reusing
and connecting them each othkr.fact, the visual browsing of SPARQL entry point
can help to analyze the RDF store reticular strectilnat is at the basis of the ontology
and the related instances of predicates contaiffeelLOG.disittool, with its additional
features, with respect to the state of the art bnogv tools such aslLodLive
(http://lodlive.it) and Gruff (http://franz.com/agraph/grujf/can be a very useful tool
for: analyzing RDF stores and models, comparing disdovering connections and
relationships among RDF stores and models, disoayeeventual problems in
accessible knowledge base for their future reudecannection.
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Figure 112 - A portion of the Road Graph views withLOG

Moreover, despite the first impression, the repreden of an RDF reticular structure
and thus its access are not a simple neither scjpéthsk.

ThelLinked Open Graplallows to display and browse the structure anatieis among
the RDF entities, for this reason, within the pebjpresented in this thesis, a tool like
the LOG, can be useful, for example, to (i) discover andarstand the model and the
information associated to a given service in the, dfii) discover connections and
similarities among different open data set of puldidministration, (iii) study the
integration of open data with geographic informatio
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6.

Chapter 6

System Evaluation

The system evaluation process aims at assessingfftbacy and effectiveness of the
experiment in achieving the objective of offeringngces and tools for the efficient
ingestion and querying of SmartCity data, in ortteallow an easy interconnection of
this large amount of information into an RDF starel its exploitation. The evaluation
is distinguished in nine parts:

Qualitative Evaluation initially problems encountered on datasets wid b
examined, mainly related to their data quality.

Quality Improvement metricsthis assessment is to verify the Quality
Improvement phase impact (Phase l1l), implementethinvithe architecture
presented in this dissertation, and in trying toasuee how much benefit
actually entailed its implementation.

Quality metricsin this section will be evaluated some metrics tiedp to define
the quality of available datasets, before and atter Quality Improvement
phase.

Reconciliation evaluationas seen in Section 5.5, two approaches to data
reconciliation at geographical level, have beetetksin this section the results
of both approaches will be compared to determin¢hé& two methods are
interchangeable.

Triples loading assessmerthis section is devoted to verify the number of
triples, properly read by the RDF management systerarder to identify any
problems on data or errors in the mapping process.

Validation resultsthe validation process is a means by which it issgie to
check correctness of data and of the chosen omtalognodel; this section is
dedicated to verify the correct interpretation aitad through the ontology
KmA4City.

Interconnection evaluationone of the research project purposes, is to
semantically interconnect the ingested datasetfls®,section is dedicated to
verify the interconnections, that have been creéttveen datasets, thanks to
the implemented architecture.

Volume measureas mentioned earlier, the processed volume & dad their
difference in size and speed, allows us to plaeetbject in the Big Data field;
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it is evident, therefore, that an analysis on éspbre size and its growth, have
playing an important part.

* Time response evaluatiothe last part of the chapter, is devoted to prieg®n
of execution times measured for processes relateldigestion and Mapping
phases (respectively Phase | and III).

6.1 Qualitative Evaluation

The most used tools in the field of qualitativeadabalysis, are observation and content
analysis. This evaluation section is dedicatedh® ¢ontent analysis of part of the
datasets involved in the research project, predentthis dissertation.
To design processes that realize the quality imgmreant of various attributes belonging
to services entity, it was necessary to carry odetailed analysis of datasets to be
treated; below the main problems found inside thiedasets, are listed:

* Presence of alphabetic/special characters in nurfibler (such as / - blank

spaces);

* Numbers written in accordance with the exponemibdhtion;

» Lack of O before the regional/provincial prefixtelephone/fax numbers, lack of
international prefix 0039 or +39;

* Presence of multiple telephone numbers (entire mundr only suffixes
extension number);

» Partial/incomplete numbers;

* Address and house number stored in one field (coseparated or blank space
separated);

* Address and house number stored in one field vdthti@nal text;

» Generic text without any information;

* Address with double house number (terminating vaiticharacter, or comma
separated);

* Address double house number (without a comma);

* Information regarding Locality or Fraction storeda wrong field;

» Lack of/fincomplete suffix (it,com,...) after dot website address or email
address;

» Lack of/incomplete suffix (it,com,...) and the gweceding it;

* Lack of @ or double @ in email address;

« lllegal Characters (blank space included);

e Triple /, double http://, lack of domain, : afteimw, double dot after www in
website address;
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» False positive email address or web site addresge(tt syntax but not existing);
* Presence of accented letters, @, apostrophe,ldedore domain in website
address.

6.2 Quality Improvement metrics

One of the objectives, defined during the desigasphis to perform the data ingestion
by limiting the amount of lost data; to this purppé fact, the Quality Improvement
phase has been also implemented. To verify theiefity of this phase, that is, to
measure the quantity of data lost, due to errasdan afflict the input data (see Section
5.2), datasets relating to services in Tuscany sedscted, because they are evidently
affected by a number of errors.

This dataset was then subjected to a double mappitrgple: the first made with data
previously submitted to the Quality Improvementqass (Phase Il in Figure 25), and
the second made instead on data as they have éssned, without subjecting them to
any correction process, that is, directly at theé ehPhase I/ (Figure 25).

This study had the objective of evaluating the nends errors that the system is able to
identify thanks to Quality Improvement process #melnumber of additional triples that
such corrections allow to generate.

To complete this first phase of system evaluatmriKettle transformation was then
made, which takes data directly from the first d8aepository of the architecture, i.e.
the repository where data are inserted at the éfthase | (see Figure 25), and applied
on them the mapping process, corresponding to RHase

This transformation then saves triples created uifi@rent location than where the
architecture saves triples after Phase Ill, in ord® keep well separated the
experiments. The two different N3 triples files atexl, are then compared to verify if
there are some differences in the total numbenigles created.

Both methods were applied to services data sesistimg of 27 different Open Datasets
coming from the Open Data portal of the TuscanyoregData collected through the
Quality Improvement phase, are collected in thiowahg table.

As it is possible to see from Table 20, in which aounted all actions implemented by
the quality improvement processes on each datasetsined, the data set with the
largest number of empty cells, that is the datastt the highest number of missing
data, is related to museums. Instead, the datansethich the highest number of
corrections were made, is the dataset relatedddssfacilities. The most complete data
set, that is, the one with the lowest percentagenigking data, is the georeferenced
accommodation dataset and, finally, the data setwbich the step of Quality
Improvement acted a smaller number of times, thahé dataset containing the most
correct data, concerning accommaodation.

Table 20 - Results of the Quality Improvement procss
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Furthermore, in order to make more understand&elewttmbers reported in the table, it
IS necessary to make some observations:

The number oaddresdfields modified is high because the Quality Imprment
phase involves the separation of the house number the name of the street,
in order to store these two values in two sepdral@s, to be able to carry out a
more simply geolocalization process at street nuiridwel.

Websiteandemail fields are the ones that most have no values; @mgry low
services percentage presents this information.

The modifiedtelephonenumbersare several, mainly due to the incorrect data
export format chosen by who has prepared datadnthe digit O at the start of
prefix is not present in almost all the phone nursjpeame thing happens fx
numbers

The amount of modifiedap by the Quality Improvement process, corresponds
to 100% because in no dataset was present suoh, \&ald so it was necessary to
include the correct value, to complete the address.

As previously mentioned, after the creation of the triples sets, a comparison was
made, and in Table 21 the results obtained has leperted.

Accoglienza 186.217 151.482 13.256 0,187
Agenzie entrate 3.954 3.120 306 0,211
Arte e cultura 41.621 21.979 3.212 0,472
Banche 21.211 17.540 1.768 0,173
Commercio 3.932 3.025 323 0,231
Corrieri 647 520 51 0,196
Elementari 4.022 3.160 335 0,214
Emergenze 8.752 6.889 688 0,213
enogastronomia  77.744 47.609 5.980 0,388
Farmacie 25.648 11.790 2.131 0,540
Formazione 858 700 70 0,184
Georeferenz 33.321 2.287 2.016 0,931
Materne 6.436 3.559 539 0,447
Medie 1.410 1.110 116 0,213
Mobilita' aerea 390 43 29 0,890
Mobilita' auto 2.422 1.979 196 0,183
Prefetture 5.656 4,534 449 0,198
Salute 13.759 10.802 1.127 0,215
Sport 15.252 13.807 1.184 0,095
Superiori 2.214 1.820 183 0,178
Tempo Libero 6.836 6.218 564 0,090
Universita' 532 344 43 0,353
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| Visite guidate 1.516 1.012 114 0,332
Welfare 7.325 805 593 0,890
471.675 316.134 35273 0,330

Table 21- Triples counting before and after the Qulity Improvement processing

% triple increase

Media 0,334
Errore standard 0,050
Mediana 0,214
Moda #N/D
Deviazione standard 0,247
Varianza campionaria 0,061
Curtosi 1,562
Asimmetria 1,589
Intervallo 0,841
Minimo 0,090
Massimo 0,931
Somma 8,025
Conteggio 24
Piu grande(1) 0,931
Piu piccolo(1) 0,090

Livello di confidenza(95,0%)0,104
Table 22 - Descriptive statistics of triples increse (%)

Analyzing data in Table 21 it is possible to ndtatt thanks to the Quality Improvement
phase, the triples number increased by 155.54%,wmitich corresponds to a triples
increase of 33%, a high number considering thatices corresponds to only 0.6% of
all triples contained inside the repository.

Furthermore, knowing that the unique elements bftred datasets are 35.273, it is
obtained that, on average, for each individual iservthanks to the Quality
Improvement phase, 4,40 triples were added; in famin an average of 8,962 triples
held for each service without QI, an average 0813, triples for each service has been
achieve, thanks to Phase IlI, which means that adod® information has been
recovered from the initial dataset.

In conclusion, the impact of the Quality Improvermphase has an average of 33,4%, a
median of 21,4% and a variance of 0,061%

6.3 Quality metrics

Another evaluation that can be made on availabiaséss, involves the measurement of
Completenes#\ccuracyandConsistency

Following the method used in [Bellini, Nesi, 2018} Meta Data assessment, will be
briefly presented and applied to the Open Data dseitg the project.



Architecture and Knowledge Modelling for Smart City ®13

Commonly theCompletenesss related to the empty field in a dataset angkiserically
defined as the degree to which value are presethanattributes that require them
[Piprani and Ernst, 2008]. In [Ochoa and Duval, @0nstead, the definition for the
Completenesss presented as the degree to which data contdinge information
needed to have an ideal representation of theilesonbject. Following the idea of this
definition, it is therefore necessary to defing, éach class of ontology, which is the
information that, ideally, every instance shouldgess. For example, considering the
km4c:Servicelass; in the following table there are fields tiaally we would like that
Serviceeach instance own, to make information completaash as possible.

Service DataProperty Status Weight

Name Mandatory 1
Street addess Mandatory 1
House number Recommendet 0,75
Postal code Recommended 0,75
City/Locality Mandatory 1
Province Optional 0,2b
Phone Recommendet 0,75
Fax Optional 0,2%
Email Optional 0,25
Website Optional 0,2b

Table 23 - Ideal composition of a Km4city:Servicenistance

To each row in the table has been also associateéight, which indicates how the
information is important for the considered clagsindicates that the attribute is
Mandatory (because information associated with EragaProperty cannot be retrieved
from other sources, if missing),75 indicates instead that it is Recommended (it is
possible in some way compensate for the lack & BataProperty) and finall§.25
indicates that the attribute is Optional (only mfation little useful to users or that can
be easily retrieved through other sources). In sarngmthe Completenesslimension
became function of the weight assigned to the fiatdording to the importance that it
possesses in relation to the realized data inteexdion process, and it can be
calculated as shown below:

_ (0,if the field is empty
flx) = {1, otherwise
Zﬁ:ield(ﬁ f(x;i(y)) *w;
ComR(y) = ==L nFielg(Jl/) ) l
isy W

Moreover, as defined by Bruce and Hillman [Brucd &hllmann, 2004] data should be
accurate in the sense of high quality editing, thus possible to consider accurate a
record when: i) there are not typographical ermrghe free text fields; ii) the value in
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the field are in the format expected. TAecuracyin practical, measures how the
analyzed field, contains what is expected to contai

() = {O' if an accuracy issue was detected
g = 1,no problem found
jeld
AccR(y) =1 - Z?ﬂe (y)g(xi(Y)) * W;

nFieldCom(y)
) j=1 Wj

The Consistency dimension, instead, has to addhes$ogical error; the results of a
missed consistency control can affect severaldieitkamples are:
« Some services present in @y field, the address locality value;

* Inside thewnebsitefield there are an email address.

Some of the Consistency cases are difficult to éeaed automatically or required
notable computing efforts; for this fact, the cédtion of this third quality measure, has
been limited to a smaller number of datasets.

hx) = {O, if an consistency issue was detected
=1 1,n0 problem found
jeld
Z?ﬂe » h(xi (J’)) * Wi
nFieldCom(y)

ConR(y) =

After defining the three metrics to be applied, #$ervices dataset were assessed,
considering data in Table 23 as an ideal dataseposition (with the corresponding
weights).

Dataset Average Std Dev Variance Min  Max
Accoglienza 0,927 0,111 0,012 0,685 1
Agenzie delle Entrate 0,850 0,276 0,076 0,284 1
Arte e Cultura 0,860 0,213 0,045 0,424 1
Visite Guidate 0,897 0,209 0,044 0,316 1
Commercio 0,792 0,397 0,157 0 1
Banche 0,790 0,396 0,157 0 1
Corrieri 0,814 0,356 0,127 0,020 1
Elementari 0,789 0,396 0,157 0 1
Emergenze 0,858 0,302 0,091 0,001 1
Enogastronomia 0,834 0,316 0,100 0,200 1
Formazione 0,797 0,399 0,159 0 1
Georeferenziati 0,958 0,066 0,004 0,829 1
Materne 0,786 0,395 0,156 0 1
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Medie 0,795 0,398 0,158 0 1
Mobilita' Aerea 0,838 0,250 0,063 0,414 1
Mobilita' Auto 0,799 0,334 0,111 0,071 1
Prefetture 0,849 0,249 0,062 0,285 1
Sanita’ 0,805 0,361 0,130 0,035 1
Farmacie 0,798 0,399 0,159 0 1
Universita' 0,798 0,399 0,159 0 1
Sport 0,892 0,230 0,053 0,269 1
Superiori 0,795 0,398 0,158 0 1
Tempo Libero 0,740 0,281 0,079 0,324 1
Wellfare 0,782 0,395 0,156 0 1
New Accommodation 0,929 0,112 0,013 0,668 1
New Vetrina in Toscana 0,788 0,314 0,098 0 1
New musei 0,573 0,474 0,225 0 1

Table 24 - Average, standard deviation, variance, mimum and maximum of the Completeness for
each dataset

As can be seen from Table 24, the dataset witlsiiadlestCompletenesis the dataset
Tempo Liberowith a value of 0.740; the most complete fileristead on georeferenced
services, with £&ompletenesgalue equal to 0.958.

In general the fielddlame PostalCode City andProvinceare those mostly present in
each analyzed dataset; on the conthfgbSiteand Email are those most frequently
empty.

The two graphs below show tl@ompletenessrend of each DataProperty, for both
previously mentioned datasets, which have showihéseresults.

Tempo Libero Georeferenced Service
Media 0,740 Media 0,958
Errore standard 0,094 Errore standard 0,022
Mediana 0,871 Mediana 1,000
Moda 1 Moda 1
Deviazione standard 0,296 Deviazione standard 0,070
Varianza campionaria 0,088 Varianza campionaria 0,005
Curtosi -1,896 Curtosi 0,183
Asimmetria -0,419 Asimmetria -1,369
Intervallo 0,676 Intervallo 0,171
Minimo 0,324 Minimo 0,829
Massimo 1 Massimo 1
Somma 7,402 Somma 9,578
Conteggio 10 Conteggio 10
Livello di confidenza(95,0%) 0,212 Livello di confidenza(95,0%) 0,050

Table 25 - Descriptive statistics of Completenessstribution for data below to Tempo Libero and
Georeferenced Service datasets
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Diagram 7 - Completeness distribution for dataProprties of the "Georeferenziati" dataset

Table 26 is instead dedicated to fkeruracyanalysis.

Dataset Average Std Dev Variance Min Max

Accoglienza 0,167 0,252 0,064 0 0,750
Agenzie delle Entrate 0,162 0,290 0,084 0 0,750
Arte e Cultura 0,225 0,278 0,077 0 0,750
Visite Guidate 0,163 0,253 0,064 0 0,750
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Commercio 0,183 0,290 0,084 0 0,750
Banche 0,191 0,286 0,082 0 0,750
Corrieri 0,175 0,297 0,088 0 0,750
Elementari 0,187 0,291 0,084 0 0,750
Emergenze 0,180 0,288 0,083 0 0,750
Enogastronomia 0,185 0,289 0,084 0 0,750
Formazione 0,175 0,297 0,088 0 0,750
Georeferenziati 0,183 0,281 0,079 0 0,750
Materne 0,192 0,288 0,083 0 0,750
Medie 0,178 0,295 0,087 0 0,750
Mobilita' Aerea 0,187 0,291 0,084 0 0,750
Mobilita' Auto 0,196 0,273 0,075 0 0,750
Prefetture 0,164 0,271 0,073 0 0,750
Sanita' 0,177 0,289 0,084 0 0,750
Farmacie 0,176 0,293 0,086 0 0,750
Universita' 0,175 0,297 0,088 0 0,750
Sport 0,247 0,268 0,072 0 0,750
Superiori 0,178 0,294 0,086 0 0,750
Tempo Libero 0,164 0,227 0,051 0 0,750
Wellfare 0,189 0,286 0,082 0 0,750
New Accommodation 0,094 0,169 0,029 0 0,560
New Vetrina in Toscana 0,109 0,174 0,030 0 0,607
New musei 0,250 0,387 0,150 0 0,999

Table 26 - Average, standard deviation, variance, mimum and maximum of the Accuracy for
each dataset

In relation toAccuracy dataset that has a lower value of accuracy,ifhgiresents a
greater number of errors, is that related to theseums with amAccuracyequal to
0.250, while the dataset with fewer errors is time avith the new data relating to
Accomodationwith an average accuracy of 0.094. The most atewtataProperty are
Name City andProvince while, on the contrary, the fieRhoneis the less accurate.

New Musei New Accommodation
Media 0,250 Media 0,094
Errore standard 0,129 Errore standard 0,056
Mediana 0 Mediana 0,002
Moda 0 Moda 0
Deviazione standard 0,408 Deviazione standard 0,178
Varianza campionaria 0,166 Varianza campionaria 0,032
Curtosi -0,659 Curtosi 6,068
Asimmetria 1,148 Asimmetria 2,419
Intervallo 0,999 Intervallo 0,560
Minimo 0 Minimo 0

Massimo 0,999 Massimo 0,560
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Somma 2,498 Somma 0,938
Conteggio 10 Conteggio 10
Livello di confidenza(95,0%) 0,292 Livello di confidenza(95,0%) 0,127

Table 27 - Descriptive statistics of Accuracy distbution for data below to New Musei and New
Accommodation datasets

The following graphs shows th&ccuracydistributions for each DataProperty of the
two above mentioned datasets.

Accommodation
0,6
0,5
0,4
03 B New
Accommo
0,2 dation
0,1
O _‘V_I_'_l T T T T T T T 1

((\Ql &Q:"’% Q,Q (}6 (}% .Q(’Q, o(\@ <<’b ‘_}@/ @,b%
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Diagram 8 - Accuracy for each dataProperty of the Accommodation" dataset
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Diagram 9 - Accuracy for each dataProperty of the Musei" dataset

The following table, show th€onsistencyalue obtained, only for the four dataset
chosen, calculated both before and after the Quatiprovement phase.

Dataset Average Std dev Variance Min Max

Corrieri 0,200 0,350 0,123 0 1
Formazione 0,203 0,348 0,121 0 1
Universita 0,200 0,350 0,123 0 1
Mobilita aerea 0,208 0,346 0,119 0 1

After QI Phase

Corrieri 0 0 0 0 0
Formazione 0,010 0,022 0 0 0,071
Universita 0 0 0 0 0
Mobilita aerea 0,058 0,148 0,022 0 0,500

Table 28 - Consistency values before and after QI

As is possible to see from Table 28, the Qualitprovement Phase help to reduce the
Consistencyalue in most cases. In the following, descripttatistics for the datasets

FormazioneandMobilita aerea are shown.

The following diagram show the consistency valuaisudated for each attribute, both
before and after the application of the QI, foragatd-ormazioneandMobilita aerea
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Diagram 10 - Consistency distribution for dataPropeties of "Formazione", before and after QI
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Diagram 11 - Consistency distribution for dataPropeties of "Mobilita Aerea", before and after QI

6.4 Reconciliation evaluation

In this Section, a comparison between the two reitation methods presented in
Section 5.5, is provided, to see which allows tdawba greater number of better
reconciliated services, both at street level arstraet number level.

In fact, after being loading and indexing into RRBF store, a dataset may be connected
with the other, if their entities refer to the satriples; the term reconciliation refers to
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the process of verification and link RDF data thggresent the same object on two
different dataset, but which are not connected, usome inconsistencies in their
representation.

For the work of this thesis, we particularly focdsen interconnecting services to the
Street Guide and Rail Networkacroclass of the Km4City Ontology.

Table 29 shows the list of Open Data that werestegk until the writing time of this
thesis, but new ingestion processes dedicated lHer dDpen Data sets, are under
development (for more details see Section 7.1).

Name Format Name Format
Arte e cultura Csv | Strutture ricettive csv
Banche Csv | Strutture ricettive georeferenziate ChV
Corrieri espresso Csv | tempo libero CsV
Emergenze Csv | uffici vati csv
Enogastronomia Csv | ubiversita' e conservatori CsV
Farmacie Csv | visite guidate CSV
Imprese del Commercio Csv | welfare CsV
Infrastrutture aeree Csv| Accessi sportello suolabfioo e taxi  csv
Scuale dell'infanzia Csv | Delibere CsV
Scuola elementare Csv]  Arrivi turistici CSV
Scuola media Csv [ Ataf CsV
Scuola superiore Csv| Linee Tram kmg
Corsi di Lingue e di formazion Csv | Sinistri per via csv
Sport Csv | Veicoli circolanti csv
Previsioni meteo Csv | Vetrina toscana - botteghe csv
Salute e sanita' Csv| Strutture ricettive nuovo sidta csv
Servizi epr il trasporto su strac Csv | musei xml
Servizi vari Csv | POI dell'osservatorio dei trasport csv
Luoghi Freschi a Firenze Kmz [gate ZTL kmz
Punti vendita biglietti ATAF Kmz

Table 29 - Open Data already ingested

In order to compare the two reconciliation methaasplied, namely SPARQL
reconciliation and Silk reconciliation, a count m@conciliation triples has been first
made, created thanks to the two methods applied.

In Table 30 the results obtained in the differeARQL reconciliation steps, are
reported.

For the validation, a total amount of services/f®iof interest inserted into the
repository has been of 30.182 instances. AmongetHEx 185 have been reconciled at
street number-level, while the number of elemertomnciled at street-level has been
21.207.

Method No. hasAccess No. isIn Triple create1

Triple created



Architecture and Knowledge Modelling for Smart City R22

1* Reconciliation Step  Exact Search 5.639 8.349

2" Reconciliation Step Exact Search + Support Table 743 6.996

3% Reconciliation Step  Last Word Search 5.206 (some duplicates) 5.435

4" Reconciliation Step Google GeoCoding API 597 527
Total 13.185 (no duplicates) 21.20y

Table 30 - Results of all SPARQL reconciliation stes applied

In the collected data sets, an average of aboutlH9 are automatically connected
entities since they refer to perfectly consistections (i.e., perfect match in terms of
location, street and civic number) in the MIIC wihspect to the description reported in
the service data set. In the total of locationtes®tiingested, 5,75% of locations are
wrong and not reconcilable due to (i) the presesfcerong values for streets and/or
locations, (ii) the lack of a consistent referehoeation into the MIIC geographical

model.

Relating instead to the automatic reconciliationhwsilk, as a result of the tests, to
verify the best combination of variables for ea@tahce rule that it was decided to test,
in order to compare the results of the two recaatadn approaches analyzed, a work of
reverse engineering has been done, to assess howtripdes represent the result of a
manual verification and delete them.

An additional test requires that rules, taking iatount all the knowledge relating to
possible errors; ad-hoc rules have been creatednove accents, dots, unnecessary
words (i.e.location), and any other type of error detected, thanksiémual checking.
For this special rule, the lett&r(representing the word knowledge) has been adued i
the format name.

1,2

1

0,8
/.\ /7 == Precision

0,6

./ \./ —8—Recall

0,4 F1
0,2
O T T T T 1
Levensthein Dice Jaccard  Knowledge RDFStore
base

Diagram 12 - How Precision, Recall, F1 change whehe comparison function changing; rules
[cI50_100_50, ctd03_100_20, cth20_100_50, k_cl2001®%0]
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ethodad Pre 0 Reca
SPARQL —based reconciliation 1,00 0,69 0,820
SPARQL -based reconciliation + manual action 0,985 0,722 0,833
Link discovering — Leveisthein 0,927 0,508 0,656
Link discovering — Dice 0,968 0,674 0,794
Link discovering — Jaccard 1,000 0,472 0,642
Link discovering - Knowledge base + Leveisthein 0,925 0,714 0,806

Table 31 - Reconciliation comparison results

The obtained results are reported in Table 31. tAbk reports the results assessed in
terms of Precision, Recall and F1 score [Powerd,1R0in identifying the correct
entities to be reconciliated.

The first two lines refer to thBPARQLapproach, with and without manual intervention
as described in Section 5.5.1. The manual inteimenhas strongly improved the
Recall. On the other hand, tHePARQL approach is very time intensive for the
programmers since a set of specific queries have toroduced for each data set, to be
reconciled.

The second part of Table 31 reported the resuliseck to different implementations of
link discovering SILK based solutions, by using different string diseandi.e.,
LeveistheinDice, andJaccard, with the above mentioned (see Chapter 5.5.2)esl
for their parameters. Other distance models hawn so used without obtaining
significant results. The last link discovering d@n has been coded by using an
additional knowledge about all the specific stringsding problems as previously
reported.

These tests were repeated on data to which that@improvement process has been
applied: tests were carried out on a sample conapoivo datasets, chosen among the
27 services datasets provided by the Tuscany re@atasets involved are the same
previously used in other tests, in order to verifyQl affects rules to be applied for
reconciliation through links discovering approaghjfact it is necessary re-determine
the optimum combination of values for the thresholassociated with different
distances measure.

Method Precision Recall F1
Link discovering — Dice 0,968 0,674 0,794
Link discovering — Jaccard 1,000 0,472 0,642
Link discovering - Knowledge base + Leveisthein 0,925 0,714 0,806
Link discovering + QI — Dice 0,945 0,779 0,854
Link discovering + QI — Jaccard 1,000 0,588 0,740
Link discovering - Knowledge base + QI + Leveisthei 0,892 0,839 0,865

Table 32 - Precision, Recall and F1 comparison witand without QI
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Table 32 shows the values obtained in the new jtestt described, with the data
submitted to Quality Improvement, compared to thevipus tests without QI (first
three rows of the table) and with respective distameasurement of Dice, Jaccard and
Levensthein.

These values shown that, for each distance meagqpied to the dataset samples,
thanks to QI, an improvement in Recall and F1 iwmioled, which means that a higher
number of reconcilable services are reconciled, payed to a situation which uses a
dataset that has not been pre-processed by Ql.ghastherefore clear that the Quality
Improvement phase, assumes a greater importanegiseepositively affects the semi-
automatic reconciliation performed thanks to thedusnk discovering techniques.

Looking closely at the results obtained in thesssteit is possible to state that an
automated approach to reconciliation, done aft®ioeough analysis to see which is the
best distance function and the respective appkc#ieshold values, can replace the
SPARQL method, which instead requires a greatewladge of the input data, in order

to determine the ad-hoc queries that can be prdcesstain a reconciliation triple.

6.5 Triples loading assessment

As we have seen in Section 5.6, a way to chedkeifprocess consisting of Phase |, Il
and lll, i.e. the process from data ingestion ifgés mapping, is successful, concerns to
verify if all triples provided to OWLIM-SE, are pperly loaded on the triplestore. This
type of verification, also allows to identify usases not considered in the design phase
of the individual process steps.

In Table 33, it is possible to observe an extrddhe processManagetable following
the execution of the java validation and verifioatitool, also designed to perform the
triples counting in each file resulting from the ppang phase (Phase lIll). The analysis
showed that a percentage of 99,99% of triples amectly loading.

Process Triples TriplesValidation Difference
Accessi_sportello_suolo_pubblico e taxi c 246 246 0
Arrivi_turistici_csv 112 112 0
Arte_e_cultura_csv 44,785 44,785 0
Ataf csv 275 275 0
Banche csv 22.806 22.806 0
Corrieri_espresso_csv 676 676 0
Corsi_di_lingue_e Scuole_di_formazione c 909 909 0
Delibere csv 1.026 1.026 0
Emergenze_csv 9.416 9.416 0
Enogastronomia_csv 83.613 83.613 0
Farmacie_csv 27.679 27.679 0
Grafo_stradale Arezzo 4,911.197 4,911.197 0
Grafo_stradale Firenze 10.919.22¢ 10.919.22¢ 0
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Grafo_stradale Grosseto 5.871.753 5.871.753 0
Grafo_stradale Livorno 7.273.891 7.273.891 0
Grafo_stradale Lucca 9.786.001 9.786.001 0
Grafo_stradale Massa e Carrara 7.175.667 7.175.667 0
Grafo_stradale_Pisa 11.484.307 11.484.307 0
Grafo_stradale Pistoia 10.648.352 10.648.352 0
Grafo_stradale Prato 10.784.844 10.784.844 0
Grafo_stradale Siena 14.363.127 14.363.127 0
Imprese_del_commercio_csv 4.181 4,181 0
Infrastrutture _aeree csv 403 403 0
Musei_csv 8.930 8.930 0
Salute_e sanita_csv 14.860 14.860 0
Scuola_dell_infanzia_csv 6.952 6.952 0
Scuola_elementare_csv 4.332 4.332 0
Scuola_media_csv 1.506 1.506 0
Scuola_superiore_csv 2.374 2.374 0
Servizi_per_il_trasporto_su_strada_csv 2.594 2.594 0
Servizi_vari_csv 4.235 4.235 0
Sinistri_per_via_csv 55.027 55.027 0
Sport_in_Toscana_csv 16.420 16.420 0
Strutture_ricettive_con_georeferenziazione_csv 31.288 31.288 0
Strutture_ricettive2 csv 238.913 238.919 -6
Tempo_libero_csv 7.380 7.380 0
Uffici_vari_csv 6.086 6.086 0
Universita_e_conservatori_csv 559 559 0
Veicoli_circolanti_csv 280 280 0
Vetrina_Toscana_ristoranti_e botteghe csv 33.878 33.878 0
Visite _guidate csv 1.614 1.614 0
Welfare csv 7.897 7.897 0
Grafo Ferroviario 138.017 138.017 0

Table 33 - Triples counting (Validation Phase)

In fact, only triples, belonging to the second dataf accommodation facilities in all of
Tuscany §trutture_ricettive2_c9ywas not loaded. Following a manual analysislbf a
triples, has been possible to identify the reasoridiled loading, due in all six cases, to

triple created by Karma withndefinedvalue.

Below are the 6 identified triples, are reportdds ffact occurred because Karma does

not create triple if the cell corresponding to datide the databaseNJLL, otherwise,

if the cell is only empty, Karma creates a tripteng theundefinedvalue.

<http://www.disit.org/km4city/resource/4e0040ce7ele
<http://www.w3.0rg/2003/01/geo/wgs84_pos#lat>

"undefined"M<http://www.w3.0rg/2001/XMLSchema#floa

<http://www.disit.org/km4city/resource/4e0040ce7ele
<http://www.w3.0rg/2003/01/geo/wgs84_pos#long>

"undefined"M<http://www.w3.0rg/2001/XMLSchema#floa t>.

45481d03652e€19d49771>

t>.
45481d03652e19d49771>
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<http://www.disit.org/km4city/resource/8913e143e1a0 f7actb46937c59148eaf>
<http://www.w3.0rg/2003/01/geo/wgs84_pos#lat>
"undefined"M<http://www.w3.0rg/2001/XMLSchema#floa t>.
<http://www.disit.org/km4city/resource/8913e143ela0 f7acfb46937¢59148eaf>
<http://www.w3.0rg/2003/01/geo/wgs84_pos#long>
"undefined"M<http://www.w3.0rg/2001/XMLSchema#floa t>.
<http://www.disit.org/km4city/resource/fd6dc8e2ffla f3f7279ea7617f2bd38d>
<http://www.w3.0rg/2003/01/geo/wgs84_pos#long>
"undefined"M<http://www.w3.0rg/2001/XMLSchema#floa t>.
<http://www.disit.org/km4city/resource/fd6dc8e2ffla f3f7279ea7617f2bd38d>
<http://www.w3.0rg/2003/01/geo/wgs84_pos#lat>
"undefined"M<http://www.w3.0rg/2001/XMLSchema#floa t>.

Thanks to this discovery has been possible to éuaritmprove the ingestion phase, by
inserting an additional check on missing valuesrsure that the corresponding value
entered on HBase is alwal®JLL and not a blank cell.

6.6 Validation results

As seen in Section 5.6, a validation proceduredgiired to check if data, once inserted
inside the triplestore, after having been moldeddoordance with the created R2ZRML
models, are interpreted as wanted.

With regard to the second part of the data valihagirocess presented in Section 5.6, in
the following table, results achieved after thetanses number count of each class,
chosen to be validated, are presented, limited tergain context. As is possible to

verify in Table 34, counting of loaded instancesesponds to the number of instances
resulting from a triplestore interrogation, for ahtasets that do not belong to the
Tuscany region Street Graph.

1 Luoghi_freschi_a_Firenze_kmz.n3 km4c:FreshPlace 25 25

2 Grafo_stradale_Arezzo_cippo.n3 km4c:Milestone 48.2 1.248
3 Grafo_stradale_Arezzo_com.n3 km4c:Municipality 39 39

4 Grafo_stradale Arezzo_eleroad.n3 km4c:RoadElement  40.643 40.643
5 Grafo_stradale_Arezzo_entry.n3 km4c:Entry 174.597 174.597
6 Grafo_stradale Arezzo estesa.n3 km4c:AdminisgRibad  9.887 9.887
7 Grafo_stradale_Arezzo_giunz.n3 km4c:Node 32.741 32.741
8 Grafo_stradale Arezzo _manov.n3 km4c:Maneuver 51.44 1.445
9 Grafo_stradale_Arezzo_prov.n3 km4c:Province 1 1

10 Grafo_stradale_Arezzo_reg_acc.n3 km4c:EntryRule 21 21

11 Grafo_stradale Arezzo strnum.n3 km4c:StreetNumber 139.898 139.898
12 Grafo_stradale_Arezzo_topon.n3 km4c:Road 10.067 9.956
13 Grafo_stradale_Firenze_cippo.n3 km4c:Milestone 1.287 1.287
14  Grafo_stradale Firenze com.n3 kmd4c:Municipality 44 44

15 Grafo_stradale_Firenze_eleroad.n3 km4c:RoadElement 100.568 101.041
16 Grafo_stradale Firenze entry.n3 km4c:Entry 3H2.8 352.827
17 Grafo_stradale_Firenze_estesa.n3 km4c:AdministrativeRoac 27.584 17.889
18 Grafo_stradale_Firenze_giunz.n3 km4c:Node 81.022 48.759
19 Grafo_stradale Firenze manov.n3 km4c:Maneuver 4611 4611
20 Grafo_stradale_Firenze_prov.n3 km4c:Province 2 2

21 Grafo_stradale_Firenze_reg_acc.n3 km4c:EntryRule 16.049 17.667
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22  Grafo_stradale_Firenze_strnum.n3 km4c:Streetumb 347.340  347.340
23 Grafo_stradale_Firenze_topon.n3 km4c:Road 27.992 18.889
24 Grafo_stradale_Grosseto_cippo.n3 km4c:Milestone 1.702 1.702
25 Grafo_stradale_Grosseto_com.n3 km4c:Municipality 28 28

26 Grafo_stradale Grosseto_eleroad.n3 km4c:Roadfaiem 124.613 125.086
27 Grafo_stradale_Grosseto_entry.n3 km4c:Entry 106.249 106.249
28 Grafo_stradale_Grosseto_estesa.n3 km4c:AdnatistRoad 36.418 8.834
29 Grafo_stradale_Grosseto_giunz.n3 km4c:Node 100.193 19.171
30 Grafo_stradale_Grosseto_manov.n3 km4c:Maneuver 56 9 956
31 Grafo_stradale_Grosseto_prov.n3 km4c:Province 3 3

32 Grafo_stradale_Grosseto_reg_acc.n3 km4c:EnteyRul 0 0

33 Grafo_stradale Grosseto strnum.n3 km4c:StreetNumber 106.351 106.351
34 Grafo_stradale_Grosseto_topon.n3 km4c:Road 37.015 9.217
35 Grafo_stradale_Livorno_cippo.n3 km4c:Milestone 260 260
36 Grafo_stradale Livorno_com.n3 km4c:Municipality 20 20

37 Grafo_stradale_Livorno_eleroad.n3 km4c:RoadElement 151.406 151.925
38 Grafo_stradale Livorno_entry.n3 km4c:Entry 1755 141.575
39 Grafo_stradale_Livorno_estesa.n3 km4c:AdministrativeRoac 43.561 7.167
40 Grafo_stradale_Livorno_giunz.n3 km4c:Node 121.846 21.708
41 Grafo_stradale_Livorno_manov.n3 km4c:Maneuver 2.453 2.453
42  Grafo_stradale_Livorno_prov.n3 km4c:Province 4 4

43 Grafo_stradale_Livorno_reg_acc.n3 km4c:EntryRule 0 0

44  Grafo_stradale_Livorno_strnum.n3 km4c:StreetNeimb 134.456  134.456)
45 Grafo_stradale_Livorno_topon.n3 km4c:Road 44,182 7.458
46  Grafo_stradale_Lucca_cippo.n3 km4c:Milestone 253 253
47 Grafo_stradale_Lucca_com.n3 km4c:Municipality 35 35

48 Grafo_stradale Lucca_eleroad.n3 km4c:RoadElement 198.517 199.207
49 Grafo_stradale_Lucca_entry.n3 km4c:Entry 190.461 190.461
50 Grafo_stradale Lucca estesa.n3 km4c:AdminigeBbad 55.572 12.110
51 Grafo_stradale_Lucca_giunz.n3 km4c:Node 160.940 39.261
52 Grafo_stradale_Lucca_manov.n3 km4c:Maneuver 81.62 1.628
53 Grafo_stradale_Lucca_prov.n3 km4c:Province 5 5

54 Grafo_stradale_Lucca_reg_acc.n3 km4c:EntryRule 2 2

55 Grafo_stradale Lucca_strnum.n3 km4c:StreetNumber 188.890 188.890
56 Grafo_stradale Lucca_topon.n3 km4c:Road 56.317 12.503
57 Grafo_stradale_Massa_e_Carrara_cippo.n3 km4c:Milestone 589 589
58 Grafo_stradale Massa e Carrara_com.n3 km4c: Mpaiity 17 17

59 Grafo_stradale_Massa_e_Carrara_eleroad.n3 km4c:RoadElement 216.318  217.150
60 Grafo_stradale Massa e Carrara_entry.n3 kmd4g:Ent 54.381 54.381
61 Grafo_stradale_Massa e_Carrara_estesa.n3 km4c:AdministrativeRoac  62.294 6.803
62 Grafo_stradale Massa e Carrara_giunz.n3 km4e:Nod 175.932 15.162
63 Grafo_stradale Massa e Carrara_manov.n3 km4c:Maneuver 959 959
64 Grafo_stradale_Massa_e_Carrara_prov.n3 km4driemv 6 6

65 Grafo_stradale_Massa_e_Carrara_reg_acc.n3 km4c:EntryRule 0 0

66 Grafo_stradale_Massa_e_Carrara_strnum.n3 knndetBumber 54.713 54.713
67 Grafo_stradale_Massa_e_Carrara_topon.n3 km4c:Road 63.068 6.890
68 Grafo_stradale Pisa_cippo.n3 km4c:Milestone 874 874
69 Grafo_stradale_Pisa_com.n3 km4c:Municipality 39 39

70 Grafo_stradale Pisa_eleroad.n3 km4c:RoadElement 262.845 264.694
71 Grafo_stradale_Pisa_entry.n3 km4c:Entry 184.428 184.428
72 Grafo_stradale Pisa_estesa.n3 km4c:Administlabed 77.666 15.873
73 Grafo_stradale_Pisa_giunz.n3 km4c:Node 213.590 38.821
74 Grafo_stradale_Pisa_manov.n3 km4c:Maneuver 1.734 1.734
75 Grafo_stradale_Pisa_prov.n3 km4c:Province 7 7

76 Grafo_stradale_Pisa_reg_acc.n3 km4c:EntryRule 15 17

77 Grafo_stradale Pisa_strnum.n3 km4c:StreetNumber 184.319 184.319
78 Grafo_stradale_Pisa_topon.n3 km4c:Road 78.563 16.378
79 Grafo_stradale_Pistoia_cippo.n3 km4c:Milestone 216 216
80 Grafo_stradale Pistoia_com.n3 kmd4c:Municipality 22 22

81 Grafo_stradale_Pistoia_eleroad.n3 km4c:RoadElement 291.386  293.828
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82 Grafo_stradale Pistoia_entry.n3 km4c:Entry 123.4 121.473
83 Grafo_stradale_Pistoia_estesa.n3 km4c:AdministrativeRoac 83.520 6.096
84 Grafo_stradale Pistoia_giunz.n3 km4c:Node 236.929 23.969
85 Grafo_stradale_Pistoia_manov.n3 km4c:Maneuver 936 936
86 Grafo_stradale Pistoia_prov.n3 km4c:Province 8 8
87 Grafo_stradale Pistoia_reg_acc.n3 km4c:EntryRule 0 0
88 Grafo_stradale_Pistoia_strnum.n3 km4c:StreetNumb 120.200  120.200|
89 Grafo_stradale_Pistoia_topon.n3 km4c:Road 84.449 6.377
90 Grafo_stradale_Prato_cippo.n3 km4c:Milestone 46 46
91 Grafo_stradale Prato_com.n3 km4c:Municipality 7 7
92 Grafo_stradale_Prato_eleroad.n3 km4c:RoadElement 304.689 307.815]
93 Grafo_stradale_Prato_entry.n3 km4c:Entry 113.483 113.483
94 Grafo_stradale Prato _estesa.n3 km4c:Adminieglabad 87.583 4.387
95 Grafo_stradale_Prato_giunz.n3 km4c:Node 247.391 11.193
96 Grafo_stradale Prato_manov.n3 km4c:Maneuver 793 793
97 Grafo_stradale_Prato_prov.n3 km4c:Province 9 9
98 Grafo_stradale Prato reg acc.n3 km4c:EntryRule 6 2 26
99 Grafo_stradale_Prato_strnum.n3 km4c:StreetNumber 113.728 113.728
100 Grafo_stradale_Prato_topon.n3 km4c:Road 88.443 4.466
101 Grafo_stradale_Siena_cippo.n3 km4c:Milestone 1.398 1.398
102 Grafo_stradale_Siena_com.n3 km4c:Municipality 36 36
103 Grafo_stradale Siena eleroad.n3 km4c:RoadElement 389.711 393.887
104 Grafo_stradale_Siena_entry.n3 km4c:Entry 125.611125.611
105 Grafo_stradale Siena estesa.n3 km4c:AdministrativeRoac 132.979 46.019
106 Grafo_stradale Siena giunz.n3 km4c:Node 318.160 71.988
107 Grafo_stradale_Siena_manov.n3 km4c:Maneuver 1.659 1.659
108 Grafo_stradale_Siena_prov.n3 km4c:Province 10 10
109 Grafo_stradale_Siena_reg_acc.n3 km4c:EntryRule 21 21
110 Grafo_stradale Siena_strnum.n3 km4c:StreetNumber 8.312 118.312
111 Grafo_stradale_Siena_topon.n3 km4c:Road 132.921 46.833
112 Arte_e_cultura_csv.n3 km4c:Service 3.212 3.212
113 Banche csv.n3 km4c:Service 1.768 1.768
114 Corrieri_espresso_csv.n3 km4c:Service 51 51
115 Corsi_di_lingue_e_Scuole_di_formazione_csv.n3 km4c:Service 70 70
116 Emergenze_csv.n3 km4c:Service 688 688
117 Enogastronomia_csv.n3 km4c:Service 5.980 5.980
118 Farmacie csv.n3 km4c:Service 2131 2131
119 Imprese_del_commercio_csv.n3 km4c:Service 323 323
120 Infrastrutture_aeree_csv.n3 km4c:Service 29 29
121 Musei_csv.n3 km4c:Service 715 715
122 Salute_e sanita_csv.n3 km4c:Service 1.127 1.127
123 Scuola_dell_infanzia_csv.n3 km4c:Service 539 539
124 Scuola_elementare_csv.n3 km4c:Service 335 335
125 Scuola_media csv.n3 km4c:Service 116 116
126 Scuola_superiore_csv.n3 km4c:Service 183 183
127 Servizi_per_il_trasporto_su_strada_csv.n3 km4c:Service 196 196
128 Servizi_vari_csv.n3 km4c:Service 306 306
129 Sport_in_Toscana_csv.n3 km4c:Service 1.184 1.184
130 Strutture_ricettive2_csv.n3 km4c:Service 15.143 15.143
131 Strutture_ricettive_con_georeferenziazione_csv.n. km4c:Service 2.016 2.016
132 Tempo_libero_csv.n3 km4c:Service 564 564
133 Uffici_vari_csv.n3 km4c:Service 449 449
134 Universita_e_conservatori_csv.n3 km4c:Service 43 43
135 Vetrina_Toscana_ristoranti_e_botteghe_csv.n3  km4c:Service 2.260 2.260
136 Visite_guidate_csv.n3 km4c:Service 114 114
137 Welfare _csv.n3 km4c:Service 593 593
138 Accessi_sportello_suolo_pubblico_e_taxi_csv_statk®4c:StatisticalData 36 36
140 Arrivi_turistici_csv_stat.n3 km4c:StatisticalData 61 16
141 Ataf csv_stat.n3 km4c:StatisticalData 40 40
142 Delibere_csv_delibere.n3 km4c:Resolution 7.901 7.901




Architecture and Knowledge Modelling for Smart City ®229

143 Sinistri_per_via_csv_sinistri.n3 km4c:StatisticalData 7.861 7.861
144 Veicoli_circolanti_csv_stat.n3 km4c:StatisticalData 40 40

Table 34 - Counting of loaded instances (ValidatiofPhase)

Concerning to the Street Graph, it is instead resggdo distinguish three cases:
* The counting of loaded instances corresponds to nin@ber of instances
resulting from a triplestore interrogation;
* The counting of loaded instances is lower thamilmaber of instances resulting
from a triplestore interrogation;
* The counting of loaded instances is greater thathéonumber of instances
resulting from a triplestore interrogation.

An in-depth data analysis was then carried oubdyder to understand the reasons for the
differences found in the two counts.

As is possible to see from Table 34, almost albskts related tdlode Road and
AdministrativeRoadhave a higher count within the triplestore; tglain why this
happens, an example will be used. Consider theiftr@wf Florence and the ranks of
its Node. Within theNode file there are 48.759 different elements belondinghe
Province of Florence, which are correctly loadetb ithe repository, with context
<http://www.disit.org/km4city/GrafoStradale/Grafar&lale_Firenze> It is easy to
understand that there aR@adElemenshared by more than one province, i.e. they have
a starting node and ending node belonging to tiferdnt provinces. Then, within the
file relating toRoadElementthere are triples relative to nodes of other proes, to
which, however, being present in a file relatedhe province of Florence, OWLIM
also associate the context of the Province of Rlmge So, countinflodeinstances in
triplestore related context
<http://www.disit.org/km4city/GrafoStradale/Grafor&tale_Firenze, in reality, a
greater number of instances will be counted, coegpao those belonging to the
province of Florence.

As regards the case of a lower count inside tipdesiore, it is possible to observe from
Table 34 that this case is limited RmadElemenand EntryRuleinstances (this second
option affects only the province of Pisa). Than&sat further data analysis, it was
possible to verify thaRoadElemeninformation are slightly lower number within the
repository, compared to the loaded number due teriam present in triples. In fact, the
missingRoadElemenare inferred as instances of the EntryRule cldgsheo KM4City
Ontology, due to an incorrect R2ZRML model that gateean ObjectProperty triple with
swapped domain and range. Checking on misEimgyRule instead, has identified a
problem in data source, which was promptly commateid to the data supplier.

However, thanks to the validation phase has beasilpe to identify and correct the
problem and regenerate a new triplestore devoillexfe detected inconsistencies.
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6.7 Interconnection evaluation

In Section 5.6 has been also taken into analysesyérification of interconnections that
could be created between data, belonging to diftestatasets. In fact, to check whether
the data loaded into triplestore behave as expetied is, if the applied modeling
allows to interconnect the data as initially platin@ome ad-hoc SPARQL queries were
performed.

To better clarify the used methodology, some irsieageas in the ontology were chosen
as sample, for design the appropriate queries texkeuted, in order to verify which
interconnections has been correctly created.

In Table 35, the results obtained from the follogvquery, are shown:

SELECT distinct ?ser ?serAddress ?elat ?elong ?sTyp e ?sName 7?email
?note
WHERE {
?ser <http://[schema.org/name> ?name .
?ser <http://schema.org/streetAddress> ?serAddress
?ser km4c:has Access ?entry .
?entry geo:lat ?elat .
?entry geo:long ?elong .
?entry omgeo:nearby (43.7754868 11.2480146 “0.3mm”)
OPTIONAL {?ser skos:note ?note} .
OPTIONAL {?ser <http://schema.org/email> ?email} .

} LIMIT 200

SerAddre
Ser SS Elat Elong SName Email Note

"VIA "Phone
<http://www.disit.org/lkm4cit PANZANI "43.773981 "11.251067 "Giglio "info@ristorantegi additional:
y/resource/0f9f2f012684bad "Mxsd:stri 688334459" 621724776" Rosso"Mxsd:stri gliorosso.com"xs 055211795""
36e5a84676843753> ng Mxsd:float  ~xsd:float ng d:string ~xsd:string

"VIA "Rostorante "Phone
<http://www.disit.org/lkmdcit PANZANI "43.773981 "11.251067 Giglio "info@ristorantegi additional:
y/resource/4d2f8a71134d0el'Mxsd:stri 688334459" 621724776" Rosso"“xsd:stri gliorosso.com"xs 055211795"
6d32d9cc71c3efd7f> ng Mxsd:float  xsd:float ng d:string "xsd:string

"VIA
<http://www.disit.org/lkm4cit FIUME"  "43.777097 "11.250142 "info.flo@albaniho
y/resource/0d993404ch2427¢xsd:strin  08015724"~ 322350097" "ALBANI""xsd tels.com"Mxsd:stri
43230bdd27166¢c293> g "xsd:float  "“xsd:float :string ng

"VIA

<http://www.disit.org/lkm4cit FIUME""  "43.776905 "11.250264
ylresource/25d7445b5daf76 ~xsd:strin  611527056" 056781193" "JOLY"Mxsd:stri "info@hoteljoly.it"
afd7697b0e826fd99> g Mxsd:float “xsd:float ng Mxsd:string

"VIA
<http://www.disit.org/lkm4cit FIUME"* "43.776905 "11.250264
ylresource/3a54ff1082a4e4cIxsd:strin  611527056" 056781193" "LOMBARDI"™  "hotel.lombardi@d

7f699873c67e€652f> g Mxsd:float  xsd:float  xsd:string ada.it"\xsd:string
"VIA "general
<http://www.disit.org/lkm4cit NAZION  "43.776427 "11.250788 information:

y/resource/fb98cd2d2dca58 ALE"xs 111549665" 174287324" "VANESSA"“x "weidan.zhu@yahc (FIRENZE)""
c61db740707194d8e> d:string Mxsd:float  xsd:float  sd:string 0.it"Mxsd:string ~xsd:string
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"VIA
<http://www.disit.org/lkm4cit FIUME" "43.777639 "11.249794
ylresource/1f12ac7183f600af'xsd:strin  62999515"" 558517685" "CELLINI""xsd
e9dfb8716cabc244> g xsd:float  “xsd:float :string
"VIA
<http://www.disit.org/lkm4cit FIUME"" "43.777639 "11.249794
ylresource/2286d21129872: ~xsd:strin  62999515"" 558517685" "DESIREE"Mxs ‘“info@desireehotel
c25969f9aeea58355> g ~xsd:float  ~xsd:float d:string .com"xsd:string
"VIA
<http://www.disit.org/lkm4cit FIUME" "43.777639 "11.249794
ylresource/4bdb2a00e2eaa54xsd:strin  62999515"" 558517685" "SERENA"“xsd "info@albergosere
c3224ece0f14a81e5> g xsd:float  “xsd:float :string na.it"xsd:string
"VIA "Phone
<http://www.disit.org/km4cit FIUME" "43.777639 "11.249794 additional:
ylresource/5492c0ab37dect ~xsd:strin 62999515 558517685" "FIORITA"Mxsd "info@hotelfiorita. 0552654376"
ab90bc73896a6b5e3> g “xsd:float  "xsd:float :string com"Mxsd:string  ~'xsd:string
"VIA
<http://www.disit.orglkmécit FIUME"  "43.777560 "11.249684
y/resource/537e38ed969b402xsd:strin  768127806" 427529154" "ERINA"xsd:st "info@hotelerina.it
5f7d33f06dfc280d5> g Mxsd:float  xsd:float ring "Mxsd:string
"VIA "SOGGIORNO_|
<http://www.disit.org/km4cit FIUME" "43.777560 "11.249684 SABELLA_DE'_ ‘"info@isabelladem
ylresource/5d4a001e753d2: ~xsd:strin  768127806" 427529154" MEDICI"Mxsd:s edici.com"xsd:str
9e255024449173b9f> g Mxsd:float “xsd:float tring ing
"VIA
<http://www.disit.org/lkm4cit FIUME" "43.777560 "11.249684 "info@hotelducada
y/resource/66118578e01eld6xsd:strin  768127806" 427529154" "DUCA_D'AOS osta.eu"Mxsd:strin
1al1d56b2753e6682f> g Mxsd:float  Mxsd:float TA"“xsd:string g
"VIA
<http://www.disit.org/lkm4cit FIUME" "43.777560 "11.249684
ylresource/ch16944181be9t ~xsd:strin  768127806" 427529154" "STELLA_MAR ‘info@hotelstellam
5c8a9848f88adbe5f> g Mxsd:float  “xsd:float  Y"Mxsd:string  ary.it"xsd:string
"VIA
<http://www.disit.org/lkmdcit FIUME"* "43.777560 "11.249684 "STEFANIA_IN "stefaniarooms@g
ylresource/eb438ed6ea3fdlarxsd:strin  768127806" 427529154" TERNATIONAL mail.com"Mxsd:str
74168c10b96898a75> g Mxsd:float  “xsd:float  "“xsd:string ing
"PIAZZA
<http://www.disit.org/lkm4cit STAZION "43.776904 "11.249425
ylresource/76a2a0aeeOaed4E"Mxsd:st 122144011" 264354052" "BENETTON"M
31ee79039bca7be66> ring Mxsd:float  “xsd:float  xsd:string
"VIA L.
<http://www.disit.org/km4cit ALAMAN "43.777098 "11.245715
ylresource/ae05adeel7e6dt NI"Mxsd: 642136679" 701172763" "DELLE_NAZI  "hotel@dellenazior
bd5a20a0da399f1c5> string Mxsd:float  “xsd:float ONI""xsd:string i.it"xsd:string
"VIA
<http://www.disit.orglkmdcit FIUME"  "43.777214 "11.249910 "LE_CAMERE_
y/resource/948840eb339c306xsd:strin  18537643"" 625277709" DEI_CONTI"™x "info@cameredeic
a37d03c98003419d0> g ~xsd:float ~ ~xsd:float sd:string onti.it"xsd:string
"VIA
<http://www.disit.org/lkm4cit FIUME" "43.777214 "11.249910
ylresource/98af424826a4a3 ~xsd:strin  18537643"" 625277709" "BERKLEYS"™
78af464b7119a0426> g "xsd:float  "xsd:float xsd:string
"VIA
<http://www.disit.org/lkm4cit FIUME"" "43.777214 "11.249910 "info@hotelangelic
y/resource/b20b67c9f11d6d8*xsd:strin  18537643"" 625277709" "ANGELICA"™  afirenze.com"Mxsd
6e740c43bfe9a9626> g "xsd:float ~ "“xsd:float xsd:string :string
"VIA
<http://www.disit.org/lkmécit FIUME" "43.777214 "11.249910
ylresource/c3fef7434a651cs ~xsd:strin - 18537643"" 625277709" "BEATRICE"x “info@hotelbeatric
476b17246051921e> g "xsd:float  “xsd:float sd:string e.it"Mxsd:string
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"PIAZZA "Ristorante "Phone
<http://lwww.disit.org/lkmdcit STAZION "43.775493 "11.247003 Lounge Bar "operativo@lowcos additional:
ylresource/22387a008b66a4E"\xsd:st 22296133"" 758283871" Deanna"xsd:str tparking.it"xsd:st 0552647063"
7fa7b9fa5e99e3chd> ring xsd:float  ~xsd:float ing ring Mxsd:string
"VIA "SUORE_OBLA
<http://www.disit.orglkm4cit NAZION  "43.776484 "11.251082 TE_DELLO_SPI
ylresource/87621575f80b535ALE"Mxs  340076195" 324180519" RITO_SANTO"*
591bcd74085297b93> d:string Mxsd:float  ~xsd:float  “xsd:string
"VIA "ISTITUTO_SU
<http://www.disit.org/lkmdcit NAZION "43.776484 "11.251082 ORE_OBLATE_
ylresource/fcc15183d8f456: ALE"xs 340076195" 324180519" SPIRITO_SANT
54a6fc669d296217> d:string Mxsd:float  xsd:float O"xsd:string

Table 35 - Results of a Validation query

This results show that the services reconciliati@s successful, and the application of
this method on samples taken from ontology areaslgnaffected by the reconciliation
process, allows to find a confirmation that thegesses involved have been carried out

properly.

6.8 Volume measure

In the field of Big Data, the data volume is a kegue to be considered, so in this
section, some measurements on triplestore size pegfermed.

Analyzing the percentage occupied by each macmcthe results presented in Table
36 can be obtained.

Static Reconciliation Real Time Triples Totalon 1.5
Macro Class Triples Triples Loaded months
Administration 2.431 0 -- 2.431
Metadata of
DataSets 416 0 -- 416
Point of Interest|
(35.273 PQls in
Tuscany) 471.657 34.392 -- 506.049
Street-guide (in
Tuscany) 68.985.026 0 -- 68.985.026

135.952 per line per day, :

Local Public to be filtered, read every (static) 646.79
Transport (<5 30 s, they respond in
lines of FI) 644.405 2.385| minutes

Sensors (<201
road sensors, 6
scheduled every

102 per sensor per read,
every 2 hours, they are

two hours) -- 4.240| very slow in responding
Parking (<44
parkings, 12 7.920 per park per day, 3

scheduled every
30min)

1.240

read per hour, they
respond in seconds

Meto (286

185 per location per

51.111.079




Architecture and Knowledge Modelling for Smart City 233
municipalities, update, 1-2 updates per

all scheduled day

every 6 hours)

Temporal

events, time

stamp -- -- | 6 for each event

Total 70.103.935 42.257 122.966.897

Table 36 - Tiple counting for each macroclasses

The triplestore currently contains about 123 mlliviples, the larger part of which
belonging to the Street Guide, which representb#u&bone of the entire system.

The monthly growth of the triplestore was also mate, taking into account the
following assumptions:

Sometimes road sensors are not working at full @apdaor counting monthly
triples only 8 sensors were considered, each oflwproducing an average of 7
measurements each day (at full capacity each seasgoroduce more than 200
measurements);

Weather forecast sometimes have been updated oob/a day, so to calculate
the monthly triples amount, only 1,5 updating foday per municipality (285
municipalities in all Tuscany Region), have beddarginto account;

The AVM systems are installed in most of the ATA&sHines, covering the
metropolitan area of Florence; considering thatt dérthe acquired data by
AVM systems are Private Data of ATAF, and that somes the system
responds slowly, the monthly triples calculatiors lh@en made only on a single
ATAF line, for which the AVM system provides an axge of 15 measurements
per day;

Car Park data is the most stable among all rea-titata acquired from the
system, so, for this reason, 8 car parks operatingst at full capacity have
been considered to calculate the monthly triplesoay each of which
producing an average of 128 measurements per (@aié/every 12 minutes).

The triples amount per month obtained, thanks i® desumptions, corresponds to the

values reported in Table 37.

#items #measurements Triples per

Daily

Montly

measurement Triples

Triples

Car Park 84 86.016 2.616.340
Weather Forecast 285 1,5 217 92.767,5 2821.678,125
AVM system 1 15 44.693,5 670.402,5 20.391.409|38
Road Sensor 6 7 120 5040 153.300
854.226  25.982.707,p

Table 37 - Monthly growth for Real Time triples
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So the triplestore, would have a monthly growthabieast 25 million triples, a very
high value. It is therefore evident that Real Tidaa require a strategy to avoid that the
repository may grow too quickly and will arrive anshort time to collapse the system.
In fact, a time window of one month was chosera @agriod for which Real Time data
are maintained within the front-end triplestoreg ap to 2 times a month, the triplestore
is re-generated by selecting the real-time datahef last few days, thanks to the
appropriate tools presented In Section 5.4, whitbwa to regenerate triplestore
indices. Then, this strategy allows to keep thpldstore size approximately to 96
million triples, and, if necessary, it is alwaysspible to retrieve historical data of each
Real Time measurement recorded.

6.9 Time response evaluation

The different components of the system architectueze deployed on 11 virtual
machines (VM), each equipped with 12GB RAM and atell Xeon X5690@3.47Gz
CPU, running Ubuntu 14.04 distribution or WinSe2@08.
During the development of the system, particuléerdion was paid to identifying the
right scheduling time of the different Real Timegesses; in fact, occasionally some
road sensors employ a very long time to providem@swer, and leave process running
to wait for data, is not a good solution, becauseodcupies system resources
unnecessarily. It was therefore necessary to irsdime-out period for such more
problematic processes, beyond which the problenmaticess is killed by the process
scheduler and rescheduled after a few minutes. kEham this technique, a more
balanced and reliable system has been obtainedhich a part of the resources is
always available (consequently avoiding deadloc&syl in which the following Real
Time processes are always scheduled:

e All parking sensors are scheduled every 30 min{it2grocesses);

* Road sensors, currently limited to Florence, Emp&lezzo and Piombino, are
scheduled every 6 hours (catalogs from 25 to @&mfi3 to 23 and catalogs 3
and 4);

« AVM sensors on all 5 lines currently available, acheduled at intervals of 10
minutes;

» All 286 weather processes are scheduled with aratipe interval of 6 hours.

In order to evaluate the performance of Ingestinod Mapping phases (Phase | and
Phase Il in Figure 25), in the following table taaelating to execution time of each
process, were collected.

Ingestion Mapping
Dataset Execution Time Execution Time
Previ_Firenze 4 5
Previ_Firenze 6 32
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Previ_Buti 7 9
Previ_Buti 2 2
Previ_Bucine 4 4
Previ_Bucine 4 4
AVM_L4 30 4
AVM_ L4 25 4
AVM_ L4 19 5
AVM_L6 202 22
AVM_L6 256 25
AVM_L6 273 21
Parcheggiol6: 9 17
Parcheggiol61 17 17
Parcheggiol6. 11 11
Parcheggio162 9 13
Sensori43 1124 3
Sensori43 185 2
Sensoril3 25 22
Sensoril3 11 9

Table 38 - Ingestion and Mapping execution time (iseconds)

As can be seen from the values in the table abmvegverage, the processes do not
employ more than ten seconds to run, especiallgethielating to the Mapping phase.

However, as regards the Ingestion phase, it isilpest® observe how a single sensor,

the number 43 for example, during two differentdisampled, responded with time

very different, which in the first case exceedi@yninutes.

Finally, always regarding the Indexing phase, iheetneeded to create a triplestore,
containing only all static data, with OWLIM-SE, about 8 hours. These long time is
mainly due to inference that the same OWLIM perf®on read data, and to the indices
creation. To use a different RDF database managesystems, could be a solution that
can help to save time during this step; but eaffierdint triplestore applies a different
type of inference on data, and then a considerabi@tion on creating time, could
mean a minimized amount of data infers, that limemefits of data interconnection.
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Chapter 7

7. Conclusions

The research and development work, that has alldavedild the entire architecture for
enrichment, interconnection and exploitation ofadgpresented in this thesis, has
involved more people of the DISIT lab, the DisttbbuData Intelligence and
Technologies Lab, of the University of Florence.thifi the scenario presented, | have
personally dealt with the Km4City Ontology studydaealization, presented in Chapter
4, supported by the experience of Prof. Nesi and. BBellini. | also personally
developed the tool used during the Data Validagibase (Section 5.6), and all RZRML
models, used instead in the Mapping phase (Seét®n In relation to the Ingestion
phase, instead, | have personally dealt with tha geestion of th&treet Guide and
Rail Network macroclass, and | provided support during SPARQtomeiliation
(Section 5.5.1).

This dissertation formalizes an ontology which aibes semantically interconnect

information from different sources within a city.nd derived ontology has been
obtained by means of an incremental process peefbranalyzing, integrating and

validating each added data set. Thus the resuitimiglogy is a strong generalization of
a large set of data modeling problems. Considettiegamount of data produced each
day within a city, and more specifically in the Baad use case, we can place the
research project in the field of Big Data.

In this scenario, the KM4City Ontology has proverbe a powerful modeling language
that has allowed to relate classes, propertiesoatological instances, thus creating a
repository exploited for the construction of newankced services, directed to the
citizen.

Our model is capable of storing information aboké tcity such as data on the
population, accidents, flooding, votes, adminigbrad, location of point of interests

(including museums, tourism attractions, restagtashops, hotels), ambient data,
weather status and forecast, data coming from niplahd transport such as those
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created by ITS, for bus management, and solutionsmianaging parking areas, car
flow, accesses on RTZ.

The research projecbnducted in this context, has also allowed todbailsystem for
the ingestion of public and private data for snaést with related aspects as road graph,
services available on the roads, traffic sensarsTtis architecture includes both open
data from public administration and private datancw from transport systems
integrated mangers, thus addressing and providagtime data of transport system,
i.e., the busses, parking, traffic flows, etc. Be tealized system allows managing large
volumes of data coming from a variety of sourcessatering both static and dynamic
data. This data is then mapped to the km4City @gipobnd stored into an RDF-Store
where this data are available for applications SRARQL queries to provide new
services to the users. In addition, a thoroughfieation and validation process
performed, allowed us to identify the set of trgpte: (i) improve and enrich the model,
and (ii) perform the corrections. Thus improvingl@mabling the deductive capabilities
of the final model. Finally, the proposed architeetalso provides a visualization and
exploration tool to explore the data availablehe RDF-Store.

In particular, this thesis address the problemetéding how the different data can be
interconnected to maximize the value, which cannthee obtained from their
exploitation. A particular effort is dedicated t@signing a robust and performing
architecture for the automatic ingestion and magpindata.

In addition, on| Section 5.5, the comparison betwé&®n possible reconciliation
approaches has been addressed in detail: the medoatssessment and comparison has
produced a clear results demonstrating that the dpesity of results are obtained by
using the approach based on SPARQL queries plue soanual actions. Also the
simple usage of SPARQL queries resulted to be toettiked with respect to the SILK
based link discovering. On the other hand, theingibf link discovering algorithms
resulted to be much simpler and faster that peiftggna set of specific SPARQL
gueries. Moreover, the Quality Improvement process also allowed to further
improve the Silk reconciliation results, thus reidgcthe difference between the two
approaches.

The experience gained from the study of literamd from the trial conducted in the
city of Florence, has allowed to assess the agto&ntial of the ontology for the
construction of complex architectures, highlightthgir suitability in building systems
with a high degree of interoperability, maintain@piand evolvability.

The creation of applications that exploit the refmrg created, has made evident some
criticalities. In particular, it highlighted the da of maturity of the ontological
repositories, that today can not compete in terinstability with the more traditional
platforms for relational databases, which are, haweof little use having to work with
large volumes of data. It's perfectly reasonablexpect, however, that these problems
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will be overcome in the near future by the normadletion of technology and for the
moment can be mitigated through the use of teclesiqgauch as the periodic
regeneration of the indices proposed in Section 5.4

Regarding the Completeness, it seems to be welkaded by all the analyzed datasets.
Moreover we noticed that there is only one casehich this value is less than 79%.
The Accuracy dimension, instead, exceeds 20% oml2 of the 27 datasets analyzed.
The Consistency values, but also other assessmede on data before and after the
application of quality improvement phase, show ttias process allows to obtain
considerable improvements on data, both in ternggiafity and quantity of information
that is then possible to exploit.

Thanks to the analysis of ingested datasets, ihe 80 measure their quality, it was
possible to provide suggestions to data providgmswing them how to intervene on
their Public or Private Data, in order to improveality; this service can be also
provided by the DISIT Lab, thanks to the Qualityphmvement processes realized
within the architecture (Section 5.2).

Furthermore, the architecture built should enabk use of data by PA and SME, to
realize new services to be provided to citizenss itherefore important to be able to
improve the architecture, where it has showed smim@r problems. For this purpose,
the Ingestion phase will be enriched with new datigsthat make it interesting their
interconnection with data already existing insidee ttriplestore; the Quality
improvement phase, instead , will be improved tatikthe errors that has not been
able to correct, which represent the first new sdsebe treated, in order to obtain a
greater number of triples from the ingested datze Tink Discovery Reconciliation
method has shown good results, so we will try ttomate this stage, as much as
possible; with regard to data Validatidhis phase has demonstrated its importance as it
allowed us to detect errors within the createdesiore, which were easily resolvé&ahn
the other hand, however, relating to validationrehis still some work to be done,
because this phase has not been carried out omgakted datasets, in addition,
according to the findings in Section 6.6, in raatto the counts, a more reliable method
must be developed for the desired verification, éd@ample more context for each
province could have been included inside triplestoespectively, related to the each
individual classes of the Street Graph.

Concluding this data analysis project, the missamu objectives, as stated in the
introduction chapters of this dissertation, areoawgglished, and a more complex
extension of the conducted research could condenta the development of new
innovative services, as explained in the followireurthermore, the methodology
devised in this dissertation provides an adequasisiio extend the research in many
possible directions regarding the various phaséseoproposed architecture.
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7.1 Future works

Future works comprehend the prosecution of reseamctne Km4City Ontology: other
OpenData sets will be integrated to the currentlogly, which as a result will be
further expanded and enhanced to host the new edatasd the new data
interconnections, that can be created.

The next step, already in development, will be dentify famous names, points of
interest, locality names that can be linked to otteta set as DBpedia3 or GeoNames4
according to a Linked Open Data model, thanks t® dlgorithms.

Another interesting topic that shall be addressmahsconcerns the search for a new
RDF management system that allows to handle latgentgies of triples effectively
(Big Data oriented RDF), and to solve problems entered, in this dissertation,
working with OWLIM-SE or at least to make them l@suential on the entire realized
system. In fact, thanks to the research work dorteese PhD, it was possible to verify
that the triplestore RDF, do not scale very welhdy reach an excessive size.

Furthermore, at the moment, the issue of long t=ding time on OWLIM-SE has
been bypassed creating a backup triplestore alreadiaining all the static part of
triples generated. If necessary, this backup isl @sea base for the indies regeneration
process, allowing to complete this operation ireg/\short time.

However, once the problems related to triplesto=Rwill be resolved, additional
investments can be done in the direction of desgmew innovative services to the
citizens of Florence and Tuscany; in fact, the iéckure has been designed to allow
the exploitation of triplestore by third parties.

For example, a new service created could follow SkeviceMap style, improving its
performance and increasing its available functitieal The new service could be
organized in tabs, each of which allows to idenéfgpecific use case addressed: we
imagine a tab dedicated to mobility, in which ipisssible to calculate the interest route,
based on the detected position and the indicatstindéion; the system will list the
identified solutions based on an increasing trawveé. Logged in users can also save
their preferences in relation to the various usesamplemented by the new system.

Finally, this dissertation is intended to be a stus for PA and SME to contribute to
the creation of more semantically interoperableadaind to create new innovative
services that improve the citizen quality of life.
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Appendix A

To complete the project, many software have beed,usmost of which are Open
Source. Each software presented in the followirgjizes, has been used in a specific
phase of the work, which will be specified withiach description.

A.1 Pentaho Kettle

To processing the input data from the differentreesi listed in Chapter 3, a software
ETL (Extract Transform and Load) has been used, bectnes volume of data to be
processed is very high, but the operations to h#ieap are, for the most part, very
common and of acceptable difficulty (string mangiidn, joining tables, file splitting,
filtering rows, format conversions, etc.). In faas, the name suggests, an ETL software,
mainly extract data from multiple sources, procgdeem through a chain of
transformations, and finally perform the data logdivithin a data structure selected.
After a thorough anlysis carried out on the mainLESbftware that is CloverETL,
Pentaho Kettle Data Integration and Talend Opemli&fuhe choice fell on Pentaho
Kettle.
In detail, some Pentaho Kettle characteristicshbat influenced the choice are:
e Its wide spectrum of possible input sources angututormats (CSV, JSON,
Shapefile, KML, relational databases, NoSQL Datsgbatc.)
» Its ability to export the transformations and exedhem in batch mode using a
scheduler.
* Its aility of manipulating transformations injeajimative Java (or Javascript)
code directly to them, in order to fully customthe results.
e The high number of users that animate the Ketb&bne community and its
extensive documentation available on the web.

Kettle has two working modes: via its GUI (the pss is calle®poon and through the
terminal, via an executable callétitchen Thanks to the graphical interface it is
possible to define the two main Kettle componethigt, is, TransformationandJobs A
transformation is the core element of the softwdin@t allows to define the main
processing operations on data stream. A Job igadsa transformations sequence,
thanks to which is possible to define in detaik thperations flow to be carried out.
Thanks to alJob is possible to define sequence of operationsalleism between
operations, loops, exception handling, etc. whilhwransformationthis can not be
done.
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Through the graphical interface boffransformationsand Jobs can be performed:
Kettle provides also several tools for analysis &mghing, to check in detail the
implementation of operations and to take actionase of errorsTransformationsand
Jobssaved in the specific Kettle format, may be penfed later also via command line:
it is in fact possible to schedule various processed to execute them automatically
without a user that interacts with the program.

A.1.1 Error Handling Kettle

Pentaho Kettle has an interesting integrated moale error handling, within
Transformations In many figures of Chapter 5.1 is indeed possiblesee some red
dashed lines connecting steps: these links areadeti only if the step, from which the
red dashed line originates, generates an errothigncase, all steps defined in error
handling branch, will be performed.

It is also possible to generate information abbetftelds, once embarked on the branch
of error handling. To activate error handling, siymset as in Figure 113, the
corresponding properties.

Error handling stepname

Targetstep raple output v

Enable the error handling? @
Nr of errors fieldname |[q,
Error descriptions fieldname |gac.r
Error fields fieldname
Error codes fieldname | ,de

Max nr errors allowed

Max % errors allowed (empty=10

e 6 6 6 6 o o

Min nr of rows to read before doin

Figure 113 - Kettle error handling

All Transformationslefined for this project, generate the followingds:
e Number of errors: that indicates the number of errors generatethguhe step
execution;
e Error description : extended description of the error type;
e Error codes: error ID code.

In addition, eachrransformationperforms two in the branch of error handling, i.e.
output Tableand Insert/update The first step adds a row to the MySQL tabteors,
which contains an errors log, which is made up withfollowing columns:
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e Process it identifies the process name; its possible e@slare those contained in
the columrprocessof theProcessManagetable;

e Section it can beA, B or C, depending on which part of the process has
generated the error;

e Time: field that has a default value, that is the titaeg generated biylySQL,
which is added when Kettle generates the error line

e Code itis the error code;

e Number: the number of errors occurs;

e Description: a brief error description.

Moreover, theinsert/updatestep updated tgesthe error field of thd°>rocessManager
table, within the row which has the process idetiéqual tqprocessNamealue.

This error handling has proven to be very usefubmvdebugging, because it allows to
keep track of errors occur, with detailed inforroatdirectly provided from Kettle.

A2 QGIS

Quantum GISis an Open Source software Geographical Informa8gstems (GIS)
which allows to acquire, manipulate and displaypinfation on geo-localized data. This
software has a good graphical interface and a adwanced set of executables for its
main functionality, recallable via command line. I3Gwithin the project, has been
used to unify the geographic projection system,rgut data coming from different
sources. In fact, most of the data belonging toStneet Guidaes encoded according to
the standardsauss-Boaggcode EPSG 3003, also called Monte Mario). To dte,
mainly used coordinate system, e.g. from servicet &s GPS satellite navigation or
online maps providers such as OpenStreetMap or IBosgtheWGS84( code EPSG
4326). In the specific QGIS has been used for timversion of data from the system to
the Gauss-Boaga WGS84, but also to convert theipteulEhapefiles available in
KML, due to the fact that the version B&ntahoKettle used, does not accept this data
format as input.

A3  KARMA Data Integration

Karma is a software developed by a team from thvedsity of Southern California,
which allows to map in a semi-automatic way, dabanffiles or relational databases, in
RDF. It is a recently developed software releasedeuthe Apache 2.0 license, and it
can be used in two different ways: as a web appmicarun through the platform
Apache Tomcabr from the command line to generate RDF tripine.

The typical Karma workflow, includes to define, dogh web application, a data
mapping on the respective classes and propertiendierg to ontologies preloaded.
After the mapping, a model must be exported, asghaissible formats are the R2ZRML
Model or the Service Model. For the project of ttissertation, the R2ZRML model has
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been used, which is defined by the W3C as "a lagguar expressing customized
mappings from relational databases to RDF datas&t®r the R2ZRML model has been
created, it can be used to generate triple in batode, starting from a relational
database; so the intervention of a user becomeslatbs and the process can be
launched by other software as the just seen Peiitatiie.

A4 OpenRDF Sesame

Sesame is an open source framework for creatinggaedying RDF repository. It
allows to save persistent RDF database (also catiptestores) locally in memory, on
disk, or remotely on a server. Sesame can be usesdvieral ways: through the web
interface (implemented as an application runningflomcat Web Server) through an
application, like a console to be launched throtlgh terminal, or through Java API.
Sesame in fact makes available to developers thett#e® can be used by any Java
application, which allows to fully customize thesusf the framework. In all cases listed
above, is possible to access to another very irapbrteature of sesame: quering
triplestore through SPARQL language.

A5 OWLIM

OWLIM is a family of management systems for RDF aatit database; it is typically
used as a plugin to add Sesame important chastatsriabout the knowledge
management. Using OWLIM as semantic repositoryaat, new knowledge about the
data can be generated through the inference proekssd to the first-order logic. In
addition, OWLIM is developed to achieve maximumlabaity even in the presence of
significant amounts of data and therefore allowse#ignt performance in loading and in
evaluation of the query.

The OWLIM version used in the project, has beeaastd to DISIT Lab under license,
and it presents tools for geo-spatial queries,cfeating indexes for full-text research
and many other features that increase the usabiilyspeed-up the software.

A6 Hadoop

Hadoop [Hadoop Apache Project] is a framework that allonvanaging distributed
processing of big data across clusters of computgrgy simple programming models.
It is designed to scale up from single servershtusands of machines, each of them
offering local computation and storage. The Hadblofary is designed to detect and
handle failures at the application layer, so deingea highly-available service on top of
a cluster of computers, each of which may be ptorfailures. Hadoop was inspired
from Google's Map-Reduce and Google File Systen$,&hRd in practical it has been
realized to be adopted in a wide range of casedobfais designed to scan large data
set to produce results through a distributed arghliyi scalable batch processing
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systems. Hadoop is composed of the Hadoop Distribué System, HDFS, and of the
programming paradigm Map-Reduce [Karloff, Suri afbsilvitskii, 2010]; thus, it is
capable to exploit the redundancy built into theiemment. The programming model
is capable to detect failures and solve them auioally by running specific programs
on various servers in the cluster. In fact, redaeglaprovides fault tolerance and
capability to self-healing of the Hadoop ClusteDF§ allows applications to be run
across multiple servers, which have usually a sgtexpensive internal disk drives; the
possibility of the usage of common hardware is la@oadvantage of Hadoop. A similar
and interesting solution is HadoopDB, proposed bgr@up of researchers at Yale.
HadoopDB was conceived with the idea of creatinylarid system that combines the
main features of two technological solutions: dataflatabases in performance and
efficiency, and Map-Reduce-based system for sdalghbault tolerance, and flexibility.
The basic idea behind HadoopDB is to use Map-Redscthe communication layer
above multiple nodes running single-node DBMS insts. Queries are expressed in
SQL and then translated into Map-Reduce. In pddicuhe solution implemented
involves the use of PostgreSQL as database layeipdp as communication layer, and
Hive as the translation layer [Abouzeid et al., 2100

A7 HBASE

Hbase [Aiyer et al., 2012] is a large-scale distiéol database build on top of the
HDFS, mentioned above. It is a non-relational datatdeveloped by means of an open
source project. Many traditional RDBMSs use a @ingutating B-tree for each index
stored on-disk. On the other hand, Hbase uses &Strogtured Merge Tree approach:
first collects all updates into a special datacttiee on memory, and then, periodically,
flush this memory on disk, creating a new indexamiged data file, the called also
Hfile. These indexes are immutable over time, whhlke several indices created on the
disk are periodically merged. Therefore, by usinig tpproach the writing to the disk
are sequentially performed. HBase’s performanaaisfactory in most cases and may
be further improved by using Bloom filters [Borthaket al., 2011]. Both HBase and
HDFS systems have been developed by consideristjaita as fundamental principle,
and the use of low cost disks has been one of @ia goals of HBase. Therefore, to
scale the system results is easy and cheap, evérmas to maintain a certain fault
tolerance capability in the individual nodes.

A8 Silk

Silk Workbench is a web application that guidesuker through the creating process of
a specific interconnection link between two datarses. The workbench consists of:
* Workspace Browser: it provides an interface throuwdhch different projects
can be load. Each project can have multiple datarces and multiple
connection tasks.
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Linkage Rule Editor: it is a graphical editor tleiows the user to easily create
rules and link specifications. It provides sevefahctions for comparison,
thresholding, and text transformations. The rulgissially expressed through a
tree view and it can be change through drag-ang-dro

Evaluation: it allows the user to specify connettibinks appear at the time of
their generation and a score of similarity is asstyto each one. Connections
for which correctness has not specified, can béircoed or rejected by the user.
In addition, the interface provides detailed resuh the scores composition

given.
linkage link human p':['p-::;gzm
rules generation supervision grules-]

Figure 114 - Execution flow of Silk Workbench

Silk offers three different applications which agsl different use cases:

Silk single machineit is used to generate RDF links on a single nmechThe
data sets to be interconnected, can reside onatine snachine or on a remote
machine, which can be accessed thanks t&SB®ERQLguery language.

Silk MapReducés used to generate RDF links between datasetg ascluster
of multiple machines. SilkMapReduceallows processing large datasets by
distributing the generation of links to multiple chanes.

Silk Servercan be used as a component of identity resolini@pplications that
consume Linked Data from the Web.

To interact with the Silk core, a declarative laagaeLSL is provided, for specifying
RDF data sources, linking rules and conditionseanet for entity interconnection. The
objective of this pre-processing tool is to prodacgructured representation of the data
to be processed. The resulting output is an RDFpdtila containing the structured
values extracted. By using this XML-based languageuser can specify which
extraction methods will be used.

The following four sections must be defined witkerch Silk files:

Path: every path begins with a variable that can béofaséd by multiple
elements. If a path cannot be resolved becausenusing property, or a too
restrictive filter, it returns an empty result sét cross the graph and reach the
various properties, the following operator types ba used:
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- Forward Operator "/": path_segment>/<property*his operator moves
forward from an entity to an object property;

- Backward Operator "\": <path_segment>\<propertys tperator moves
backwards from one object property to its subject;

- Filter operator "[]™:
<path_segment>[<property><compare_operator><value>
<path_segment>] [@lang<comp operator><value>], dbisrator
reduces the resources based on filter matchingnpbes of the compare
operators are =, <, <=,>, >= =l

Transformation: each dataset using different formats, so Sillkhdonalize and
standardize the data, provides operators thatftnanghe values of a properties
set, according to a transformation function. Somthese functions include the
removal of blank spaces, special characters reméwakr case, upper case,
concatenation, tokenization, brackets removal.

Compare: the comparison is made thanks to comparison opsratce.
functions that assess the similarity between tvgolte on the basis of a specific
distance measure, a threshold and a weight. Thghtves used to aggregate
functions as a weighted average of the combinafiongxample, if a rule is
composed of two comparisons, it is possible togasdifferent weights to each
comparison, to give greater importance to one ahdde threshold is the
maximum distance value between two comparisonspritesponds to a value
between 0 and 1. The distance measure is the medd to compare two
results; it returns O in case of perfect match arngher value if a match is not
perfect. Silk provides two types of measures:

- Based on Character

- Based on Token

Measures based on character, compare two stringsaater by character. They
are generally used to detect typos. The distancasunes available are the
Levenshtein Jaro, JaroWinkler equality, inequality Measures token-based,
instead, work of errors at word level, for exam@ings with different words
order, that is "Jhon Doe" or "Doe, John". In these the distance measures
available ardaccard Dice andSoftJaccard.

Aggregation: the aggregation operators have the task to camisicores
resulting from multiple comparisons in a single regcaccording to a specific
aggregation function. They can be also nested g¢atera nonlinear hierarchy.
Among the aggregation operators there are:

- Average: it calculates the weighted average ottreparison functions;
- Maximum: it calculates the highest confidence s@oté&e group;

- Minimum: it calculates the smallest value;

- Euclidean Distance;

- Geometric Distance;
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Trasformazione:

lowerCase
Confronto:

levenshtein

Trasformazione:

lower case Aggregazione:

minimo

Trasformazione:
rimozione spazi

bianchi Comfronto:
jaccard

Trasformazione:
rimozione
caratteri special

Figure 115 - Connection rule example
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