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Università degli Studi di Firenze, Dipartimento di Ingegneria

dell’Informazione (DINFO).

Thesis submitted in partial fulfillment of the requirements for the

degree of Doctor of Philosophy in Information Engineering.

Copyright © 2017 by Ing. Francesca Paradiso.



A Cristian e Diego



Acknowledgments

I would like to firstly express my sincere gratitude to my supervisor,

Professor Dino Giuli for his valuable advice, his optimistic approach

and for this precious study opportunity in his laboratory. I am also

deeply grateful to Ing. Federica Paganelli for her kind guidance

as well as her trust, great support and encouragement. I also would

like to express my great appreciation to Prof. Paola Cappanera

who gave me a lot of insightful advice and enormous help to approach

mathematical models. A big thank goes to Luca Capannesi for its

crucial technical support. Furthermore, I would like to thank those

people who, over these years and in different ways, have helped me to

improve these contributions: Ing. Iacopo Girolami, Ing. Samuele

Capobianco, Prof. Antonio Luchetta, Prof. Franco Pirri and

Pino Castrogiovanni. I thank my fellow labmates for the stimulating

discussions and for all the fun we have had in these years; a special

mention for Ing. Stefano Turchi and Ing. Clio Mugnai: colleagues

and friends.

Special thanks is due to my parents for supporting me throughout

writing this thesis and to my friends Vale and Viola for keeping me...

me.

Last but not least, you two. The loves of my life, Cristian and

Diego. Nothing would have been possible without you.



Contents

Contents v

1 Introduction 1

1.1 Towards a Virtual Smart Home . . . . . . . . . . . . . . 1

1.2 The multidisciplinary context . . . . . . . . . . . . . . . 5

1.3 Contributions . . . . . . . . . . . . . . . . . . . . . . . . 9

2 Energy savings applications 13

2.1 Energy Consumption Monitoring . . . . . . . . . . . . . 14

2.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . 18

2.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . 21

2.3.1 Appliance Profiling and Classification related work 25

2.3.2 Context-based Non-intrusive Load monitoring re-

lated work . . . . . . . . . . . . . . . . . . . . . . 27

2.4 Appliance profiling and Classification . . . . . . . . . . . 28

2.4.1 The logical classification architecture . . . . . . . 28

2.4.2 The HEMS architecture . . . . . . . . . . . . . . 31

2.4.3 Classification Algorithm . . . . . . . . . . . . . . 35

2.4.4 Evaluation . . . . . . . . . . . . . . . . . . . . . 36

2.4.5 Evaluation and Testing Results . . . . . . . . . . 38

2.5 Context-based Non-Intrusive Load Monitoring . . . . . . 42

2.5.1 The probabilistic data model . . . . . . . . . . . 42

2.5.2 NILM Inference . . . . . . . . . . . . . . . . . . . 43

2.5.3 Context-based disaggregation . . . . . . . . . . . 44

2.5.4 Evaluation . . . . . . . . . . . . . . . . . . . . . 48

2.6 Conclusions and Further Improvements . . . . . . . . . 60

v



vi CONTENTS

3 Multi-user VNF Placement optimization in a SDN-based

multi-stakeholder NFV architecture 65

3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.2 Background . . . . . . . . . . . . . . . . . . . . . . . . . 69

3.2.1 Software Defined Networking . . . . . . . . . . . 70

3.2.2 Network Function Virtualization . . . . . . . . . 74

3.2.3 Service Function Chaining . . . . . . . . . . . . . 77

3.3 Related Work . . . . . . . . . . . . . . . . . . . . . . . . 79

3.3.1 Motivation of this work . . . . . . . . . . . . . . 82

3.4 Problem Formulation . . . . . . . . . . . . . . . . . . . . 88

3.5 Pre-Processing phase and Optimization Model . . . . . 95

3.5.1 Pre-processing phase model . . . . . . . . . . . . 96

3.5.2 Optimization model . . . . . . . . . . . . . . . . 102

3.6 Evaluation . . . . . . . . . . . . . . . . . . . . . . . . . . 107

3.6.1 Evaluation scenario . . . . . . . . . . . . . . . . . 107

3.6.2 Evaluation metrics . . . . . . . . . . . . . . . . . 113

3.6.3 Testing Results . . . . . . . . . . . . . . . . . . . 114

3.7 Conclusions and Further Improvements . . . . . . . . . 120

4 Conclusion 123

A Appendix 127

B Appendix 129

C Publications 131

Bibliography 133



Chapter 1

Introduction

”Homes are unique. They define the occupants, their preferences and

lifestyles. In addition to the purely functional aspects, homes also pro-

vide the boundary and interface to the rest of the world. They contain

personal possessions, memories and familial relationships and they pro-

vide security and privacy for everything contained within them.” [1].

This statement simply underscores the importance of the home in peo-

ple’s lives. Now more than ever We are witnessing a radical change in

the way a house is conceived. The increasing use of devices with connec-

tivity and capabilities to enhance and automate everyday actions that

describe our existence, promotes the natural transition to an expanded

concept of home, a Virtual Smart Home.

1.1 Towards a Virtual Smart Home

The Smart Home refers to a domestic environment properly designed

and equipped with advanced technologies to generally improve inhabi-

tants quality of life. These advanced technologies are able to react to

environmental parameters changes or to perform specific functions as a

result of a direct (e.g. the user activates a smart device), indirect (e.g.

the user programs the activation of a smart device) or ”learned” (e.g. the

system activates a smart device according to user habits) input. Con-

sidering the house as a whole, the change brought by this development

allows the coordinated and integrated management of both technological

systems and communication networks in order to improve administra-

1



2 Introduction

tion flexibility, security and comfort as well as to reduce energy waste,

networking conflicts and management costs. The Smart Home infras-

tructure, is nowadays mainly composed by four components:

• Smart Objects: it generally refers to technologically advanced

objects of everyday life (e.g. washing machine) which are con-

nected to the Management and Control System or to other ob-

jects, able to gather and/or share data and, depending on their

functionality and intended use, perform certain actions.

• User interfaces: the inhabitant can get information and control

the Smart Home and the devices that it contains, through user

interfaces such as remote controls, touch screens, keyboards, voice

commands.

• Home Management and Control System: this component

has the task to manage and control the Smart Environment in or-

der to provide the users with meaningful information by collecting

data from smart objects (e.g. home temperature, security alarm

status, energy consumption, etc.) and perform specific actions

according to user’s needs or habits.

• Communication System: one or more communication systems

allow the user interaction with both the internal (i.e. Home Area

Network) and external (i.e. Wide Area Network) area. The Home

control and Management System on the one hand interacts with

smart object by collecting data or performing actions and, on the

other hand, communicates with the user inside or outside the do-

mestic area. The core of user’s home network is represented by

the Residential Gateway who has a double duty: it allows both

the connection of network-enabled devices intra-home and users

to access the Internet.

Nowadays houses are frequently equipped with a broadband Internet

connection usually supplied through the Residential Gateway (RGW),

also known as Home Gateway (HGW), which also provides users with a

Home Network. A typical RGW is able to provide several services; some

of them have always been within its competence such as the Dynamic

Host Configuration Protocol - DHCP (to provide each home network
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with a dynamic Internet Protocol - IP - address) and Network Ad-

dress Translation - NAT (e.g. to enable the sharing of a single Internet

connection between home users). Other features have been gradually

introduced later such as Internet Gateway Device - IGD (to allow the

server and peer-to-peer applications to function properly behind NAT),

Dynamic Domain Name Server - DynDNS (to provide DNS servers with

the updated IP) [2], etc., however this services are constantly changing

depending on the user requirements that arise with technology advances.

So far the Home Network has been used to connect devices that were

used for compute and communication purposes such as PCs, Tablets,

Smart phones to the Internet [1] but, recently the number (and the ty-

pology) of appliances which exploit the Internet connection is becoming

countless. Indeed, the Internet of Things (IoT) [3] paradigm, which

refers to the networked interconnection of everyday objects (becoming

Smart), has lead to a distributed network of devices communicating

with both users and other devices. Creating, sharing and consuming

information is becoming therefore more and more immediate, easy and

fast, thus causing an increase in user-generated shared content in the

Internet. This improved connectivity as well as the increasingly num-

ber of new smart appliances, robotic devices and electronic assistants,

has favored the emergence of new services to the home domain (e.g.

health care, home automation, media content management, etc.), often

introducing separate devices with their own protocols, user interfaces

and networks [2]. We are therefore witnessing a huge revolution in the

history of homes: a ”life-automated” future in which home devices will

cooperate to provide cognitive digital assistance, is predicted. Ervin Six

and Jan Bouwen [1] envisage a classification of future home assistance

functions mainly composed by these four groups:

• Infrastructure and environment management: this includes

all those services that consist in monitoring, controlling and au-

tomating the home environment. The Smart Home may be pro-

vided with a Home Energy Management System which can inform

the user about energy consumption and suggest a usage behavior

changing; with the same purpose it can automatically turn off all

the unused devices if no-one is at home as well as alert the user if

an appliance malfunction is detected. Security issues can also be

taken into account for both the intrusion detection, access control
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and unexpected adverse events such as fire or gas leak.

• Information and entertainment management: this set con-

cerns the information scheduling and sharing among home inhab-

itants. It provides family calendar as well as social, news, alerts

information control and delivery; it also controls media content

such as personal video/photo or streaming media content and on-

line gaming.

• Housekeeping management: this sector simplifies and auto-

mates all the actions that typically concerns the domestic man-

agement operations such as cleaning, pet feeding, replenish of con-

sumable, etc.

• Health management: this set includes everything that can mon-

itor inhabitants’ health namely motion sensors, smart wearables

(to further analyze gathered data), child/infant monitors, etc.

Although the development trend seems to outline the increasingly

wide-spread transition to Smart Home, at present the gap with the

real home is still significant; Dixon et al. [4] identify two main causes.

Firstly, for ordinary consumers, it has become difficult to manage their

growing number of Smart Objects and, secondly, homes heterogene-

ity as regards devices, inter-connectivity, user preferences, etc. prevent

to ease the development of a Home Management and Control System

capable of favoring the coexistence of totally different devices. There-

fore, by considering the totality of the elements that share the Home

Network, the increase in management complexity becomes evident as

well as the clear need for home networking solutions. The envisaged

automation trend, dictated by the emergence of the above-mentioned

new services, will be achievable only with a drastic conceptual shake-

up, which, in my opinion, is represented by the use of the emerging

technologies that rely on virtualization. One of these main technology

is the Software Defined Networking (SDN) [5] [6] which is an emerg-

ing network architecture where control plane is decoupled from data

plane and directly programmable; this revolutionary approach promises

to overcome the innovation difficulties of the traditional network where

the coupling between control and forwarding planes makes modifications

difficult to achieve. Another emerging technology is the one represented
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by Network Function Virtualization (NFV) [7] which consists in the im-

plementation of Network Functions (NF) in an open and standardized

IT virtualization environment as Virtual Network Functions (VNF) by

performing a separation between the NF (software) and vendor-specific

hardware they are built on. Due to this mechanism of separating re-

source, these technologies offer different options in terms of flexibility,

portability or performance, to suit intended use cases. Recently this

new paradigm, which can be implemented for platforms, applications,

storage, networks, devices, etc., is becoming increasingly important due

to its proliferation in Data Centers (DCs) and with our dependency on

cloud computing. By taking advantage of the emerging new network

paradigm depicted by the SDN (see Section 3.2.1) together with the

softwarization proposed by the NFV (see Section 3.2.2), this new ser-

vices will be created as chained virtual instances in the edge clouds with

a networking separated control inside and outside the Home Environ-

ment. Moreover Network Operators are evolving their systems towards

SDN and NFV and will envisage an involvement of the house that is

considered as an end-point of the operator network. This shift will rep-

resent a great opening in the home concept, since it provides for the

exploitation of resources that will not even be in the house, but as close

as possible to be ready to meet the inhabitants’ needs in a more flexible

and economic way. For this reason the future Smart Home (a Virtual

Smart Home) will be composed of a new element: a Home Virtualiza-

tion Control capable of dynamic partitioning of resources into secure

access places (i.e. edge data centers) in order to, for instance, recreate

the home space and digital content anywhere as virtual.

1.2 The multidisciplinary context

This thesis investigates the Virtual Smart Home concept in a multidisci-

plinary context and provides an architectural proposal that foresees the

use of virtualization-based technologies. Figure 1.1 graphically resumes

the reference architecture for the Virtual Smart Home that is provided

in this thesis.

As it is immediately evident, two independent structures are empha-

sized: on the left side the Smart Home and, on the right side, a simplified

reference architecture for the virtualization-based service provisioning.
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Figure 1.1: Proposed architectural solution for a Virtual Smart Home

The Figure is organized in layers, separated by different colors, which

contain elements that are comparable for their intended uses.

• The Infrastructure Layer (the yellow one): has been repre-

sented as the lower level as it ”envelops” all the higher layers. At

Home side it is composed from the Home Area Network (HAN)

and the Sensor Network (SN). The SN light yellow cloud repre-

sents the network (or more than one) created by sensors collocated

in the whole house in order to monitor one or more specific pa-

rameters. For instance a motion Sensor Network can monitor the

movement of house inhabitants e.g. in order to advice the control

system that the security system can be disabled or to collect mo-

tion data to learn users’ habits. A temperature/humidity Sensor

Network can instead achieve the heating/air conditioning automa-

tion as well as avoid energy waste. As mentioned above, the HAN

is provided through the Residential Gateway (RGW) which is also

responsible to connect the inhabitants with the Internet. Hence

is through the RGW that happens the connection between HAN

and Wide Area Network (WAN). Outside the house the yellow

level continues with the wide area network infrastructure which is

composed by forwarding elements and different-sized Data Centers

(DCs). In the Software Defined Network (SDN) (Section 3.2.1)
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concept, the Data Plane and the Control plane are separated to

favor service provision flexibility. This thus implies that tradi-

tional switches are deprived of route control and then have the

single task to steer traffic flows through determined paths which

are chosen by higher level elements (i.e. SDN Controller). The

DCs are general-purpose centralized repositories, either physical

or virtual, used to accommodate computer, server and network-

ing systems for storing, processing or serving large amounts of

data. As shown in Figure 1.1, edge DCs usually have smaller

size and capacity than core DCs, but, due to the proximity to

the user, in this case the house, they are suitable to host services

with low-latency requirements. It is reasonable to assume that, if

for example, the service to be provided must guarantee a certain

maximum tolerable End-to-end delay (e.g. an online gaming or a

movie streaming), it is convenient to instantiate the virtual func-

tions as close as possible to the end-user. On the contrary, if the

service requires high capacity resources to be accomplished, a core

DC, with higher computational capacity, may be more suitable.

• The Management and Control Layer (the blue one): this layer

provide the architecture with the necessary control. The Home

Management and Control System on the one hand deals with the

collection and processing of data gathered by SNs, and, on the

other hand, interfaces with applications (and therefore users) to

provide them with organized informative data. The digital rep-

resentation of Networked Devices is the white rectangle. Figure

1.1 only shows those type of appliances that are suited to this

work (i.e. first case study deepen in Section2), but it is evident

that this group can contain all the others devices that share the

home network connection such as smartphones, tablets, gaming

consoles, etc. The Management and Control System is high-level

graphically represented by the white panel depicting a monitor.

The external side of the Management and Control Layer is repre-

sented by the Orchestration Layer and the Control Layer, used as

complementary elements. The Orchestration Layer is the manage-

ment element of the Network Function Virtualization (NFV)(Section

3.2.2) which deals with the Virtual Network Functions (VNFs)

lifecycle. It is composed by three main blocks which, together,
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arrange the Management and Orchestration (ManO) [8] of the

NFV platform namely Network Function Virtualization Orches-

trator (NFVO), the VNF Manager and the Virtual Infrastructure

Manager (VIM). It has a global view of the compute nodes (i.e.

NFVI-based Data Centers) and is aware of instantiated VNFs,

their position, their workload status, etc. It has the task to turn

off unused instances and to deploy new VNFs to be used for ser-

vice provision. In a complementary way the SDN Controller is the

element that controls the SDN-forwarding devices of the Network

Infrastructure. Once the Orchestrator has performed the instanti-

ation and activation of the VNFs to accomplish a specific service

request, the SDN Controller decides the best network path to al-

low the traffic flow to traverse the VNFs in a specific order.

To provide the home environment with the possibility to exploit

the external virtualization-based architecture, the Home Manage-

ment and Control must be SDN/NFV integrated. In fact it has to

communicate to the external infrastructure the needs to instanti-

ate/use a virtual service on an Edge DC.

• The Application Layer (the red one): this layer provide services

to the users leveraging the layers below.

Intra-home applications use the data provided by the Management

and Control System to show the user information of interest from

inside and outside. An energy monitoring app may show to the in-

habitants the whole-house energy consumption together with the

incidence of each single device. A security app may provide the

user with alarm status, doors/windows locking status as well as

sensor-detected environmental parameters. A health app may de-

tect an illness (e.g. a user is detected suspiciously motionless) by

controlling user movements or may control vital signs through user

wearable. Moreover applications send user commands to the Man-

agement and Control System in order to perform/program specific

actions (e.g. turn off the lights when no motion is detected).

Also the external architecture is characterized by an Application

Layer. In this case this is composed by the Services/Applications

block which is in charge of users (or service providers) and the

Operational Support System (OSS)) (or rather Business Support

System or Network Management System). From the Services/Ap-
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plications block specific service chain requests arrive to the OSS

which is responsible of the accomplishment of the request, it pro-

cesses requests and communicates on the one hand with the Or-

chestration layer to get the instantiated VNFs on the most suitable

DCs, and, on the other hand, with the SDN Controller to make it

aware about where (i.e. VNF instantiated in a specific DC), and

in which order (i.e. the order of the chained VNF that compose a

service), the traffic flow has to pass.

In this context, thus, the house can be seen as a closed and protected

environment with a great window on the world, the virtual world, from

which it may itself take advantage. It is only at the end of this de-

scription that the parallelism between levels (i.e. bands of different

colors) assumes a crucial importance: home inhabitants could be the

same users which ask for virtualized service to the outside infrastruc-

ture. Thus, Home Management ad Control System would be integrated

with by intra-home SDN Controller and NFV Orchestrator; the former

with the task of performing intra-home devices networking control and

the latter to orchestrate the virtual services whose functions are instan-

tiated inside (in the RGW) or outside (in the edge DCs). Thus Edge

DCs act as extensions of the functionality of the house itself, facilitat-

ing service provisioning with hardware abstractions and faster software

updating/upgrading.

1.3 Contributions

In the multidisciplinary context depicted in figure 1.1 this thesis is con-

cerned with the evolution of the Residential Gateway (RGW) toward a

Virtual Smart Home Environment by mainly dealing with two topics.

• According to the application perspective, focus is made on the

crucial issue of improving user awareness on power consumptions

for achieving energy savings. This work can be contextualized in

the Infrastructure and Environment Management, that has been

introduced above, which is also responsible to encourage energy

conservation and favor the reduction of expenditures. The ratio-

nal use of energy has recently become one of the most pressing

research topic because of the constantly growing consumptions in
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contrast with the scarcity of resources. In a Smart Home scenario

the recent progress of technology, along with lower costs, has made

it possible to perform energy monitoring and management actions

through the distribution of smart meters and environmental sen-

sors capable of providing information to a Home Energy Manage-

ment System (HEMS). Recent studies have shown that informing

users about the actual appliances consumption as well as device-

usage habits, can help to obtain energy consumption reduction

in private households. In order to achieve this goal a supervised

classification algorithm for detecting and identifying consuming

appliances has been implemented. Then a Non-Intrusive Load

Monitoring (NILM) approach has been investigated to reduce the

cost of attaching a single meter (i.e. smart plug) to each device;

the proposed algorithm aims at recognizing the power consump-

tion of a specific device from the whole-house consumption profile

and from the input of context information (i.e. the user presence

in the house and the hourly utilization of appliances).

• On the technological infrastructure perspective, this work provides

a discussion of one of the fundamental aspects in NFV orchestra-

tion that is VNF Placement. The Network Function Virtualiza-

tion (NFV) technology, together with the complementary Software

Defined Networking (SDN) paradigm, let envisage a revolution in

the traditional concept of network service delivery and availabil-

ity. This evolution promises to enable on-demand and flexible

services provision as it allows to separate the network functions

from the hardware they run on by leveraging the virtualization

abstraction. According to this concept the Smart Home Environ-

ment could be considered as a peripheral computation/access node

which, through the RGW, can take advantage of computational re-

sources provided by edge DCs to host Virtual Network Functions

(VNFs). The reference architecture that has been considered is

mainly composed by a VNF-Orchestrator and an SDN controller

which are in charge of managing respectively VNFs lifecycle and

the network forwarding path for the service provision across mul-

tiple DCs. In a realistic scenario, a VNF Placement optimization

model has been formulated by considering privileged and standard

users asking for service provision through a multi-stakeholder net-
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work; the problem is formalized and its model implemented and

tested.

This work is organized as follows. Chapters 2 and 3 respectively de-

scribe the first and the second contributions that have been mentioned

above. Chapter 2, after a focused introduction, firstly reports a highly

detailed background (Section 2.2) as well as a wide-ranging related work

(Section 2.3) also separated between the two provided contributions (i.e.

Appliance Classification and Context-aware NILM). In Sections 2.4 and

2.5 the Appliance Classification and the Context-aware NILM are de-

tailed. Each Section reports model description, algorithm implemen-

tation and evaluation. For each of them, detailed testing results are

provided together with discussions on further improvements. Chapter

3 is concerned with the second contribution of this thesis, namely the

VNF Placement optimization problem. It is organized as the previous

chapter by providing, after a detailed introduction, a synthetically back-

ground (Section 3.2) regarding virtualization technologies such as SDN,

NFV and SFC. Then an extensive related work is provided in section

3.3. Further Sections describe the problem formulation (Section 3.4),

the pre-processing phase and the mathematical model (Section 3.5).

Section 3.6 details the evaluation scenario as well as the testing realiza-

tion and results. Finally Section 3.7 concludes the Chapter by firstly

giving a brief report of the Chapter contribution and secondly provid-

ing several further improvement suggestions. Chapter 4 concludes the

thesis with a schematic resume of the topics that have been addressed

and the contributions provided.
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Chapter 2

Energy savings applications

This Chapter describes the energy savings applications that

have been implemented to provide the home-user with tar-

geted information in order to improve energy consumption

awareness and significantly reduce energy waste. The ratio-

nal use and management of energy is considered a key soci-

etal and technological challenge. Home Energy Management

Systems (HEMS) have been introduced especially in private

home domains to support users in managing and control-

ling energy consuming devices. Recent studies have shown

that informing users about their habits with appliances as

well as their usage pattern can help to achieve energy reduc-

tion in private households. This requires instruments able

to monitor energy consumption at fine grain level and pro-

vide this information to consumers. While most existing ap-

proaches for load disaggregation and classification requires

high-frequency monitoring data, in this work I propose two

different approaches that exploits low-frequency monitoring

data gathered respectively from smart plugs displaced in the

home and from the whole-house electric meter. Firstly I pro-

pose a distributed approach where data processing and ap-

pliance recognition is performed through an Artificial Neu-

ral Network algorithm locally in the home gateway. The

approach is based on a distributed load monitoring system

made of smart plugs attached to devices and connected to

13
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a home gateway via the ZigBee protocol. The home gate-

way is based on the OSGi platform, collects data from home

devices and hosts both data processing and user interaction

logic. Instead the second approach consists in disaggregating

the whole-house power consumption profile into each appli-

ance portion through a Factorial Hidden Markov Model that

have been accounted with contextual information related to

the user presence in the house and the hourly utilization of

appliances. 1 2

2.1 Energy Consumption Monitoring

Energy conservation is considered a main challenge to be faced at na-

tional and international level. Several factors, such as climate change,

the growing resource consumption rate and poor availability of energy

resources (raw materials), are making this challenge a priority. Riveiro,

Johansson and Karlsson (2011) argued that “the challenge lies in finding

technologies that reduce the energy consumption, while guaranteeing or

even improving customer comfort levels and economic activity” [12].

Indeed, the technological progress in power efficiency is expected to

produce a remarkable reduction in energy consumption, in both indus-

trial and private domains. In this context, the residential sector plays

a significant role as it owns a non-negligible percentage of the energy

demand. In fact, domestic consumptions represent approximately one

third of the whole energy usage in the European Union [13] as well as

in the United States [14]. Some studies [15, 16] report that significant

results in the energy consumption reduction in private households can

be achieved through fine-grained monitoring of energy consumption (i.e.

Load Monitoring) and accurate provisioning of this information to con-

sumers. These studies on domestic consumption habits [15,16], in fact,

1This Chapter has been published as: “ANN-based appliance recognition from

low-frequency energy monitoring data” in Proc. of World of Wireless, Mobile

and Multimedia Networks (WoWMoM), 2013 [9]; “Appliance Recognition in an

OSGi-Based Home Energy Management Gateway” in International Journal of Dis-

tributed Sensor Networks, 2015 [10]; “Context-Based Energy Disaggregation in

Smart Homes” in Future Internet (MDPI), 2016 [11]
2Acknowledgments: this work was partially supported by Telecom Italia, Torino,

Italy.
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have shown that often users are not aware of how much energy is con-

sumed by the devices they use. It has been recognized [17] that this

may impair the understanding and adoption of energy saving behaviors.

In other words, if the user were informed about how much a specific

device affects total consumption, he might change his behavior in or-

der to save energy as well as money. Thus it is expected that proper

use of ICT (e.g. sensing, processing and actuation capabilities) would

facilitate the achievement of this objective. Home Energy Management

Systems (HEMS) have been introduced especially in private home do-

mains to support users in managing and controlling energy consuming

devices. Hence, in this context, the introduction of Load Monitoring

can provide more useful information, such as the consumption profile of

specific appliances. In this way, could be kept informed of how much to-

tal energy consumption is affected by the usage of a specific device and

decide whether to replace it with a more efficient one or just postpone

its usage to a time with a less expensive fare. Moreover, the analysis

of an appliance consumption for detecting anomalies could also help in

recognizing possible malfunctions and undertaking actions to prevent

additional appliance deterioration.

Load monitoring can be achieved through three main approaches:

1. Use of smart appliances: this approach relies on the adoption of

household appliances equipped with sensing, processing and com-

munication resources. Common examples are the last generation

of so called “white goods” (e.g. refrigerator, washing machine)

that can be remotely controlled and configured.

2. Intrusive Load Monitoring (ILM): this method consists in attach-

ing a metering hardware module (e.g. a smart plug) onto each

household appliance so that its energy consumption can be easily

collected. This implies that a distributed system of low-cost me-

tering devices has to be deployed in the house and data should be

collected via the proper (wireless and/or wired) network infras-

tructure. This approach is also known as Hardware-Based Sub

Metering [18].

3. Non-Intrusive Load Monitoring (NILM) [19]: NILM refers to a

family of techniques that aim at recognizing the power consump-

tion of a specific device from the whole-house consumption profile.
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Thus it require a disaggregation algorithm to detect each device

consumption according to the integrated knowledge base.

Although the adoption of smart appliances is expected to boost the

effective and efficient implementation of energy saving policies, this is

not likely to take place in the short term inasmuch only a subset of de-

vices are usually available as “smart appliances”, (i.e. TVs, dishwashers

or ovens) and consumers are inclined to consider their prices too high.

The Intrusive Load Monitoring approach (i.e. distributed load metering

through smart plugs) has the advantage gathering per-device consump-

tion profiles while keeping costs and resource requirements as low as

possible [20]. In general smart plugs can be attached to almost any

type of device; however this approach can be resource demanding since

a fine-grained monitoring would require the use of a relevant number

of smart plugs. In addition to the required financial commitment, the

physical deployment might not be easy for fixed appliances (i.e. wash-

ing machine, dishwasher, refrigerator, etc.) or the user may be bothered

by the obligation to constantly attach a smart plug to every portable

device (i.e. hair dryer, phone charger, laptop, etc.). On the contrary,

Non-Intrusive Load Monitoring (NILM) approaches, can be easily de-

ployed by leveraging existing and widely adopted smart meters. The

deployment of a smart plug to each device is no longer needed, but

the disaggregation of the whole-house consumption trace is difficult to

achieve. Several load disaggregation and classification algorithms have

been proposed in literature [21] to extract more meaningful information

from the house aggregated load profile (Energy disaggregation). Most

of them need medium or high frequency monitoring data (at least 1

Hz frequency) to obtain accurate results. In real world scenarios, this

assumption may be resource demanding as more sophisticate smart me-

ters usually have high prices and the management huge amount of data

imposes the installation of higher computational and storage resources.

Indeed, only few works have experimented the adoption of NILM algo-

rithms in real home settings [22]. In any case, regardless of the chosen

technique, both appliance profiling and classification are essential for un-

derstanding their consumption characteristics and producing convincing

energy saving applications.

This Chapter describes two separated works that refer to the Load

Monitoring topic, but applying two of the above mentioned approaches:
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• Appliance profiling and classification

This work proposes a method to identify the appliance in use

within a home environment analyzing energy consumption data

collected by a distributed load monitoring system. This is part

of a Home Energy Management System (HEMS) proposed by the

Energy@Home Association and deployed in some real households

in Italy. The monitoring system is made of smart plugs attached

to devices and connected to a home gateway via the ZigBee pro-

tocol [23]. The home gateway, based on the OSGi platform [24],

collects data from devices connected to the home wireless net-

work and hosts both data processing and user interaction logic.

The algorithm that has been implemented aims at simplifying the

manual configuration phase of such a system, where the end user

usually needs to add a label and a description to each smart plug

to associate energy consumption data to a specific monitored de-

vice (e.g. washing machine, refrigerator, dish-washing machine,

etc.). Automatic appliance classification techniques can be used

when a smart plug is moved from one device to another to moni-

tor different appliances in the house: in this case the system could

ask the user to provide a description of the monitored device the

first time it gets connected to a smart plug and then use data

collected from the smart plug to automatically recognize the same

device in a second time. The initial training phase where the user

needs to add or confirm the label associated to a monitored de-

vice can be reduced and sometimes totally avoided if a database

with energy consumption data associated to specific device cat-

egories or models is provided as an input to the system. While

existing works dealing with appliance classification delegate the

classification task to a remote central server [20, 25], here I pro-

pose a distributed approach where data processing and appliance

recognition is performed locally in the home gateway. Although

this approach has several advantages such that of minimizing the

communication requirements between local home premises and a

central server, preserving privacy on user sensitive data and sim-

plifying the user profile management, design and implementation

choices should carefully take into account the peculiarities of the

Energy@Home HEMS, especially in terms of storage and process-
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ing constraints. A major constraint of the application is the ultra

low frequency of sampled data (1 sample collected every 2 min-

utes) which limits both type and number of features that can be

extracted for analysis purposes. Thus, the original contribution

of this work consists in a supervised classification algorithm based

on Artificial Neural Networks (ANN) [26] conceived for process-

ing ultra low-frequency monitoring data to recognize appliances

in use and their consumption profile. I also present a Java-based

prototype implementation running as an OSGi bundle in the local

home gateway.

• Context-based Non-Intrusive Load Monitoring

This Chapter is structured as follows. In Section (2.2) a detailed descrip-

tion of the Background is provided. Section (2.3) discusses the related

work by firstly giving a panoramic overview of state-of-the-art works

and secondly providing separated details according each contribution.

In Sections 2.4 and 2.5 the Appliance profiling and classification

algorithm and the Context-aware NILM algorithm that have been

implemented are respectively fully described. Each section provides the

pre-processing phase, the implementation of the proposed algorithms

and evaluation scenarios and metrics. Moreover each testing activity

is provided and accurately discussed. Section 2.6 provides a further

improvement discussion with final considerations.

2.2 Background

This Section provides background information on appliance profiling,

which refers to the observation of an electronic device’s consumption

behavior in order to extract all the features that could characterize it in

detail. Appliance Profiling consists in defining a set of relations between

the working states of an appliance and the energy that it consumes [27].

Thanks to the knowledge of these characterizing features, a monitoring

system would be able to analyze the output of a meter and recognize

the appliance(s) in use.

As suggested by Hart [19] and Zeifman and Roth [28], depending

on their power profile, home appliances can be divided into four main
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categories:

1. Permanent consumer devices. Devices that are permanently on

and are characterized by an almost constant power trace (e.g.

smoke alarms, telephones, etc.).

2. On-off appliances. Appliances that can be modeled with on/off

states (e.g. lamp, toaster, etc.).

3. Finite State Machines (FSM) or Multistate devices. Devices that

pass through several switching states. An operation cycle can

thus be represented through a Finite State Machine and can be

repeated on a daily or weekly basis. Examples are a washing

machine, a dishwasher, a clothes dryer, etc.

4. Continuously variable consumer devices. Devices that are charac-

terized by a variable non-periodic power trace. Examples of such

appliances include notebook and vacuum cleaners.

Furthermore, in order to characterize the behavior of an appliance,

a minimal set of three power mode states can be defined [22]:

• Active: the appliance is fully operational; the trend of the power

consumption trace depends on the specific appliance.

• Stand by : the appliance is turned off, but some activities continue

to run. The power consumption trace is zero, except for some

sporadic low consumption samples.

• Disconnected : the device is disconnected from the electric network.

A further classification can be made by considering the type of de-

vice load: resistive, inductive or capacitive load. This differentiation

is related to the typology of device internal circuits and strongly influ-

ences its power consumption profile. The Active Power is the real part

of the Apparent Power complex equation; it represents the amount of

energy consumed by an appliance during its ON period. Since the Ap-

parent Power is the product between the current and voltage effective

values, then a current/voltage shifting causes a variation in the power

transferred to the appliance. This variation can be detected through
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the analysis of the Reactive Power, the imaginary part of the Appar-

ent Power equation, which represents the amount of power absorbed by

inductive/capacitive elements and therefore not exploited by the load.

As stated in [22] “the larger the current/voltage shift the greater the

imaginary component” and, consequently, the lower the active power is

transferred to the appliance. Therefore, the types of component that

can be found in a device can be distinguished as follows:

• Inductive type: affects the power consumption by shifting the al-

ternate voltage with respect to the alternate current (e.g. washing

machine).

• Capacitive type: affects the power consumption by shifting the al-

ternate current with respect to the alternate voltage (e.g. recharge-

able battery).

• Resistive type: shows no shift of current and voltage; if the appli-

ance is a pure resistive type, the current and voltage waveforms

will always be in phase and the imaginary part (reactive power)

of the complex apparent power is zero (e.g. toaster).

An appliance profile, also mentioned as “appliance signature” or “ap-

pliance fingerprint”, is thus composed by several characteristics which

can help to identify that specific device (e.g. real power, maximum

power value, waveform shape, ON period duration, etc.).

A refrigerator power trace, for example, presents a periodic pattern

whose periods depend on the overcoming of an internal temperature

threshold manually or automatically set. This appliance is always con-

nected to the electric network. A washing machine is switched on to

perform a washing program and presents a consumption cycle over a spe-

cific time interval. Instead, a LCD television, even if it causes occasional

consumption peaks due to sequences of very clear pictures, presents an

almost uniform power trace; a microwave oven has typically a minute-

usage and presents uniform peaks of high consumption. A coffee maker

consumes less than the microwave oven but they have a similar behav-

ior: long periods of inactivity interspersed with short duration periods

of almost uniform consumption.
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2.3 Related Work

In the Smart Home Environment, energy consumption monitoring rep-

resents one of the most challenging topics. Basically, the objective is

to track individual appliances consumption to gain awareness of ac-

tual energy demands of household devices. This knowledge results to

be critical for strategic energy management while aiming at improving

consumption efficiency.

In literature, two strategies are mainly adopted for pursuing load

monitoring as introduced above: intrusive and non-intrusive. Intru-

sive Load Monitoring, or ILM, requires the installation of a meter

in association with the appliance to be monitored. An example is the

so-called Smart Plug, which is placed in-between the appliance plug and

the wall socket. This strategy requires some kind of user involvement

because household appliances must be properly equipped with meters.

A different approach is Non-Intrusive Load Monitoring, or NILM,

which is based on a meter that detects the whole household consump-

tion. Because of this, NILM techniques focus on discriminating the

individual contributions by leveraging disaggregation strategies.

Non-Intrusive Load Monitoring techniques have been theorized since

the late 80s when Hart [19] proposed to measure the total power con-

sumption of a household through the use of an electricity meter and

disaggregate the measurement into partial consumptions due to various

devices in use. The advantage brought by the non-intrusiveness of NILM

techniques methods consists in the installation of a single electric me-

ter with higher capabilities in place of a distribution of low capabilities

plugs. However this advantage decreases as the devices to be identified

increase in number and type, due to several factors: low-consumption

devices cannot be detected correctly [20], the proposed algorithms be-

come increasingly computationally expensive, and devices with similar

behavior are difficult to distinguish [21]. On the contrary ILM ap-

proaches are able to identify all kind of loads, but it is required the

deployment of distributed sensors, such as the Plug [29], Plugwise [30]

and SmartMeter.KOM [31] platforms which must necessarily be very low

cost to justify any further cost savings. Indeed it doesn’t make sense

for a consumer to invest money in a whole-house distributed system of

electric meters if the monetary savings is not even proportional to the

investment. Moreover these distributed sensing platforms support the
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load monitoring and control (e.g. switch on/off) of the connected de-

vices, but do not offer capabilities for identifying the type of attached

device [20]. Both approaches have therefore their strengths and weak-

nesses and non necessarily one has to be better than the other, but

simply more suited to a specific user needs. Thus, I have focused the

research activity on both the Intrusive and Non-Intrusive Load Monitor-

ing approaches in order to enhance state-of-the-art techniques in each

field, aiming at achieving a compromise between satisfying classification

accuracy results, and low installation costs. Due to the similarity of

basic characteristics of these two approaches, the related work can often

present some similar contributions. In order to avoid unnecessary repeti-

tions and simplify the comprehension, I provide a common related work

section for both approaches and detail the differences of our work with

the state of the art in the subsections immediately below. The common

related work has been subdivided in two main aspects (i.e. Features and

Approaches) in order to provide a more detailed description.

Features
The Load Monitoring state of the art presents numerous works that

differ in the type of features employed. Technological progress has made

possible the refinement of metering hardware and allowed managing

bigger quantity of data collected at ever higher frequencies. Nowadays,

there are a lot available metering solutions with a configurable sampling

rate. With low-frequency rates I refer to sampling rates up to 1 kHz,

which allow gathering steady-state features as opposed to those known

as high-frequency (up to 100 MHz) at which even the transient-state

features can be detected [21]. As it can be deduced, smart meters able

to manage high amount of data gathered at high sampling rate, have the

advantage to provide huge amount of samples to analyze, but also the

drawback of a not negligible hardware cost together with the need for

a HEMS with high processing capacity and storage. According to the

necessity to maintain a unitary low cost in order to install a metering

device for each appliance, the low frequency is more suited for the ILM

approaches.

• Low sampling rate

The choice to work with low sampling rates allows analyzing steady-

state features and provides several advantages from the economic
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point of view; the cost of the hardware required to collect these

features is in fact relatively low as well as the system capacity

needed to the data management. One of the most investigated

feature is the Real Power, which has been defined in Section 2.2.

ILM approaches usually use this only feature to perform firstly

the Appliance Profiling and secondly the Appliance classification

and recognition [20,25,32]. From the NILM point of view, instead,

this assumption could be relatively challenging according to the

disaggregation complexity to which the problem is characterized.

Anyway several works [33–36] have tried to use this unique feature

to perform disaggregation, especially as regards high-power con-

suming appliances with distinctive power draw characteristics for

which satisfactory accuracy results have been reached. However,

in order to distinguish devices with similar consumption traces and

handle possible simultaneous state changes, other features should

be taken into account [21] too, such as Reactive Power [19,37].

Other research works have investigated if further information could

allow NILM systems to reach better accuracy results [19], [22], [38],

[39]. Such information can be directly measured (i.e. Voltage,

Current) or derived (i.e. power peaks, Power Factor, Root Mean

Squared voltage and current, phase differences, etc.) [21]. Fur-

thermore, in several works [40], [41] a Fourier series analysis have

been performed to determine current harmonics, although the low

sampling constraint allow extracting only the lowest ones. These

additional features have helped to identify non-linear loads with

a non-sinusoidal current trace and to discriminate between loads

with constant power and constant impedance [21]. In most works

data were sampled up to 1 kHz [19,38], while in [22] the proposed

appliance classification approach was using samples gathered ev-

ery 1 minute.

• High sampling rate

High frequency sampling measurements have been considered in

order to reach a higher detection accuracy, by taking into account

also the transient-state. In [33] the power shapes of transient

events have been used as features; the authors have observed that

the transient behavior of several appliances is different and thus

can be used as characterizing feature. In [42] the authors used as
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a feature the energy calculated during the “turning ON” transient

event. High frequency collection also allows performing a deepen

Fourier analysis and extracting higher harmonics as it have been

experimented in [43]. [28] asserted that a set of harmonics (in-

stead of a single one) can be used as complementary features of

active and reactive power. In order to save resources and improve

performance, [33] enhanced Hart’s method introducing harmonics

analysis using transient signal. In [44] Patel et al. have used the

high frequency analysis of the voltage noise during the transient

events.

Recognition approaches
The Load Monitoring methods implemented so far can also be dis-

tinguished for the approach type. There are two ways to conceive the

training phase of a learning method: supervised and unsupervised. Both

of them have weaknesses and strengths [45].

A supervised approach make use of labeled data in the training phase

in order to allow the recognition system to detect device contributions

coming the different plugs (i.e. ILM approach) or from the aggregate

consumption load (i.e. NILM approach) [21]. Consequently an increase

in terms of both computational resource investments and human effort

for the system startup phase has to be considered; however it generally

offers good accuracy results. Starting from Hart’s work, in 1992 [19],

which have made use of Finite State Machine (FSM), many other differ-

ent supervised approaches have been proposed for both ILM or NILM, as

those based on k-Nearest Neighbor (k-NN) [25, 46] and Support Vector

Machine (SVM) [43,47,48]. Kramer et al. [49] have recently performed

an analysis for comparing disaggregation accuracy results achieved by

different classifiers such as SVM, NN and Random Forests. As it has

been shown that the temporal transitions information could improve

recognition accuracy [28], few algorithms that could manage this combi-

nation have been investigated. For instance, Artificial Neural Networks

(ANN) have been used in many ILM and NILM works as they offer bet-

ter extensibility, dynamicity and capability to incorporate device state

transition information such as in [22], [42], [38].

In an unsupervised approach the system does not have any a priori

knowledge about the devices and often requires a manual appliance la-

beling when the disaggregation or the classification phase has finished.
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In [50] the genetic k-means clustering has been used to isolate the Real

Power and Reactive Power steady-states and to detect the number of the

turned-ON devices. Zia et al. [51] propose an appliance behavior model-

ing approach which uses Hidden Markov Models on Real Power traces.

One of the most recent and original unsupervised approaches is the one

proposed by Kolter and Jaakkola [52] in 2012. This method consists in

fact in modeling each appliance consumption behavior with a Hidden

Markov Model and the aggregate consumption with the additive facto-

rial version; the authors also proposed a new inference algorithm, called

Additive Factorial Approximate MAP (AFAMAP) to separate appli-

ances traces from the aggregated load data. Egarter et al. [53] propose

an approach based on additive FHMM that introduces the use of Par-

ticle Filtering for estimating the appliance states. Reinhardt et al. [20]

investigate how J48, Naive Bayes and Bayesian network algorithms are

suitable for the Appliance Classification issue.

2.3.1 Appliance Profiling and Classification related

work

Reinhardt et al. [20] suggest means to identify appliances by considering

their electric current consumption. Their distributed load monitoring

system is based on embedded current monitoring devices, which col-

lect current readings at a sampling rate of 1.6kHz and extract ten fea-

tures from them. A machine learning implementation maintains a model

which matches these fingerprints to the learned appliance types. Results

of the evaluations show that a very high classification accuracy of more

than 98% can be achieved when the fingerprint of the inrush current

is regarded in addition to the features extracted from the steady state

current waveforms. In a contemporary work [54] the same authors eval-

uate the accuracy of appliance identification based on the characteristic

features of traces collected during the 24 hours of a day. They evaluate

nine different classifiers using more than 1,000 traces of different electri-

cal appliances’ power consumptions achieving up to 95.5% accuracy rate

for the Random Committee algorithm. Ridi et al. [25] adopted a system

based on low-cost Smart Plugs periodically measuring the electricity val-

ues and producing low-frequency (10−1Hz) time series of measurements.

They propose to use dynamic features based on time derivative and time

second derivative features and they compare different classification al-
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gorithms including K-Nearest Neighbor and Gaussian Mixture Models.

The best combination of features and classifiers shows 93.6% accuracy.

In [32] Gisler et al. present an open database of appliance consumption

signatures populated with the power consumption signatures obtained

using plug-based low-end sensors placed between appliance power plugs

and electricity sockets. The database has been populated through two

acquisition sessions of one hour for 100 different appliances distributed

among 10 categories. In addition they propose two test protocols in-

tended to compare the performance of different machine learning algo-

rithms for appliance recognition where researchers can work on common

data. In the first protocol, first session instances are used for the train-

ing set and the second session instances for the test set. In the second

protocol, all instances of both acquisition sessions are successively taken

in training and test sets by performing a k-fold crossvalidation.

This research activity aims at proposing a classification algorithm ca-

pable of returning high accuracy levels taking advantage of ultra low-

frequency metering data (about one Real Power value every 2 min-

utes). These data have been collected by a distributed metering sys-

tem of smart plugs which is part of a Home Energy Management Sys-

tem (HEMS) proposed by the Energy@Home association [55] and pro-

moted, among other companies, by Telecom Italia. The low frequency

constraint has led me to design a classification system which finds its

originality in the minimization of resources required for managing and

storing energy data and in the use of low-cost monitoring devices. The

work that have been proposed is similar to the one by Reinhardt et

al. [20] as regards the adoption of a distributed metering system of smart

plugs. However my contribution differs in that the implemented algo-

rithm exploits ultra low frequency metering data (a power consumption

sample each 2 minutes), while the work in [20] is based on traces with

higher temporal resolution (one- and eight-second average real power

consumption). The low-frequency constraint has the aim of minimizing

the resources needed for managing and storing measurement data in

real-world home settings, as described in Section 2.4. Moreover, while

the majority of the proposed approaches carry experimentation activ-

ities in centralized servers, this work includes a Java-based implemen-

tation of the classification approach that runs directly in a HEMS at

customer’s home.
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2.3.2 Context-based Non-intrusive Load monitoring

related work

In the last decade, several NILM works based on the use of machine

learning approaches have been proposed, such as the ones in [22,42,43].

In 2012 Kolter and Jaakkola [52] proposed a disaggregation technique

based on unsupervised learning. This technique combines the use of

Additive Factorial Hidden Markov Models for modeling the appliances

behavior and the authors proposed a new inference algorithm, called

Additive Factorial Approximate MAP (AFAMAP,) to separate appli-

ances traces from the aggregated load data. Few recent projects have

remarked the need to provide the system with context information in

order to both better characterize the appliance profiles and improve

disaggregation performances which usually decrease as the number of

monitored appliances increases. In 2011 Kim et al. [56] extended the

FHMM approach with an unsupervised disaggregation algorithm that

uses appliances behavior information (i.e. ON-duration, OFF-duration,

dependency between appliances, etc.).

With respect to Kim’s work, our original contribution is based on

the addition of environmental and statistical features such as respec-

tively the user presence and the daily usage distribution of several ap-

pliances. Also Shahriar et al. [57] proposed a similar approach which

uses temporal and sensing information but with the aim of performing

an appliance classification of power traces of single or a combination of

two devices. Furthermore a private dataset has been used in both [56]

and [57], thus non-comparable results have been produced; conversely

our work uses a public dataset [20], which is thus available also to

other researchers. Several open data sets are available: high frequency

datasets such as BLUED (Building-Level fUlly-labeled dataset for Elec-

tricity Disaggregation) [58] or REDD (Reference Energy Disaggregation

Dataset) [59]; low frequency data sets such as TRACEBASE [20] or

ultra-low frequency as AMPds (Almanac of Minutely Power dataset)

[60]. As BLUED and REDD include various features for each analyzed

appliance, TRACEBASE, provides simple active power data for each

monitored appliance. In [61] a detailed comparison among some of the

above-mentioned public datasets has been published. The authors also

provide semi-automatic labeling algorithm to help researchers in creat-

ing fully labeled energy disaggregation datasets. I chose TRACEBASE
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since it provides public low frequency power consumption traces of vari-

ous devices gathered in real houses. Moreover the whole data set is fully

labeled and contains temporal information for each power sample.

2.4 Appliance profiling and Classification

In this Section the ILM approach that I have implemented, together

with the evaluation metrics and testing results, is described. I propose

a classification algorithm that take advantage of ultra low-frequency real

power samples (i.e. 1 sample every 2 minutes) to return high accuracy

appliances’ classification results. The logical architecture is fully de-

scribed below as well as the Appliance Consumption dataset that have

been used and the Home Energy Management System (HEMS), in which

the algorithm has been integrated.

2.4.1 The logical classification architecture

The logical architecture of our classification system is shown in Figure

2.1. Raw power data are acquired by Smart Plugs - i.e. metering devices

standing in between the appliance power plug and the wall outlet - and

collected by the Home Energy Management System, described in the

following Section.

Figure 2.1: Appliance Classification System architecture.

The proposed Appliance Classification System is made of three main

blocks: “Pre-processing”, “Feature Extraction” and “Artificial Neural

Network”. An Artificial Neural Network (ANN) is a massively parallel

distributed processor that has a natural propensity for storing experi-

mental knowledge [26]. In the context of this work I preferred a Neural
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Network approach with respect to other methods because of the low

frequency, low numerosity and jagged typology of available data. The

algorithm is implemented in the “Artificial Neural Network” block of

Figure 2.1. The “Feature Extraction” block is the module where the

experimental observation is processed in order to catch its most dis-

criminating features (and labeled during the training phase), while the

“Pre-processing” block process raw or incomplete data to feed the Fea-

ture Extraction block with a uniform data structure.

The Pre-processing block is responsible for collecting power data

samples and for extracting significant power measures that will be given

as input to the classification system. In order to obtain reliable re-

sults, I excluded all the power traces containing measuring faults (i.e.,

missing samples caused by disconnections). In addition, to fully ex-

ploit all the remaining traces, I configured an observation window set to

the number of samples of the longest non-periodic trace (100 samples).

Consequently, devices characterized by hourly activities such as wash-

ing machines or dishwashers will often be represented with a full-length

load trace; conversely, devices with a short or highly variable duration

such as microwave ovens or coffee machines, will have their power traces

padded with zeros as observed in the original daily trace.

The Feature Extraction block processes the 100-samples trace pro-

vided by the Pre-Processing block to build a vector of features catching

the peculiar characteristics of the power trace (e.g., the shape of the con-

sumption profile, maximum peak, ascending or descending consumption

steps, duration). Table 2.1 shows the features selected by the empirical

analysis of available measurement datasets.

The extracted features are provided in input to the ANN-based clas-

sification algorithm, which returns the recognized type of device.

The chosen neural paradigm for this application, is a multilayer

perceptron neural network with backpropagation algorithm (commonly

called MLBPNN) [26], a well-known supervised model, used because

of its simplicity and guaranteed convergence. This type of network is a

universal approximator [62] based on the perceptron elementary neuron,

i.e. an information-processing unit that takes its origin in the biological

counterpart and that can be mathematically described by the following

pair of equations:
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Table 2.1: Feature Extraction

Extracted Features

1. Maximum power value.

2. Minimum nonzero power value.

3. No. of samples equal to zero.

4. No. of samples less than or equal to 30W.

5. No. of samples between 30 and 400W.

6. No. of samples between 400 and 1000W.

7. No. of samples greater than 1000W.

8. No. of steady state consumption changes greater than 1000W.

9. No. of steady state consumption changes between 10 and 100W.

10. Average value of the nonzero power samples.

netk =

m∑
j=1

wkjxj (2.1)

Ok = ψ(netk + bk) k = 1, ..., Nout (2.2)

where ok is the output of the kth neuron (if the used neurons are more

than one, in the given number Nout); x1, ..., xm are the input signals

(with dimension given by m); wk1, ..., wkm are the synaptic weights of

the neuron k; netk is the weighted sum of the input signals, bk is an

external bias and ψ is the “activation function”; in this application the

activation function is the bipolar sigmoid:

ψ(netk) =
2

1 + e−λnetk
− 1 (2.3)

that is chosen because of a couple of main reasons: i) sigmoid is a

nonlinear activation function that allows to quickly perform a classifica-

tion of non-linearly separable problems when used in multi-layer struc-

tures; ii) in addition, sigmoid allows to use well known always conver-
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gent backpropagation algorithm as steepest descent [63] or Levenberg-

Marquardt [64] during the learning process. The multi-layer structure

is a three-layer network with a number of neurons 10-30-8, respectively

in the input-hidden-output layers; the number of neurons in input and

output layers is imposed by the nature of the problem, whereas the

number of neurons in the hidden layer (30) is coming from an empirical

choice, motivated by the best “trial&grow” result. In other words, the

number of neurons starts from a medium low number (around 10) and

is increased until no further results improvement is observed. The ANN

configuration is represented in Figure 2.2. The adopted error function is

the classical mean squared of errors (MSE). As discussed in Section 2.4.5,

I also performed some tests using Bayesian regularization, in this case

the error function specified above is corrected with the mean squared

of the network weights as regularization term. In order to avoid the

generalization drawback, an early stopping approach is used [65] during

the learning phase. Once the ANN block has been trained with the

proper knowledge base, the ANN Recognition Model is ready to classify

new power consumption traces. As detailed in the evaluation Section,

I exploited to this purpose the measurement data sets collected during

the trials in the Telecom customers’ sites.

Figure 2.2: The Artificial Neural Network configuration adopted for the

experiment.

2.4.2 The HEMS architecture

This work extend the Home Energy Management System (HEMS) pro-

posed and developed by the Energy@home association [66] with device

load classification capabilities provided by the ANN-based Appliance

Classification Systems. Energy@home is a no-profit association partici-

pated by some major Italian companies (i.e. an electric utility company,
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telecommunications operators, manufacturers) and research bodies that

aims at developing and promoting technologies and services for energy

efficiency in the home based upon device to device communication.

Energy@Home Home Energy Management System

The Energy@Home HEMS is an OSGi-based software infrastructure for

home automation and energy management based on a Home Area Net-

work (HAN) of objects that cooperate and communicate through the

the ZigBee protocol [23]. Main cooperating objects are smart plugs,

which have both sensing and actuating capabilities, and various types

of smart devices and actuators, ranging from simple on-off devices, (e.g.

a TV-set), to configurable devices (e.g., air-conditioner) and smart ap-

pliances.

The OSGi [67] standard specifications define a Java-based service

platform made by software modules (i.e. OSGi bundles) that can be

installed, stopped, started, updated, and uninstalled at runtime. The

OSGi Service Platform is made of a service execution framework and

a set of standard service definitions that support the development of

service-oriented applications in networked environments. This motivates

its widespread adoption in the development of Home Energy Manamege-

ment Systems, such as PeerEnergyCloud [68] and Ogema [69]. The

OSGi framework provides a simple component model, a service registry,

and utilities for dynamic service deployment, while the standard service

definitions specify the interfaces and semantics for some reusable ser-

vices (e.g. a logging service and an HTTP service) [70]. Services are

implemented as bundles, which are Java archives that contains code, re-

sources and a manifest file with meta-information such as dependencies

and activation. When the bundle is active, it can publish its services or

discover and bind itself to services provided by other bundles through

the service registry. The HEMS OSGi Service Platform hosts a set

of web applications providing users with home automation and energy

consumption awareness capabilities.

A typical home-based deployment of the Energy@Home system is

made of the following hardware components:

1. A Smart Info device provides end users with the certified informa-

tion on electricity consumption managed by the electronic smart

meter. It can be plugged in every domestic socket to collect data
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from the smart meter leveraging powerline communication. The

Smart Info can be provided by the Distribution System Operator

(DSO). Published data are a sub-set of those already made avail-

able by the home electricity meter, hence the Smart Info acts like

a proxy in respect of the meter.

2. Smart Appliances are white goods (e.g., dishwasher, washing ma-

chine) that have local intelligence and networking capabilities.

They can provide information on their energy consumption (e.g.

used energy, instant power, etc.), respond to remote commands

and interact with the user through a GUI.

3. The Home Gateway is the core of the Energy@Home HEMS. It is

the centralized management component that connects the Home

Area Network with external application services via Wide-Area

Network (WAN) connectivity. It is based on a modular and highly

configurable OSGi framework and hosts application logic modules.

It offers multiple network interfaces, including a HAN interface

to communicate with the abovementioned home devices via the

ZigBee protocol, a Home Network (HN) interface to interconnect

additional local devices, such as PCs, TV via wired and wireless

LAN, and a WAN interface used to communicate with remote ser-

vice providers’ systems (through xDSL connection). In addition,

it provides local service logic and remote services with high-level

APIs for discovering, managing, and communicating with HAN

devices. The protocol used for the communication between the

HAN devices and the Home Gateway is based on ZigBee, since it

is a low-cost, low-power-consumption, two-way, wireless commu-

nication standard [71]. ZigBee can be used in different application

domains (e.g., home automation, healthcare, energy management

and telecom services) and a set of extensions have been designed

for the Energy@home system [72] and integrated in the version

1.2 of the Home Automation profile specification, ratified by the

ZigBee Alliance in the second half of 2013.

4. Cloud Services: the Home Gateway interacts with a remote Ser-

vice Platform hosted in the telecommunication operator’s data

centers providing storage and processing capabilities. The Service

Platform collects and stores the data sent by the Home Gateway.
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It can host applications that performs statistical and analytics

processing on historical data for providing users with consumption

awareness, predictions and possible suggestions for consumption

reduction. The Service Platform can also host downloadable ap-

plication bundles that can be selected by users and eventually run

on a local home service gateway.

Figure 2.3: Energy@home Home Energy Management System architec-

ture.

This HEMS has been deployed in 20 private homes in Italy and

both experimentation and data collection are currently ongoing. Sev-

eral types of monitoring approaches (whole house monitoring, real-time

monitoring of identified devices through smart appliances, low-frequency

monitoring of unidentified devices) are in place, thus allowing the experi-

mentation of different data analysis and service provisioning approaches.

Home Gateway Architecture

The Home Gateway is an OSGi based system made by several bundles,

whose interaction is realized through service provision and consump-

tion. It is made of a set of key bundles (i.e., the Java-Gateway Abstrac-

tion Layer, the Home Automation Core and the Local Gateway Service
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Logics bundles) supporting the development and deployment of energy

monitoring and management applications. Hereafter I will briefly de-

scribe the features provided by these Home Gateway components and

subsequently I will focus on the classification algorithm implementation.

The Java-Gateway Abstraction Layer (Java-GAL) implements the

ZigBee Gateway Device specifications for managing ZigBee Networks

and guaranteeing interworking with IP [73]. Java-GAL implements the

features required to perform active nodes discovery in order to keep

a constantly updated image of the current ZigBee network. It also

provides an abstraction layer that allows applications to control and

access ZigBee devices hiding low-level implementation details. To this

purpose, it translates the ZigBee product-dependant low level APIs into

a set of HTTP/REST and local APIs that can be invoked by other

bundles as well as by external applications to control ZigBee devices.

The Home Automation Core offers a high-level API exposing at-

tributes and commands defined by ZigBee Home Automation 1.2 Ser-

vice Clusters. It also implements a basic web-based interface allowing

the users to configure and test the home automation system (e.g. for

adding and configuring new ZigBee devices).

Local Gateway Service Logics: application bundles that exploits the

high-level Home Automation Core APIs for providing users with value-

added services for energy management and home automation.

The HomeGateway has been implemented by leveraging the OSGi

Equinox 3.5.2 Framework. More detailed specifications of the Home

Gateway supported ZigBee Service Clusters can be found at [72] and

the HomeGateway source code is available online [74].

2.4.3 Classification Algorithm

The ANN-based classification algorithm has been implemented as an

OSGi bundle, called Classifier bundle, deployed in the HomeGateway

as one of the Local Gateway Service Logics OSGi bundles.

The software logic that implements the classification algorithm con-

tains the following main classes:

1. ILM Model : is the class that handles the information used to con-

figure the neural network. This information can be provided as

input as an xml file and specifies the number of inputs, hidden
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nodes and outputs of the network and, for each input row, the

minimum and maximums value of the allowed range values, which

are used in the preprocessing phase to normalize data entering the

ANN.

2. ILM Classifier : is the class that implements the ANN-based clas-

sification capability. The class offers the methods for training and

test the ANN, save it as a file, and finally, classify input data. The

class has been implemented by relying on a Java-based framework

for Neural Networks, Neuroph [75], that have been wrapped in an

OSGi bundle and deployed in the Home Gateway.

2.4.4 Evaluation

In this Section I describe the testing activities carried out for evaluating

the proposed ANN-based approach for low-frequency distributed load

monitoring.

This Section is structured as follows: first, I introduce the dataset

used for testing and explain how data have been acquired from an ex-

perimentation campaign in real households, subsequently, I explain the

performance evaluation procedure of the proposed algorithm.

Data Collection from Home Trials

Data collected from a trial of the Energy@Home system carried out in

2012 have been put together to form the datasets used for the test.

The trial included 10 private houses of collaborating italian customers

where the Energy@Home HEMS was deployed in, with the following

configuration: i) a Smart Info device connected to the home electricity

meter; ii) many Smart Plugs to collect consumption information from

connected loads, such as washing machine; refrigerator; dishwashing

machine; smart TV; iron; microwave oven; lighting stuff; coffee machine.

Energy consumption data extrapolated from the activity of these

devices are used by the Home Gateway and the Service Platform to

implement use cases with the aim of enhancing customer awareness of

energy consumption [76]. In order to meet the trial application require-

ments, energy and instantaneous power data are collected from HAN

devices and stored in the remote Service Platform database so that cus-

tomers are provided with historical and statistical information on their
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energy consumption. Stored data include whole in-house consumption

from the power meter (Smart Info) and single device energy information

coming from Smart Appliances and Smart Plugs.

The HAN devices are connected to the Home Gateway via ZigBee

protocol and the Home Gateway uses the reporting strategy defined in

the ZigBee Cluster Library specification [77] to receive from each of them

the following consumption information: i) the summed value of energy

delivered and consumed in the premise (Smart Info) or by a specific

device (Smart Plugs and Smart Appliances); ii) the instantaneous real

power absorbed by the whole house (Smart Info) or by a specific device

(Smart Plugs and Smart Appliances).

The reporting parameters configured on each Smart Plug and Smart

Appliance provide real time instantaneous power information: every

change in instantaneous power that is greater than or equal to 5 W

is notified to the Home Gateway with a maximum configured delay of

2 seconds. Subsequently, the Home Gateway processes these data to

provide users with real time information. Please note that all these

measurements are not directly stored in the platform database. Indeed,

to avoid storage overloads, only a subset of these data filtered by the

Home Gateway is retained. Information is stored on the basis of the

reporting of summed energy values sent every 2 minutes by each device:

for each of these time intervals, the gateway calculates the device’s en-

ergy consumption (Wh) and stores this value along with the minimum

and maximum instantaneous power values (W) pertaining to the same

time interval.

Data Analysis and Pre-processing

The test cases have been led using a new dataset created from a subset

of the data collected during the Energy@Home trials. Among all the

available devices, I selected the ones that were present in all three houses

(washing machine; refrigerator; dishwashing machine; smart TV; iron;

microwave oven; lighting stuff; coffee machine) and for each type of

device I extracted the same number of traces.

This new dataset is made of 528 examples (66 for each of the 8 mon-

itored devices) and contains the first 100 samples of each device load

curve of power, measured in Watt. Signatures are entered according

to the following criterion: given a device, I consider as a signature the
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trace starting from the first non-zero sample of the daily consumption

curve and ending with the hundredth sample, regardless of the duration

of the consumption itself. If the consumption trace exceeds the hun-

dredth sample, it is simply trimmed, while shorter traces are expanded

by padding them with zero samples. Finally, these signatures undergo

the features extraction process.

This criterion has been defined in order to preserve the nature of the

original daily traces belonging to the dataset collected in the home trials;

in fact, the appliances consumption is represented by power samples

separated by zeros (no consumption detected). Moreover, I considered

that a 100 samples window (the longest non periodic trace duration)

corresponding to a 200 minutes time interval would be sufficient for

exhaustively represent a device signature of the dataset. Zero-padding

has been performed on traces characterized by less than 100 samples for

keeping them accordant with the original and isolating them for proper

classification. The trimming operation has been basically performed on

“always on” devices traces characterized by a periodical consumption

(e.g. freezer, refrigerator); for such devices zero-padding the end of a

single signal period could cause a significant loss of information while

using a properly set trimming frame contributes to maintain the original

signature shape.

This dataset was divided in three parts; the 70% of examples has

been allocated to train the ANN, the 15% for validation, while the

last 15% has been used for testing purposes. In order to validate the

effectiveness of the algorithm, the “overall accuracy” index in terms of

percentage have been used.

2.4.5 Evaluation and Testing Results

In this Section I present the test cases carried out for the accuracy es-

timation of our classification algorithm. The software used for testing

is Matlab version R2012a running on a machine having an Intel Core2

Duo CPU T7500 at 2.20GHz, 2 GB RAM. Figure 2.4 shows the overall

confusion matrix resulted from a single classification test of the above

mentioned 528 samples dataset (66 per device). The matrix rows and

columns represent the output and the target classes, respectively; in the

diagonal the correctly classified samples for each device are reported.

Observing the iron (E) as an example, the ANN has correctly classified
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56 out of the 66 samples; the remaining 10 samples have been misclas-

sified 7 times with the smart TV (D) and 3 times with the refrigerator

(B).

Figure 2.4: A confusion matrix sample resulting from a single classifi-

cation test

Table 2.2 shows the classification results for each device and for five

test iterations, where each iteration includes an independent training

phase and, consequently, a different ANN configuration. The final col-

umn shows the average accuracy value for each device. The Overall

Accuracy row shows the algorithm successful recognition percentage for

all the devices.

The relevant fact that emerges from Table 2.2 is the high accuracy

achieved for each device mostly as regards the dishwasher, washing ma-

chine and coffee machine. Conversely, devices such as smart TV, iron

and lighting can be misclassified because of their usage duration vari-

ability.

The results presented so far have been achieved while trying to clas-

sify traces belonging to devices whose signatures have been used in the

training phase. From an application point of view, this would call for a

preliminary collection activity where the user is requested to associate

a signature with the proper label. Unfortunately, such procedure can
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not be implemented when electric power consumption data are used in

unsupervised approaches. Therefore, I tried to evaluate the accuracy of

the ANN in recognizing types of devices whose signatures were not used

in the training phase.

Table 2.2: Classification Accuracy for Each Device Type and Test Iter-

ation
Correct classification percentage (True Positive)

test1 test2 test3 test4 test5 total

washing machine 100 100 100 100 98.48 99.70

refrigerator 92.42 100 100 100 96.96 97.88

dishwasher 100 100 100 100 100 100

smart tv 69.69 84.84 84.84 90.90 81.81 82.42

iron 90.90 89.39 95.45 90.90 86.36 90.60

microwave oven 100 100 100 100 100 100

lighting 90.90 90.90 93.93 93.93 90.90 92.11

coffee machine 98.48 100 100 98.48 100 99.39

overall accuracy 92.80 95.64 96.78 96.78 94.31 95.26

A second test case consisted in testing the ANN using both a Levenberg-

Marquardt (LM) and Bayesian regularization (BR) configurations with

power traces collected from a new house. To this purpose, I selected the

devices monitored in all the houses i.e. washing machine, refrigerator,

dishwasher and microwave oven.

Table2.4.5 shows the test results: although these appliances are com-

pletely unknown to the ANN, the washing machine and the smart TV

have been detected albeit with medium and low accuracy values, which

decreases dramatically for both refrigerator and dishwasher. While com-

paring results obtained with a LM network with the ones coming from

a BR network, it is evident how the latter slightly improves the iden-

tification of those appliances whose time of use is considerable, while

dramatically worsens the identification of the ones whose consumption

has typically a short duration and an on/off behavior and thus cannot be

easily characterized at such low monitoring frequency (e.g., microwave

oven). The result of the second test case have helped improve the fea-

tures extraction criterion. According to the results in Table 2.4.5, the

ten features chosen to characterize the load curve appear to be over-

specific. Therefore, I reduced their number to six, by choosing the more

general ones (i.e., features 1-2 and 7-10 in Section 2.4). Overly specific

features, such as the number of samples between a minimum and a max-
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imum value (features 3-6 in Section 2.3), could in fact over-describe a

power consumption signal worsening in generalization. In other words,

I selected those features that better describe device classes rather than

particular usage patterns: for example, two smart TV traces can dif-

fer significantly with respect of the usage time, still preserving typical

characteristics. If I include the number of zero samples (feature 3) as a

feature I will force the ANN to consider a usage pattern as a possible

discriminating characteristic resulting in an unnecessary complication

of the classification task.

Table 2.3: Classification Accuracy for Previously Unknown Devices
Average correct classification %

10 features 6 features

LM BR LM BR

washing machine 56.93 8.3 98.4 98.32

refrigerator 4.38 11.5 83.73 99.52

dishwasher 6.32 1.5 16.13 24

microwave oven 37.47 11.6 44.15 0

Since the classification OSGi bundle has been designed to be ex-

ecuted on the Home Gateway, some tests have been carried out for

estimating its time performance on a typical HEMS deployment. The

Home Gateway used for these tests is equipped with an ARM Processor

400MHz, 1 GB DDr 200 MHz RAM and 2 Gbit NAND Flash memory.

The operating system is Linux 2.6.35 with Java SE for Embedded 6

(JAVA ARMv5 Linux - Headless) and the Equinox 3.5.2 OSGi Frame-

work installed.

As regards the machine learning part, the ANN has the same config-

uration as the one detailed above. The tests have been carried out using

the measures coming from the smart plugs preprocessed by taking 100

samples, trimming or zero padding the curves as needed. Again, the

signatures obtained at this stage undergo a feature extraction process

to obtain a vector of 10 discriminating features.

For each type of device (washing machine; refrigerator; dishwashing

machine; smart TV; iron; microwave oven; lighting stuff; coffee machine)

10 preprocessed power traces are entered in the system to measure the

output time. The average classification time resulted to be 4ms. More-

over, the average time needed to load and run the ANN has been mea-

sured to be 269ms. This is meaningful because the ANN could also
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be changed when a new neural network trained with more examples is

available, and this would require a complete reload.

2.5 Context-based Non-Intrusive Load Mon-

itoring

This Section describes the proposed new energy disaggregation algo-

rithm. First, I briefly mention the principles of the state of the art ap-

proach that have been adopted and then I describe how this approach

has been enhanced by leveraging context information (e.g., timing usage

statistics and user presence).

2.5.1 The probabilistic data model

The observation of the devices’ consumption traces has underlined that

most of them usually switch from a power consumption value to few oth-

ers during each period of use; every trace can thus be considered as a set

of transitions from a consumption level to the subsequent one. Conse-

quently, the mean value of each power level with its associated variance

can be regarded as a state whose sequence can be modeled with Hidden

Markov Models (HMM). HMM is a probabilistic learning method for

time series where the information about the past is transmitted through

a single discrete variable, precisely named “hidden state” [78]; in this

work the HMM represents the power consumption evolution as a se-

quence of states. Such Markov processes are labeled starting from the

outputs; analyzing the observed state, the algorithm assess what is the

most likely Markov model hidden state capable of generating the ob-

served output. Each device, thus, have been modeled through an HMM

according with the power states and the transition matrix which de-

termines the probabilities of each state to evolve in another. HMMs

have been treated as additive Factorial HMM as described in [78] to

consider the Â overlaps of independent utilization of each device; the

observed output is thus composed as a state additive function of the

different hidden states and, in this case represents the aggregated power

consumption.

The single hidden Markov model, with its conditional independen-

cies, is graphically represented in figure 2.5a, where a sequence of ob-
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servations {Yt} with t = {1, ...T}, is modeled by a probabilistic relation

with a sequence of hidden states {St}, and a Markov transition structure

connecting the hidden states [78].

Figure 2.5: a) The single Hidden Markov Model b) The additive Facto-

rial Hidden Markov Model [78]

The state can take one of K discrete values, St ∈ {1, ...,K}, which

have been extracted from the occurrence histogram composed by several

power traces for each appliance, through the use of a clustering technique

(i.e., Gaussian Mixture Model). The transition matrix has therefore

a K × K dimension and represents the state transition probabilities,

P (St|St − 1).

Figure 2.5b shows the additive FHMM in which each independent

HMM for each monitored device evolves in parallel. The sequence of

observed output {Yt} represents the aggregate hidden states (i.e. the

aggregated power consumption); the algorithm thus estimates which is

the most probable sequence of Markov hidden states that could have

produced that output.

2.5.2 NILM Inference

As mentioned above, Kolter and Jaakkola [52] in 2012 proposed an ap-

proach based on additive Factorial Hidden Markov Model that aimed at

improving inference complexity performances and avoiding local optima

issues [52]. As the number of devices to disaggregate grows, in fact, the

evaluation of all the possible HMM evolutions that could have gener-

ated the aggregate output implies an increase in the computational com-

plexity of the disaggregation process. Therefore, the authors proposed
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an algorithm called Additive Factorial Approximate MAP (AFAMAP)

which is able to bypass the unreachable exact inference through the

approximation of the Maximum A-posteriori Probability [52]. [52] have

released a Matlab version of the AFAMAP algorithm (2012); in their

paper they provide some test results and discuss the effectiveness of

the algorithm compared to other inference algorithms (i.e. Maximum

A-posteriori Probability, Structured Mean Field, etc.) in terms of dis-

aggregation error.

For simplicity, I do not quote the mathematical model as it is avail-

able in detail in [52] with some comparative results.

2.5.3 Context-based disaggregation

The contextual conditioning has been realized by adopting and extend-

ing the Conditional FHMM [56] solution, which allows integrating con-

text information to the classical FHMM in order to obtain dynamical,

rather than static, state transition matrices. Among the various ap-

proaches made available in literature, including in particular the Con-

ditional Random Fields [79], our choice fell on Conditional FHMM as

it allowed extending the approach by [52], while maintaining the use of

the above-mentioned AFAMAP inference algorithm. As the Conditional

FHMM works on transition matrices is explained below with a graphic

example.

The following types of context information have been selected:

• timing-usage statistics, which has been generated through a sta-

tistical analysis over the Tracebase dataset.

• user presence information, which has been synthetically generated

for the purpose of this work. In real world cases, these data could

be collected through presence sensors located in the private home

rooms.

The selection of these features has been performed taking into ac-

count cost of real-life deployments. Therefore I preferred to use a very

small number of presence sensors, typically one for each room in the

house, instead of a huge number of different sensors (e.g., pressure, ig-

nition switches, movement, etc.).
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Timing usage statistic conditioning

The Tracebase dataset provides active power measurements and their

relative sampling instants. This information has allowed me to evaluate

the timing-usage statistics of the different devices. From the available

daily measurements, the number of turning-ON events (OFF-ON tran-

sitions) of each device in time intervals of 30 minutes has been derived.

Then, the occurrence histograms of the turning-ON events (in 24 hours

evaluation periods) have been generated. Their analysis has allowed ex-

tracting the usage probability distribution of each device and detecting

eventual devices inactivity according to which this conditioning has been

performed. For example, Figure 2.6a shows the occurrence histogram

of a refrigerator. Relevant trends for the conditioning are not visible,

due to the “always ON” nature of the device. Vice versa, a washing

machine (figure 2.6b) shows a very low turning-ON probability during

night hours; this information can thus be employed to modify the state

transition probabilities of this device.

Figure 2.6: Usage statistics distribution for a refrigerator (a) and a

washing machine (b)
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User presence/absence conditioning

The necessary information to perform this second conditioning derives

from a presence sensors appropriately deployed in the house. This type

of conditioning consists in modifying the probability associated to the

“OFF-ON” transitions of a device trace, according to the presence/ab-

sence of a user in a specific time interval. It was assumed that for

specific types of appliances, the turning-ON event cannot occur without

the presence of a user.

• Presence/absence of users in a single time interval;

• Presence/absence of users in two consecutive time intervals.

The time interval duration is arbitrary set as the longest consump-

tion cycle that have been detected among the analyzed traces (i.e. a

washing machine cycle).

In order to clarify this critical claim, it is useful to analyze the oper-

ating characteristic of a washing machine through a three-state Markov

chain: state 1 “OFF”, state 2 “WASHING PROGRAM”, state 3 “WA-

TER HEATING”. In figure 2.7, the Pij terms indicate the transition

probability from the state j to the state i, typical of the single device.

Figure 2.7: Example of a State Machine with associated transition prob-

ability modeling a washing machine operation

The example shows that the device in examination does not provide,

among the possible transitions, the transition from state 1 to state 3

without passing through state 2 (P13 and P31 are nil). Table 2.4 shows

the probabilities to transit from state i to state j and vice versa in a

single step.

User absence in the single time interval implies that:
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Table 2.4: Example of a transition matrix for a washing machine
j

i
S1 S2 S3

S1 0.9978 0.0022 0

S2 0.0307 0.9690 0.0003

S3 0 0.0012 0.9988

• If the device is ON, it will continue its customary working cycle

until the end of the washing cycle;

• If the device is OFF, the transition to state 2 is not possible during

the time interval (because there are not users in its neighborhood),

thus: P21 = 0 as it is shown in figure 2.8 and in table 2.5.

Figure 2.8: Example of a state machine for a washing machine derived

by taking into account user presence information

Table 2.5: Example of a transition matrix for a washing machine derived

by taking into account user presence information
j

i
S1 S2 S3

S1 1 0 0

S2 0.0307 0.9690 0.0003

S3 0 0.0012 0.9988

The user absence for two consecutive time intervals, instead, implies

that:

• If the device was ON before the beginning of the observation (be-

fore the first interval), it will have terminated its working cycle

within the first interval, therefore it is currently OFF (OFF in the

second interval);
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• If the device was OFF, it will not have had a new turning-ON, thus

it is currently OFF (always in the second interval). The Markov

chain for the device in the second time interval collapses in a single

state, precisely the OFF state, with, as the sole possible transition,

itself; the probability from state 1 to state 1 results thus unitary

(P11 = 1) as shown in figure 2.9 and in table 2.6

.

Hereafter I will refer to these conditioning mechanisms as follows: Us-

age Statistic Conditioning (USC) and User Presence (UP) single/double

Interval Conditioning (IC).

Figure 2.9: State machine of a washing machine taking into account

user presence information for two consecutive time intervals

Table 2.6: Transition matrix of a washing machine taking into account

user presence information for two consecutive time intervals
j

i
S1 S2 S3

S1 1 0 0

S2 0 0 0

S3 0 0 0

2.5.4 Evaluation

In this Section I describe the experimental activities carried out to val-

idate our approach. First, I describe the dataset [20] that has been

used, and how I extracted the HMM models for each considered appli-

ance. I then show and discuss a meaningful disaggregation test for each

context-based conditioning mechanisms by providing both the graphical

and the numerical disaggregation results at appliance level. Averaged
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disaggregation results are also discussed for 4 different test cases and

compared with the basic algorithm by [52]. Appliance profiling has

been performed using Python scripts on a machine equipped with an

Intel Core 2 Duo P8400 at 2.26GHz, 3 GB RAM; disaggregation test

campaigns have been performed using Matlab version R2012a on a ma-

chine equipped with an Intel Core2 Duo CPU T7500 at 2.2 GHz, 2 GB

RAM and another with Intel Core 4 i7-3610QM at 2.3 GHz, 8 GB RAM.

In order to provide experimental results which could be compared

with those of other works, the precision and recall parameters [80] have

been chosen. The parameters are calculated as follows:

Precision =
True positive

True positive+ False positive

Recall =
True positive

True positive+ False negative

Considering the real and the disaggregated power samples for each

device:

• The true positive parameter represents the number of samples that

have been correctly classified or more precisely the power quantity

correctly assigned to that device.

• The false positive parameter represents the number of samples

that have been incorrectly classified or more precisely the power

quantity incorrectly assigned to that device.

• The false negative parameter represents the number of samples

that should be but have not been classified or more precisely the

power quantity that should have been assigned to that device but

have been assigned to another or have not been assigned at all.

The precision parameter measures the portion of power samples that

has been correctly classified among the power samples assigned to a

given device. The recall parameter measures what power portion of a

given device is correctly classified in general, also considering that sam-

ples that would belong to that device but have been wrongly assigned

to another or not assigned at all.

In order to show a general parameter that could combine the re-

sults obtained through the precision and recall analysis, the F-Measure

parameter has been considered and calculated as follows.
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F −Measure = 2
PrecisionRecall

Precision+Recall

Although F-Measure represents a statistical combination of preci-

sion and recall, in our experimentation the first parameter has a more

pertinent meaning in the single appliance disaggregation results, as it

enhances the percentage of the right assigned power samples. For this

reason, in our test-cases discussed below, precision results are shown

at a single appliance level, while at a test and overall level recall and

F-Measure are also pointed out.

Data analysis and pre-processing

As a preliminary step, I have evaluated Tracebase [20], which is the

dataset that have been adopted in this work, and performed few prepro-

cessing operations on the data. Tracebase, which has been introduced

in Section 2.3, is a public, password-protected dataset. it consists of

real power consumption traces of a range of electric appliances that

have been collected in more than ten households and office spaces. The

trace collection script, described by [20] (2012), has been configured to

gather one sample per second; furthermore every sample is stored with

its timestamp. However, because of the topology of the data collection

network and the encountered delays, the authors stated that traces may

also show a higher or lower frequency; this physical characteristic forced

to perform an accurate data analysis and a pre-processing phase that are

described below. Moreover, this dataset is conceived to perform the ap-

pliance classification, thus it provides reliable power consumption traces

as they all have been detected with a dedicated smart plug. Therefore,

it does not include an aggregate consumption signal. In this work, I

set up a synthetic aggregate power trace consumption that is composed

of a sample-sum of a selected subset of the available traces. Indeed,

Tracebase includes up to 1270 monitoring traces of 122 devices of 31

different appliances types, but I used a subset made by 423 traces of 43

devices belonging to 6 types (table 2.7), by selecting those devices that

presented a major number of traces and less holes in the monitoring

interval.

As stated by [20], Tracebase presents several detection inhomogeneities;

a daily power trace can in fact shows more than one sample per second
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Table 2.7: Tracebase [20] subset of appliances used in our approach
Device Type #appliances #traces

Coffee Maker 5 39

LCD TV 10 94

Microwave Oven 5 48

PC Desktop 9 90

Refrigerator 7 130

Washing Machine 7 22

6 43 423

or a lack of data for some seconds. Hence, I processed all the daily

power trace by normalizing each one with 86400 samples (number of

seconds in a day). I have performed the zero-padding or the average

operations on the missing/surplus samples and put the obtained values

in a normalized trace. These operations have become reasonable after

the data analysis. For instance, when a device has resulted disconnected

to the electric network (OFF state), the meter has obviously gathered a

zero-consuming trace; thus I have zero-padded the missing samples and

reduced in an only zero value the surplus samples gathered at the same

second. Moreover, when the device is active (ON state) I have evaluated

the samples immediately before and after the missing one/ones and per-

formed an average operation of them and then filled the missing value

with the obtained result. An analogous operation has been performed

in the case when there was more than a sample per second.

Appliance Profiling

In order to extract the power levels that typically characterize an appli-

ance consumption, I analyzed all the available traces for each appliance

in our subset. As mentioned above, according to the consumption be-

havior and the nature of the devices, each device consumption profile

can be approximately characterized by just few power states. To iden-

tify them, I generated for each type of device a power value occurrence

histogram aimed at highlighting the most frequently achieved values

ranges.

After this operation, a further sub-sampling operation is performed.

The zero power, which corresponds to the disconnected state, could

in fact mislead the research of accumulation values as it reasonably

represents, except for the “always ON” appliances, the most frequent
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sample value. Therefore a coherent sub-sampling has been applied by

processing each sequence through a sliding window of fixed size (10

samples); in the case where the samples observed in the window result

all 0, nine values of these will be barred from the data on which to

search the state value. After this pre-processing phase, the problem of

determining the intrinsic structure of the data to be grouped, in the case

that only the observed values result accessible have been considered;

hence the preciseness of the state extraction has been tested through

clustering analysis [81].

Clustering analysis organizes the data according to an abstract struc-

ture in order to recognize groups or hierarchies of groups. A cluster is

composed by a number of similar objects collected or grouped together

according to a specific parameter named distance. How the distance is

set up and which parameter it represents depends on the chosen algo-

rithm and on the type of data to be processed. In our experimentation

case, the objects are represented by the power values; the clustering

algorithm has to evaluate and group them together in order to extrap-

olate few power states that could effectively describe the consumption

behavior of each type of appliance. The clustering algorithm identifies

few mean values and their associated variances that could represent as

accurately as possible each consumption state.

To solve the problem, preliminary tests with some clustering algo-

rithms have been performed; k-means [82] and Gaussian Mixture Model

(GMM) [83] reported the most consistent results.

With k-means, given a set of n points defined in a d-dimensional

space Rd and an integer k, the problem consists in determining a set

of k points, belonging to Rd, called centroids, such that each mean

squared distance for each point belonging to the cluster is minimal when

compared to the centroid. In our case the centroids represent the states

of the descriptive model which is associated with each device observed.

This type of technique usually fails in the general categories of clustering

that are based on the variance [84]. As mentioned above I have also

investigated a probabilistic approach, named Gaussian Mixture Model

(GMM). It is assumed that the data are generated by a mixture of latent

probability distributions in which each component represents a different

group of clusters [81]. It consists in the weighted sum of M components

of Gaussian densities as described by the following equation:
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p(x|λ) =

M∑
i=1

ωig(x|µi,
∑
i

)

Where x is a D-dimensional data vector (e.g. measured features),

ωi (i = 1, ...,M) represent the mixture weights and g(x|µi,
∑
i) with

(i = 1, . . . ,M) are the components of Gaussian densities. Each Gaussian

component is represented by the following shape:

g(x|µi,
∑
i

) =
1

(2π)
D
2 |
∑
i |

1
2

exp{−1

2
(x− µi)′

−1∑
i

(x− µi)}

Where µi is the mean vector and
∑
i is the covariance matrix. The

mixture weights meet the following condition:

M∑
i=1

ωi = 1

There are several variants of the GMM that have just been intro-

duced, depending on the calculation type of the parameters that describe

the distribution. The choice of model configuration (number of compo-

nents, dense or diagonal covariance matrices, link among parameters,

etc.) is often determined by the amount of available data to estimate

the parameters of GMM and the environment in which the GMM is

applied. One of the most important attributes of GMM is its ability

to form smooth approximations of arbitrary distribution densities. A

GMM acts as a sort of hybrid that uses a discrete set of Gaussian func-

tions, each with its own parameters (mean and covariance matrices),

in order to permit a better modeling capability. In this work the data

model that have been associated to each device is composed from the

following components:

• The data x = {x1, . . . , xL} represent the sample data which is in

turn a realization of X = {X1, . . . , XL}

• Xi represents the ith data flow which is described by a d-dimensional

feature space {F1, . . . , FD}.

• X can be divided in data that have been labeled as X1 but not

Xu.
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• K = {k1, . . . , kN} represents the set of state classes that are asso-

ciated to each device.

Therefore our clustering problem is reduced to finding the N -states

which better represent each monitored device [85].

The GMM have been adopted because of its excellent characteristics

of adaptability to the proposed data. This approach allows in fact to

more clearly extract the device representative states characterized by an

average value and its respective variance. Table 2.8 shows comparative

results regarding state extraction obtained with the two algorithms for

a refrigerator and a washing machine.

Table 2.8: Comparative results of k-means and GMM clustering algo-

rithm for extracting the power levels (mean and variance) of a refriger-

ator and a washing machine
Algorithm Mean Variance

Refrigerator

66.09 7.42

302.48 56597.83k-means

61.09 37.66

64.13 8.46

491.01 24501.37GMM

30.56 921.85

Washing Machine

6.72 205.39

2100.47 9339.21k-means

167.65 6804.05

2.00 0.001

2100.47 9339.21GMM

105.28 2349.91

In the refrigerator case k-means returns two mean values that are too

similar (about 66 and 61) and thus result not useful at the HMM model

extraction aim. Instead GMM reported more defined low consumption

mean values together with acceptable variance values. In the washing

machine case GMM emerges for its smaller variance as the obtained

mean values for each algorithm are similar.

As introduced in Section 2.5.1, the Hidden Markov Model includes

the definition of a transition matrix. Therefore, I extracted the statisti-

cal model associated with each device, or more precisely the state tran-

sition function that models the appliance power consumption behavior
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with its associated probability. For each type of appliance, according to

the set of states generated through the GMM, I mapped the sequence

of samples in the power traces into a sequence of states. All the tran-

sition events (including the self transitions) have then been detected;

then their occurrences have been counted to extract the corresponding

probability. Figure2.7 and 2.4 show the state machine and transition

probability matrix that have been obtained for a washing machine, re-

spectively.

Testing Results

The experimentation has been composed of two phases. Firstly, each

context conditioning has been singularly applied to the algorithm and

the obtained results have been compared to those obtained in the work

by [52]. Secondly, disaggregation results have been evaluated consider-

ing both context information items. Each test has been performed by

providing the system with the full-knowledge regarding each appliance

that could compose the aggregated consumption trace (table 2.7), i.e.

including even those turned off. As mentioned above the aggregate con-

sumption trace has been composed synthetically by summing the daily

traces of each single appliance. In order to create the test set, I com-

bined each daily trace of a given appliance for a given day with all the

daily traces of the other appliances. First, I describe how each single

context-based conditioning approach operates.

1. Usage statistic conditioning In figure 2.10 an aggregate power

consumption trace is shown; as it can be noticed in this temporal

portion, a PC-Desktop is always ON just like the Refrigerator, a

LCD-TV is turned ON a little after 8:00 am and left ON until the

end of the examined temporal portion. Moreover a Coffee Maker

is used in other two daily moments.

Figure 2.11 graphically shows the results obtained by applying

disaggregation algorithm by [52].

Figure 2.12 shows the graphical disaggregation results obtained by

applying our NILM algorithm with Usage statistics conditioning

(USC).

An improvement can be observed; this is plausible, especially for

devices that are typically switched ON and OFF in a portion of
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Figure 2.10: Aggregate power consumption trace - test case 1

a specific time such as the coffee maker. As expected a typical

”Always ON” device such as the Refrigerator does not benefit

of the effects of this type of conditioning. Table 2.9 shows the

Table 2.9: Precision results obtained with [52]’s AFAMAP algorithm in

basic and with Usage Statistics Conditioning version
AFAMAP [52] USC

Refrigerator 27.88% 30.77%

LCD-TV 99.28% 100.00%

PC-Desktop 50.99% 74.07%

Coffee Maker 36.14% 77.21%

precision obtained with the timing usage statistics conditioning

compared with those obtained by using the AFAMAP algorithm

[52].

2. User Presence conditioning

The second conditioning is analyzed below. Figure 2.13 shows the

real aggregate consumption trace of a Washing Machine with the

same LCD-TV trace that has been analyzed above; the graphic

shows a portion of washing cycle with a high consumption phase

(corresponding to the water heating phase) in the middle. In this

case the LCD-TV disaggregation is a little worse (demonstrating
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Figure 2.11: Power consumption trace disaggregated with the basic

[52]’s AFAMAP algorithm - test case 1

that depending on the device traces combination, disaggregation

precision can change) and this kind of conditioning, both in the

single (fig. 2.15) and double (fig. 2.16) interval version, does not

introduce relevant improvements with respect to the algorithm

by [52]. This is due to the fact that in this case the TV usage lasts

for a very long period, probably longer than the user presence ob-

servation interval. Figure 2.15 and 2.16) shows an improvement in

the Washing Machine disaggregation, obtained through the Single

interval conditioning and the Double interval conditioning, respec-

tively. The washing phase, which is characterized by low power

consumption, is difficultly distinguishable; the basic algorithm, in

fact, confuse it for a PC-Desktop execution (fig. 2.14). Although

even with the Single Interval conditioning few errors are encoun-

tered, a portion of washing machine consumption is well-assigned

(fig. 2.15). The graphical results are confirmed by the precision

percentage shown in table 2.10 .
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Figure 2.12: Power consumption trace disaggregated with the Usage

statistics conditioning (USC) - test case 1

Table 2.10: Precision percentages comparison between [52]’s AFAMAP

algorithm and the User Presence single and double Interval Conditioning
AFAMAP [52] UP single IC UP double IC

Refrigerator 70.73% 78.50% 94.78%

LCD-TV 93.86% 90.54% 94.04%

Discussion

Table 2.11 compares average results of 4 tests using the basic Kolter and

Jaakkola’s algorithm [52], the User Presence single interval condition-

ing, the User Presence double interval conditioning, the Usage Statistics

conditioning and a combination of the last two conditioning mechanisms

executed together. In almost all cases a disaggregation precision aver-

age improvement is observed with respect to the basic algorithm. Even

if the combination of the usage statistics conditioning with the double

interval conditioning is better in most cases, percentually the most ef-

fective is the User Presence double interval conditioning. As regards

the Recall parameter, the average results are a little worse than the

precision ones. This is caused by the nature of this parameter that, by

definition, also considers the wrongly assigned or unassigned samples

of a given device. However the recall improvement over the basic al-
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Figure 2.13: Aggregate power consumption trace - test case 2

gorithm tightly depends on the analyzed test case, as, for example, a

greater quantity of not assigned power samples can worsen this value.

Table 2.11: Average precision / recall percentage results comparison

among each tested algorithm for 4 test cases
AFAMAP [52] UP IC UP double IC USC 2UP IC + USC

Test 1 44,72 / 73,88 61,23 / 81,11 61,44 / 74,12 48,68 / 72,98 61,36 / 73,84

Test 2 49,63 / 80,49 43,06 / 69,39 57,48 / 70,46 57,40 / 73,45 58,18 / 70,68

Test 3 44,37 / 81,73 54,83 / 86,97 69,11 / 71,59 54,18 / 80,74 68,94 / 71,43

Test 4 50,76 / 59,51 41,52 / 70,74 53,27 / 55,26 53,43 / 55,01 52,92 / 54,38

The experimentation campaign, carried out with the complete test

set over the basic algorithm for each conditioning, has highlighted the

average improvements that have been reported in table 2.12.



60 Energy savings applications

Figure 2.14: Power consumption disaggregation obtained with [52]’s

AFAMAP algorithm - test case 2

Table 2.12: Average Precision and F-Measure improvements over the

basic AFAMAP algorithm [52]

Context-based conditionings Precision F-Measure

1 User Presence single interval conditioning ≈ 3% ≈ 2%

2 User Presence double interval conditioning ≈ 12% ≈ 14%

3 Usage Statistics conditioning ≈ 6% ≈ 3%

4 The combination of 2) and 3) ≈ 13% ≈ 14%

As it can be observed, even though the recall parameter apparently

worsened the disaggregation results at test level, the F-Measure eval-

uation parameter, through the whole test set, reports a significant im-

provement as well as the precision parameter.

2.6 Conclusions and Further Improvements

In this work two different Load Monitoring approaches have been pre-

sented.

The first project has regarded a Neural Network based system for
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Figure 2.15: Power consumption disaggregation obtained with the UP

single Interval Conditioning - test case 2

appliance classification. With respect to the state of the art, our con-

tribution is focused on 1) the analysis of low frequency metering data

(i.e. 1 active power sample every 2 minutes) and 2) the implementation

and testing of the implemented algorithm in a home gateway. Adopting

low frequency data has the major advantages of allowing the exploita-

tion of cheap smart plugs and saving resources for storing, processing

and transmitting data. The latter is even more appealing if we consider

to run the algorithm in the home gateway instead of a central server.

The algorithm was tested using data coming from real households with

encouraging results. I experimented good classification accuracy for the

ANN trained with examples coming from similar devices (i.e. from same

device, producer, model). From the user perspective, this approach can

cause a significant discomfort due to the mandatory manual labeling of

household appliances. To overcome this problem can be useful a remote

repository able to store devices load profiles for future uses. In this way,

a knowledge base is incrementally built and maintained thanks to users

contributions. A possible use of the knowledge base is at configuration

time: when a new system is deployed in a house, the knowledge base is

queried to find the models of appliances present in the house. Therefore,

the ANN training can be personalized selecting the best power trace ex-

amples for that case. In the long run, when the knowledge base contains
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Figure 2.16: Power consumption disaggregation obtained with the UP

double Interval Conditioning

a significant number of different traces, this solution would require only

a minimum configuration effort for the user (who should list just the

brand and model of the appliances to be monitored). In the future, it

would be useful to evaluate the use of different neural models character-

ized by dynamic retraining mechanisms in order to improve the balance

between efficiency and complexity [86].

In the second work I proposed a new energy disaggregation algo-

rithm that takes into account context-related information, that can be

gathered from low-cost sensors, and statistical analysis of energy con-

sumption data. With respect to most existing works, which are based

on the analysis of data collected at a high sampling frequency [33,42,43],

our contribution consisted in investigating a disaggregation approach on

energy monitoring data collected at low frequency. This choice has the

following advantages: it is possible to use low-cost and widely available

smart meters; data storage and transfer tasks are less resource demand-

ing. Context features (e.g. user presence and device usage consumption

patterns) have been exploited to improve the statistical model of each

appliance. Results of testing activities and their comparison with a state

of the art solution are encouraging. In the future, it would be useful to

extend the proposed approach to include the use of additional context

information (e.g. profile of users, weather information, etc.) in order to
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improve the disaggregation algorithm as well as to enhance the proposed

approach with optimization algorithms and suggestion mechanisms to

help consumers in saving energy costs. Moreover, tests described in this

work are based on the use of data available from a publicly accessible

dataset, i.e. Tracebase [20]. I believe that the adoption of open data sets

in this field may speed up research and innovation processes by favoring

repeatable research and easing the comparison of different approaches.

Given the energy saving as a common purpose of these two works,

it can also be envisage that some future developments may be related.

Indeed, as mentioned above, a user can choose between these two ap-

proaches according to its needs and not only focusing to the weaknesses

and strengths of these algorithms. For instance a user can be more suited

to the ILM approach as he would plan to upgrade his house; this kind of

change could favor a massive sensor deployment to obtain more targeted

information. On the contrary, a user who does not foresee a remark-

able change in his living environment could choose the NILM approach

in order to obtain energy consumption information without an intrusive

installation phase. Furthermore, in a future version of a Smart Home not

necessarily these approaches have to be mutually exclusive, therefore,

I expect that ILM and NILM, together with Smart Appliances (intro-

duced in Section 2.1) could collaborate to fill the shortcomings of each

approach. In a real life scenario it is plausible to assume that a home

can be equipped with few smart appliances and several smart plugs to

gather accessible devices’ consumptions. In this context, in a possible

further work, a Home Energy Management System can firstly record

energy consumption contributions coming from smart plugs or smart

appliances and then provide the NILM system with this information in

order to improve its knowledge and to help the disaggregation phase

by directly remove, from the whole-house power consumption trace, the

already recognized contributions.
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Chapter 3

Multi-user VNF Placement

optimization in a SDN-based

multi-stakeholder NFV

architecture

Recently, communication services are becoming more diverse

and dynamic with an increasing number of users who are

connecting to communication networks. Network Function

Virtualization (NFV) is an effective technique to deal with

this situation; it enables the operator to change configura-

tions of network functions dynamically. In the research field

of NFV, many researchers have tackled the VNF placement

problem as a facility location problem which decides the place-

ments of virtual network functions (VNF) according to a

specific objective. This work addresses the issue of optimal

VNF placement in a multi-stakeholder network infrastruc-

ture by considering the framework of a NFV Management

and Orchestration architecture that leverages the Software

Defined Networking paradigm. Given a set of service re-

quests and considering a set of constraints (e.g., maximum

end-to-end delay, monetary cost, allowed server utilization

level), a mathematical model has been formulated to max-

imize the profit that can be obtained by both tenants (i.e.

65
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multi-stakeholder NFV architecture

infrastructure providers, cloud providers) and renters (i.e.

service providers/users). In order to favor generalization

and to ease the treatment of parameters that in literature

have not accounted (e.g. multiple users), the choice of the

actual forwarding path of incoming traffic flows is deferred

to a later step (optimal routing), to be performed by the SDN

Controller. Moreover, the work provides a detailed formal-

ization of service requests and Data Centers and considers

two types of users with different privileges (i.e. Premium

and Best Effort). The energy efficiency and sustainability

goals have been also taken into account.

3.1 Introduction

The last few years have witnessed a relevant increase in the number

of users who ask for connection to communication networks. Indeed,

the increasingly frequent releases of more and more computationally

fast and capacious devices (e.g. smartphone, tablet, etc.) without a

significant price growth, have favored their diffusion among users be-

longing to different social abstractions and age groups. Furthermore,

this has caused an increase and a differentiation in terms of service re-

quests which have become dynamic and user-centric. This trend is also

reinforced by the future vision of Internet of Things (IoT) which will con-

tribute to a new generation of service requests. In this scenario, service

providers have to fulfill user needs with the dynamic provision of het-

erogeneous services across multiple infrastructures and platforms while

aiming at a satisfactory operating margin. However, to achieve this evo-

lution, additional capabilities and features need to be integrated in their

current basic cloud infrastructures and services (i.e. memory, compute,

storage). Network Function Virtualization (NFV) [87], [88], and Soft-

ware Defined Networking (SDN) [6] are emerging technology paradigms

that aim at enabling flexible and dynamic network control and manage-

ment approaches. Traditionally an operator network consists of Net-

work Functions (NF) (e.g., Deep Packet Inspection, Network Address

Translator, Load Balancer, Firewall, etc.) which are implemented on

physical middle-boxes with the aim of processing the network traffic for

some purposes (e.g. energy performance, security, availability). The
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NFV concept consists in the decoupling of network functions from the

hardware they run on, by leveraging the virtualization abstraction [87].

As a consequence, the adoption of virtualization technologies brings the

advantage of enabling the on-demand and flexible provision of network

services, while also providing mechanisms for containing Capital Expen-

diture (CAPEX) and Operational Expenditure (OPEX). CAPEX can be

reduced as network operators are no longer dependent from specialized

hardware; on the contrary the reduction of OPEX can be achieved by

involving automatic orchestration for deployment and maintenance of

Virtual Network Functions (VNFs) instead of specially trained person-

nel. This kind of technology also helps to support the energy efficiency

policies. To accomplish a network service, traffic flows typically traverse

several network functions in a specific order; we refer to this concept as

Network Function Chaining or Service Function Chaining [89]. As a

result, with the adoption of the VNF paradigm, a network service can

be specified as an ordered chain of VNFs which are deployed as software

running on virtualization platforms (e.g., Virtual Machines or contain-

ers) on physical servers in Data Centers distributed in different network

locations. The Software Defined Networking concept works complemen-

tarily to NFV as it separates the control plane from the data plane, in

order to use higher level entities (i.e. SDN Controllers, Orchestrators)

to control/manage the network. Hence, SDN offers the capability to

programmatically enforce traffic forwarding rules across network nodes,

thus steering traffic through the dynamically established sequence of

network service endpoints, thereby effectively supporting the dynamic

provision of a network service chain [90]. The European Telecommuni-

cation Standard Institute (ETSI) has begun the NFV standardization

process in 2012 [87]. ETSI specifies the NFV architecture as a three-

layer structure composed by the VNFs, the NFV Infrastructure (NFVI)

and the MANagement and Orchestration (MANO) [8]. A technical re-

port recently published by ETSI extends the MANO specification by

discussing the options for integrating SDN in the NFV Architectural

Framework [91]. By taking into account these specifications, I consider

a reference architecture whose main components are:

• a VNF Orchestrator which is in charge of managing the pro-

vision and lifecycle of network services, by orchestrating virtual

resources, potentially across different organization domains. This
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includes also the task of placing VNF instances in the cloud in-

frastructure, and governing the dynamic allocation of resources to

these instances according to VNF service requests workloads and

energy efficiency targets (VNF Placement) [92]

• an SDN controller, which is in charge of dynamically defining

the optimal network forwarding path for incoming traffic flows

that have to traverse the chained VNFs.

By leveraging such definition of functional roles for this architectural

framework, this work provides a contribution in the field of VNF Place-

ment. The Placement of Virtual Network Function (VNF) addresses the

issue of choosing the set of optimal locations for chained VNF instances

according to the current characteristics of available computing resources

(nodes) and network links. State-of-the-art literature reports many

works which differ in several aspects (i.e. conceptual approach, objec-

tive functions and other considered features). In [93–95], the placement

and routing optimization are considered as joint problems. In particular

the work in [95] aims at minimizing link utilization and allocated com-

putational resources, while [96] performs the minimization of E2E delay

and bandwidth consumption deploying chained VNFs in a multi-domain

network environment. Single-domain focused works are instead [97,98].

However, they consider a more complex problem involving orchestration-

level tasks, such as respectively the evaluation of network operational

costs and horizontal scaling of VNFs. Moreover [96–98] provide de-

tailed formalization of service requests and mathematical models aim-

ing, among other objectives, to promote energy efficiency.

In this thesis, aiming to model a realistic scenario linked to the mar-

ket law of supply and demand regarding network Service Provisioning,

both tenants (i.e. infrastructure providers, cloud providers) and renters

(i.e. service providers/users) have been taken into account. Tenants will

aim to increase service provision to obtain higher profits, while renters

will aim to receive the best possible service quality at the lowest pos-

sible price. These goals have been jointly and hierarchically accounted

with the definition of a mathematical model that aims at maximizing

the overall obtained profit in terms of accomplished service requests

(for tenants) and VNF preferences satisfaction as regards DCs to be

deployed on (for renters). In the optimization model, users generating

service requests have been differentiated into privileged and standard
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users (i.e. Premium and Best Effort) while service requests have been

formalized and characterized by several parameters (i.e. latency, band-

width, required resources, etc.). The implemented model chooses the set

of optimal locations for chained VNF instances according to the current

characteristics of available computing resources (nodes) and network

links, as well as several constraints that, among other goals, aim at fa-

voring energy efficiency and reducing CO2 emissions. Furthermore, in

order to favor generalization and to address issues that are not discussed

in the literature, the choice of the actual forwarding path of incoming

traffic flows is likely deferred to a later step (optimal routing), to be

performed by the SDN Controller; this assumption also eases the op-

timization phase and encourage tasks separation among management

layers (i.e. Control, Orchestration).

This work is structured as follows. In Section 3.2 I provide a focused

background in which the main involved technologies are introduced.

In Section 3.3 I discuss the related work in detail and motivate this

work contribution. Section 3.4 provides a detailed problem formulation,

mathematical model and design assumptions; moreover, it describes the

proposed VNF Placement algorithm and its implementation. In Sec-

tion 3.6 I firstly describe the realistic evaluation scenario and secondly

present the testing activities carried out to evaluate the performance

of the implemented algorithm with related result discussion. Section

3.7 concludes this work with final considerations and provides further

improvements.

3.2 Background

In recent years, significant interest has been shown in Network Virtu-

alization, thus encouraging the emergence and the development of new

technologies such as Cloud Computing [99], Software Defined Network-

ing (SDN) [6], Network Function Virtualization (NFV) [87], [88] etc.

The new paradigm proposed by Cloud Computing is coming out for

on-demand provisioning of IT resources as well as infrastructure exter-

nalization, favoring the increasing exigences of tenants and the needful

cooperation of cloud providers. User needs are thus growing beyond the

simple provisioning of virtual machines, to the requirement of flexible

and complex virtual resources and services. Emerging complementary
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technologies such as SDN and NFV could encourage the transition to a

revolutionary new way in which IT services are delivered and managed.

3.2.1 Software Defined Networking

Software Defined Networking (SDN) [5] [6] is an emerging network ar-

chitecture where control plane is decoupled from data plane and directly

programmable. As originally defined, ”SDN refers to a network archi-

tecture where the forwarding state in the data plane is managed by a

remotely controlled plane decoupled from the former.” [100]. In the tra-

ditional network view, the control and data planes are coupled and, for

this reason, difficult to modify. These planes are physically embedded in

network elements, hence adding new functionalities results difficult and

expensive as it would imply both software and hardware upgrades of all

network devices. Middleboxes, (e.g. load balancer, intrusion detection

system, firewall, etc.) represent the specialized hardware needed to up-

grade the network with new features; hence they are expensive, hard to

configure and, once positioned in the network, difficult to modify [101].

SDN, with its programmable control plane, seems to be a suited

solution to overcome the innovation difficulties typical of the traditional

network.

Figure 3.1: Traditional Networking versus Software Defined Networking

[102]
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Figure 3.1 compares, respectively, the traditional networking (a) and

the SDN (b); the concept of coupled/decoupled planes results evident.

Indeed, in Figure (a) the networking element (i.e. Switch) is composed

by the Control Plane and the Data Plane; differently in Figure (b) the

Control plane separation is evident through the presence of the SDN

Controller. The Programmable Switches in this approach are simply

responsible for packets forwarding while the SDN Controller designs

routes, sets priority and routing policy parameters to respect QoS and

to cope with the shifting traffic patterns [102]. Although in recent years

the original definition of SDN provided above has undergone various

changes, a schematic description given by Kreutz et al. [101] is sum-

marized below. SDN can be defined by accounting these four main

features:

• Separation: The Control Plane is separated from the data plane.

Network devices become simple forwarding elements without any

control functionality.

• Flow-orientation: Forwarding decisions are flow based, instead

of destination based. In the context of SDN, flows can be de-

fined as a sequence of packets between a source and a destination

where all packets of a flow receive identical service policies at the

forwarding devices. This abstraction gives flexibility by unifying

the behavior of different types of network devices (i.e. routers,

switches, firewalls, middleboxes).

• External Control: The so-called SDN controller is hosted by an

external entity and, having an abstract network view, acts as a

coordinator by programming the forwarding devices.

• Programmability: The applications, running on top of the SDN

controller, program the network through the intermediation of the

SDN controller.

The Controller in the SDN architecture represents a relevant aspect

as it manages the centralized state of the network, or, at least, a portion

of it. This last statement refers to the future vision of the Internet

in which the control plane would be composed by a network of SDN

controllers intercommunicating to maintain the full knowledge of the
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whole network state. This external control (logical centralization) of

the network can produce several significant benefits such as:

• Ease of modification: network policies can be easily modified

through high-level languages and software components.

• Automation: network state changes can be automatically de-

tected and monitored in order to maintain unaltered service qual-

ity and policies.

• Ease of development: The global knowledge of the SDN con-

troller over the network, simplifies the development of more so-

phisticated networking functions, services, and applications [101].

In the last few years several SDN controllers have been implemented

and made available; although each of them may differ in some char-

acteristics (e.g. programming languages, etc.), their aim is common.

Among others, the most popular SDN Controllers are: Floodlight [103],

POX [104], Ryu [105], OpenDayLight [106] and ONOS [107]; they all

provide low-level control over switch flow tables and are typically object-

oriented. Some of them such as OpenDayLight, Ryu and ONOS pro-

vide also integration capabilities with Cloud Management System, e.g.

Openstack [108].

Figure 3.2: Software Defined Network architecture [109]
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OpenFlow [110], developed by the Open Network Foundation (ONF)

[111], is the communication protocol defined between the control and

forwarding layers of an SDN architecture; it is considered the de-facto

standard for SDN. Switches and routers, the network devices in the

data plane, can be directly accessed and manipulated through Open-

flow. Figure 3.2 shows the three SDN stacks (i.e. Application Layer,

Control Layer and Infrastructure Layer) with the architecture APIs that

define the communication between layers. The APIs that provide the

connection between applications and the controller are often referred to

as Northbound Interface while the Southbound Interface represents the

connection between the controller and the networking hardware. Fig-

ure 3.2 shows the Northbound Interface has not a reference standard

protocol; on the contrary the Southbound has Openflow as reference

protocol.

A Software Defined Network can also be defined by the three ab-

stractions detailed below [110]:

• Forwarding: this abstraction allows the application over the SDN

controller that requests a specific traffic forwarding, to get any

desired forwarding behavior without even know hardware details.

• Distribution: the abstraction is realized with the centralized log-

ical control, which represents a common distribution layer (SDN

controller) responsible of installing the control commands on the

forwarding devices and of collecting status information about the

forwarding layer. This view let applications having a global net-

work knowledge without facing the problem of distributed states.

• Specification: toward a future vision of service provisioning, and

for the scope of this thesis, this abstraction has a key role. Indeed,

with this abstraction, a network application is able to express the

desired network behavior without responsibilities on the imple-

mentation phase. This can be achieved through virtualization

solutions, as well as network programming languages [5].

Since a detailed SDN description is out of the scope of this thesis, I

refer the interested reader to the comprehensive survey provided from

Kreutz et al. [101].
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3.2.2 Network Function Virtualization

Network Function Virtualization (NFV) is an emerging approach to

network service provisioning that mainly involves the implementation

of Network Functions (NF) in an open and standardized IT virtual-

ization environment. Indeed, in the traditional network system, net-

work functions are composed by a combination of software and vendor-

specific hardware, while NFV proposes to decouple the software (i.e.

Network Functions) from the hardware and, consequently, to remove

vendor-dependency. The Network Functions (e.g. routers, firewalls,

load balancers, NAT, DNS, etc.) are therefore decoupled from their

dedicated hardware, virtualized as Virtual Network Functions (VNF)

and implemented as software components on fully-virtualized network

infrastructures. Mijumbi et al. in [7] state ”This allows for the con-

solidation of many network equipment types onto high volume servers,

switches and storage, which could be located in data centers, distributed

network nodes and at end user premises”. This approach could favor,

on the one hand, innovation and optimization for network service pro-

visioning and, on the other hand, the reduction of Capital Expenditure

(CAPEX) and Operational Expenditure (OPEX) for service providers

and network operators. Given that VNFs are implemented as software,

CAPEX could be reduced because the Service Providers are no longer

burdened by dedicated hardware devices cost. On the contrary, per-

sonnel costs reduction contributes to OPEX decrease due to networking

automation and simplification produced by NFV. Therefore NFV ap-

plies to Network services a new design, deployment and management

approach.

The conceptual difference between traditional and virtualized appli-

ances is shown in Figure 3.3; the network service provisioning in NFV

is characterized by several differences in comparison to current practice.

According to [7] these differences are the followings:

1. Decoupling software from hardware: the benefits obtained

by the separation between NF software and hardware derives from

the independent evolution and management of each other.

2. Flexible network function deployment: infrastructure re-

sources could be reassigned and shared among network services.

3. Dynamic scaling: the possibility to dynamically instantiate soft-
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Figure 3.3: Classical Network appliance approach versus Network Vir-

tualization approach [87]

ware components, according to upcoming events or user/applica-

tion needs, provides the scalability feature.

Thus in NFV, Network Functions are virtualized into Virtual Net-

work Functions (VNFs) that provide the equivalent functional behavior

and interfaces. The European Telecommunication Standard Institute

(ETSI) has begun the NFV standardization process in 2012 with ini-

tially seven operators (AT&T, BT, Deutsche Telekom, Orange, Telecom

Italia, Telefonica and Verizon) which, over time, have grown in number.

The Industry Specification Group for NFV (ETSI ISG NFV) [112] is

responsible to develop the required standards for NFV [7]. After few

years (2015) ETSI has published 11 Group Specifications [113] which,

among other provided information, specify the NFV architecture as a

three-layer structure composed by the VNFs, the NFV Infrastructure

(NFVI) and the MANagement and Orchestration (MANO) [8]. ETSI
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NFV architecture is shown in Figure 3.4.

Figure 3.4: The ETSI NFV three-layer infrastructure [114]

The NFVI is mainly composed by virtual and physical resources

with the virtualization layer between them aimed at providing an ab-

straction layer. The virtual resources are thus abstractions of the phys-

ical resources (Computing, Storage and Network hardware) which pro-

vide processing, storage and connectivity to VNFs.

Virtual Network Functions, key elements of Network Function

Virtualization, are instantiated in Virtual Machines or containers (e.g.

Docker) into servers of a Data Center. They reflect both the external

interfaces and functional behavior of the associated Network Functions.

In other words VNFs represent the virtualized version of NFs, but, as

virtual, they can be deployed, scaled, migrated where it is more conve-
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nient.

Management and Orchestration (MANO) in Figure 3.4 is the

vertical block on the right composed by the Orchestrator, the VNF

Manager and the Virtualized Infrastructure Manager (e.g. Openstack);

it focuses on all virtualization-specific management tasks necessary in

the NFV framework [7]. For instance MANO is responsible of the VNFs

lifecycle as well as the functionality required for their provisioning, con-

figuration and maintenance.

To deepen the NFV topic, which in this thesis work is only synthe-

sized to produce a comprehensive background, these two State-of-the-art

papers [7, 114] are suggested. Indeed, the first one provides a detailed

survey and identifies promising research directions on this topic, while

the second one, after a focused introduction on topic, discusses chal-

lenges and requirements of using NFV in mobile networks.

3.2.3 Service Function Chaining

A Network Service, provided by an operator, is a complete end-to-end

functionality delivered making use of one or more service functions in a

specific order; each of them is respectively responsible for specific treat-

ment of received packets. The Virtual Network Functions that have

been introduced above (Section 3.2.2), represent the virtual realization

of service functions. To accomplish the network service, traffic flows

typically traverse several VNFs that could be located in different net-

work nodes; this concept is referred as Service Function Chaining or

Network Service Chaining [89] and could be realized by both SDN and

NFV. Although these technologies have been independently developed

and can be implemented individually, their high complementarity in-

duces their joint use. Indeed, both SDN and NFV provide resource

flexibility, respectively working at higher levels (L4-L7) and lower lev-

els (L2-L4), aiming at exploiting automation and virtualization and at

avoiding vendor-addictions by making use of open software and standard

network hardware.

Thus, service provider networks may achieve value improvement by

the logical combination of SDN and NFV as these concepts are com-

plementarily beneficial and can ease each other implementation and de-

ployment. Cui et al. in [115] provide an interesting and clear example,

summarized in the following sentences, that highlights how SDN and
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NFV can benefit from each other. An SDN controller, running for in-

stance on a Virtual Machine, may be implemented as part of a service

chain. SDN can thus benefit from NFV’s reliability and elasticity fea-

tures by realizing its centralized control and management applications

(i.e. load balancing, monitoring and traffic analysis) as VNFs. In the

same way NFV deployment can be accelerated through SDN, able to

offer several advantages such as a flexible and automated way of chain-

ing functions, provisioning and configuration of network connectivity,

automation of operations, security and policy control, etc. [7, 115].

Figure 3.5: Traditional service composition models versus the dynamic

NSC (also referred as SFC) [89]

Figure 3.5 depicts the conceptual difference between the traditional

service creation models and the dynamic Service Function Chaining (or

NSC) emphasizing the benefits accomplished by SFC principles. In the

picture the orange bold line follows a predefined order of monolithic ser-

vice elements instead of the dashed black line which passes physical and

virtual service functions embedded into different network domains [89].

The main components of NFV and SDN i.e. respectively the Orchestra-

tor and the Controller, have an alike fundamental task in the provision

of an optimized dynamic Service Function Chain. The NFV Orchestra-

tor is responsible for the VNFs that compose the chain; firstly it will

have to assess whether the network nodes (e.g. Data Centers geograph-

ically located in different sites) are already provided with these specific

virtual functions, and successively, if necessary, it will have to deploy the
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missing ones. The decision of where to place the Virtual Functions has

to be taken according to several constraints and optimization policies.

This topic, referred as VNF Placement, is accurately deepen in Sections

3.3 and 3.4 as it represents the second main focus of this thesis work.

The SDN Controller, instead, is the network management element re-

sponsible for the traffic flows that traverse the network paths. Once the

VNFs have been placed in the network nodes, the SDN controller in-

structs forwarding devices (Section 3.2.1) on how to route traffic across

the Virtual Functions to respect both their order and the various con-

straints (e.g. maximum end-to-end delay) that have been specifically

requested to correctly provide the service.

In December 2015 a technical report published by ETSI extends the

MANO [8] specification by discussing the options for integrating SDN

in the NFV Architectural Framework together with some insights for

Service Function Chaining and Proof of Concepts [91], in the same way

the Internet Engineering Task Force (IETF) has created the Service

Function Chaining Working Group (IETF SFC WG) [116] with the aim

to produce an SFC architecture. The SFC architectural model has thus

to be flexible enough to satisfy the dynamic user requests and service

policies. Furthermore, allocation of resources and placement of virtual

functions have to be done in a dynamic and automatic way according

to the specific service request. However automation must be governed

by optimization strategies in order to choose optimal parameter values

such as cost, end-to-end latency, network bandwidth, overall resources

required etc. [117].

3.3 Related Work

The placement of VNFs has recently become a popular research topic

as a result of the increasing interest in the emerging technologies that

have been introduced in Section 3.2. As mentioned above a number of

standardization activities in the NFV/SDN/SFC area have been carried

out by ETSI, resulting in the technical reports that have been referred

respectively in Section 3.2.2, 3.2.1, 3.2.3. Several draft documents like

Problem statements in NFV [118,119], Use Cases [120] and Frameworks

for network function chaining [121] have also been released by Internet

Engineering Task Force (IETF) in order to provide researchers with
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common guidelines. The reference architectural concept as well as the

VNF placement model presented in this work have been implemented

by taking into account these specifications with the aim of proposing a

compatible extension. The Placement of chained virtual functions is a

complex problem that involves all the technologies that have been in-

troduced above. For instance when a service request is received, the

NFV Orchestrator has to check if the VNFs (needed to accomplish the

service) are already instantiated and exploitable into the network nodes

(i.e. Data Centers), otherwise it must arrange for their deployment.

Afterwards the SDN Controller can manage the network by program-

ming the forwarding devices to route the traffic through the ordered

chain of VNFs. Each aspect of this high-level example generates several

issues to be explored; state-of-the-art reports a lot of works that have

provided a contribution on these aspects. Xin Li and Chen Qian [122]

provide a survey on some existing VNF placement approaches. They

highlighted that some works propose approaches that consider VNF

Placement and Routing optimization (also known as VNF-PR) as joint

problems [93–96, 123, 124]. In most cases, this assumption is not moti-

vated by a reference to an architectural model and leads to the specifica-

tion of complex mathematical formulations often more coherent to ideal

than real scenarios. Then heuristics have to be proposed to make the

problem computationally tractable. An introductory and mainly theo-

retical work has been proposed in 2014 by Mehraghdam et al. [96]; they

provide a detailed insight of VNF chain placement problem by formaliz-

ing service requests and proposing a mathematical model that considers

the requirements of individual requests as well as the overall require-

ments of all network applications and the combination of requests. In

order to reduce the run-time of the Placement decision algorithm, a

heuristic has been proposed. Mijumbi et al. in [93] propose an online

NFV framework to orchestrate VNFs; they consider VNFs orchestration

as a scheduling problem and resort to a heuristic to solve the mathe-

matical problem. Also Xia et al. in [94] propose a heuristic algorithm to

solve the VNF-PR problem which has been modeled as a binary integer

programming problem. They focus on the minimization of the expen-

sive optical/electrical/optical (O/E/O) conversions between the optical

steering domain and the packet domain. Bouet et al. in [123] instead,

reduce the problem complexity by addressing the placement of only a
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virtual function, without therefore any chaining constraint; anyway, de-

spite a formal definition of the problem is provided, a heuristic greedy

algorithm is proposed to solve it. Even Addis et al. in [95] make use of a

math-heuristic to solve the mathematical model, but also propose a more

specific approach to the VNF-PR optimization problem by introducing

compression constraints and different forwarding latency regimes. On

the contrary, as a consequence to the separation between Placement and

Routing, the works presented in [125–127] may be considered comple-

mentary to this one. In fact, each of these papers focused on the traffic

routing through Network Functions in an SDN architecture; in particu-

lar Cao et al. [127] proposed an online algorithm to perform an optimal

traffic steering.

The works referenced immediately below, address a more complex prob-

lem in comparison to those in [93–96] in which the VNF Placement

is only a portion of the whole orchestration problem that they ac-

count. Indeed, Bari et al. [97] focus on the VNF Orchestration Problem

(VNF-OP) and perform VNF Placement by optimizing network opera-

tional costs and utilization, taking into account Service Level Agreement

(SLA). The model is formulated as an Integer Linear Program (ILP),

implemented and tested to find optimal solutions for small scale net-

works but, in order to extend its evaluation to real world topologies, a

heuristic to find a near-optimal solution has been used even in this case.

Also Riera et al. [124] model the problem as an ILP by minimizing both

the cost of assigning VNFs to Points of Presence (PoPs) and network

parameters (i.e. end-to-end delay and overall resource link usage) and

by maximizing the number of accepted requests. A similar VNF-OP

work, without however taking into account operating cost and network

performance, is implemented in [98]; Luizelli et al. propose an archi-

tecture for orchestrating VNFs in a remote Data Center by addressing

several issues such as horizontal scaling of VNFs.

The behavior and functionality of the chained VNFs to be placed have

been treated in [96,97,128,129] while Joseph and Stoica in [130] deepen

the middleboxes modeling topic by presenting a model for describing the

functionality of a small number of Network Functions, without however

master some aspects that are fundamental for VNFs such as computa-

tional resource requirements.

A deep characterization of different service requests has been provided
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in [128, 129] while Bari et al. [97] use only a chain request type com-

posed by Firewall, IDS and Proxy. Bouet et al. [123] perform the VNF

placement of the Deep Packet Inspection (DPI) only, therefore avoiding

the SFC complexity, while Addis et al. [95], even though they consider

a multi-VNF service request, do not preserve the order of the chained

VNFs.

Another aspect that differentiates the contribution from the literature

consists in the possibility to deploy VNFs in single [97,98,128,131,132]

or multi domains [94,96,124,129,133]; this in fact implies a totally dif-

ferent approach to the problem. In particular Bellavista et al. [132] deal

with network-aware optimal VNF embedding in a single Cloud envi-

ronment, but considering multiple Virtual DCs (VDCs) with multiple

Virtual Machines. Energy efficiency is also taken into account in several

works especially by minimizing the OPEX [97] or the number of used

nodes in the network [96] by favoring the so-called Server Consolidation

(in order to favor the usage of already working servers/DCs). Luizelli et

al. [98] minimize the number of instantiated VNFs to encourage shar-

ing in order to promote energy usage reduction, while Addis et al. [95]

minimize the required resources quantity in terms of CPU cores as they

assume that the greater portion of energy consumption is attributable

to processors.

3.3.1 Motivation of this work

With respect to the state-of-the-art, this thesis addresses the VNF

Placement problem by searching the optimal locations, in a multi-stake-

holders environment (i.e. distributed Data Centers). By considering a

realistic scenario driven by the market law of supply and demand re-

garding network Service Provisioning, both tenants (i.e. infrastructure

providers, cloud providers) and renters (i.e. service providers/users)

have been taken into account. Tenants will aim to increase service pro-

vision to obtain higher profits, while renters will aim to receive the

best possible service quality at the lowest possible price. These goals

have been hierarchically accounted with the definition of a mathemati-

cal model that aims to maximize the overall obtained profit in terms of

accomplished service requests (for tenants) and VNF preferences satis-

faction as regards DCs to be deployed on (for renters). The hierarchy of

the objective function confers to tenants’ needs a greater weight com-
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pared to renters, by according them the right to decide the market price

(as in a real scenario). In the optimization model, users generating ser-

vice requests have been differentiated into privileged and standard (i.e.

Premium and Best Effort) to let tenants favoring those renters, so they

(renters themselves) can provide a greater profit. On the contrary, the

user’s profit is to obtain the best possible service (each VNF of the chain

is positioned in the preferred DC) depending on the price that he is will-

ing to pay. Therefore service requests have been accurately formalized

and characterized by several parameters that refers to network status

(i.e. latency, bandwidth), service-specific requirements (i.e. resource

required, request to avoid setup-time) or user’s preferences (i.e. avoid

DCs with higher CO2 emissions). In order to contribute to the energy

efficiency control, in the mathematical model a resource utilization con-

straint has been imposed, for instance, to turn off servers or DCs whose

usage percentage does not reach a minimum threshold. Among other

considerations, a Carbon footprint Server/DC characterization has been

done to encourage reduction of CO2 emissions. Furthermore, in order

to favor generalization and to address issues that are not discussed in

the literature (e.g. multi-users, joint hierarchical objectives, service re-

quests and network status constraints, etc.) the choice of the actual

forwarding path of incoming traffic flows is likely deferred to a later

step (optimal routing), to be performed by the SDN Controller; this

assumption also eases the optimization phase and encourage tasks sepa-

ration among management layers (i.e. Control, Orchestration). Among

the state-of-the-art related works that have been evaluated, a few of

them were major inspiration for this work and deserve a deeper analy-

sis; to put in evidence the differences as well as to emphasize the novelty

of this work, a schematic and detailed description of the related works

in [96,97,124,128] is provided in Tables 3.3.1 and 3.2.
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Table 3.1: VNF Placement related works by respectively Mehraghdam

et al. [96] and Bari et al. [97]
Papers

Features
Mehraghdam et al. (2014) [96] Bari et al. (2015) [97]

VNF

Placement

Objectives

- Max the remaining data rate on

network links

- Min the number of used nodes in

the network

- Min the latency of the created

paths

- Min OPEX considering:

- cost of deployment of new VNF

- energy cost for running a VNF

- the cost of forwarding traffic to

and from a VNF

- penalty for SLO violation

- Min fragmentation of the physical

resource pool to increase the possibility

to accommodate more traffic on the same

physical resources

Request

Parameters

- Chaining request (the order of the

VNFs)

- % of incoming data rate produced

by a VNF

- Start and End points set for each

flow

- Start and End points locations in

the network

- Initial data rate entering the chained

functions

- Max tolerated delay between Start

and End points

- Ingress switch

- Egress switch

- Bandwidth demand

- Expected propagation delay

- Ordered sequence of VNF

- SLO policy (to determine the penalties)

Essential

Parameters

- DC resources

- Switch node resources

- Link Bandwidth capacity

- Link Propagation delay

- Number of possible instances of each

VNF

- Number of requests an instance of a

VNF can handle

- Server resources

- Link Bandwidth capacity

- Link Propagation delay

- Different types of VNFs with specific

characterization parameters

- VNF Deployment cost

- VNF Processing capacity and delay

- SLO violation policy

Testing

Objectives

and

Model

Symplification

- Observing the behavior of the

placement process and the heuristic

for reducing the runtime of the

process when there are several

ordering possibilities in deployment

requests

- Pareto analysis for showing the

possible trade-offs between the

metrics of interest

- Modeling a multi-stage directed graph

with associated costs

- Finding a near-optimal VNF placement

from the multi-stage graph by running

the Viterbi algorithm

- Three-length middlebox sequence

- Deployment cost have not been

considered

- SLO violation penalty is null

Environment

- Small evaluation scenario with

manually created deployment

requests

- Machines with Intel Xeon X5650

CPU 2.67 GHz

- Optimizer: Heuristic +

Gurobi Optimizer to solve the

MIQCP problem.

- Time varying traffic for different

topologies from real and synthetic

traffic traces

- Each service request composed

by a chain of 3 middleboxes

- Machine with 10x16-Core 2.40

GHz Intel Xeon E7-8870 CPU

- Optimizer: CPLEX + heuristic

Topologies - Abilene (12 nodes, 42 links)

- Internet2 (12 nodes, 15 links)

- Data Center network (23 nodes,

43 links)

- ISP network - AS-3967 (79 nodes,

147 links)

Metrics

- Number of network nodes

- Total remaining data rate (links) [Gb/s]

- Sum of latencies (links) [s]

- OPEX

- Execution Time

- System Utilization (Fraction of used

CPU per server)

- Topological properties of middleboxes

locations

Metodologies

- One grafical result for a sample request

set withoptimal solution

- One grafical result for a sample request

set including a Pareto set

Several graphics for each of the

followings evaluation tests:

- Hardware vs VNF

- Heuristic vs Optimal solution

- Comparison with previous works

- Scalability

of heuristic

- Effect of high traffic volume
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Table 3.2: VNF Placement related works by respectively Riera et al.

[124] and Liu et al. [128]
Papers

Features
Riera et al. (2016) [124] Liu et al. (2015) [128]

VNF

Placement

Objectives

- Min the cost of assigning VNFs

to PoPs

- Min the overall delay

- Min the overall resource link usage

- Max of accepted Network Service

requests

- Min end-to-end delay

- Delay from ingress to the first mbox

- Delay form the last mbox to the egress

switch

- Delay between adjacent mbox pairs

- Min bandwidth consumption

- Bandwidth consumption from ingress

switch to the first mbox

- Between mbox pairs

- From the last to the egress

Request

Parameters

Network Service Request modeled as

an estention of ETSI Network Service

Descriptor (NSD):

- Ordered sequence of VNF

- Set of paths connecting all the pairs

of VNFs

- Maximum allowed delay associated

to each path

- Ordered sequence of middlebox

(NF o VNF)

- Middlebox number of the request

- Ingress node

- Egress node

- Traffic features (e.g. packet info)

- Bandwidth demand

Essential

Parameters

- PoPs resources

- PoPs connections between each other

- Link resources

- Request resource requirements

- Network Infrastructure availability

- Set of switches

- Switches resources

- Switches delay between each other

- Request resource requirements

- Total bandwidth consumption of all

requests

Testing

Objectives

and

Model

Symplification

- For simplicity, only one resource

type is considered in the definition

of the load (CPU resource)

- NS allocation requests were model-

led as a Poisson process of average

inter-arrival time

- the duration of each allocation

request is assumed to follow a Gaussian

distribution with mean and standard

deviation

- Experiment combination of:

- Testbed: to evaluate real perfor-

mance of VNF Placement of chains in

a small-scale network

- Numeric simulation: to evaluate

different placement algorithms in

larger scale networks

-Multiple requests with random:

- sequence of middleboxes for each chain

- bandwidth demand (normal distribution)

- link delay (uniform distribution)

Environment

Representative scenarios based on the

dataset in [134],

including 210 instances

of NSs and infrastructure graphs

- Optimizer: GPLK (open) and CPLEX

(commercial)

- ESCAPE

- Mininet (to emulate network nodes and

links)

- Click (to implement network functions)

- POX (to control packets forwarding)

- iperf (to generate traffic)

- ping (to evaluate packet tx and rx)

Topologies
- 20, 30, 50 and 100 PoPS referenced

in [134]

- Abilene (11 nodes, 14 links)

- FatTree4 (20 nodes, 32 links)

- FatTree16 (320 nodes, 2432 links)

- Campus (415 nodes, 531 links)

Metrics

- Acceptance rate of service requests

- Computing time

- Scalability of the algorithm

- Cumulative Density Function

of performance of different algorithms

- Average bandwidth consumption for

each topology

- Average end-to-end delay

Metodologies

- Comparation between CPLEX and

GPLK optimization.

Graphical evaluations:

- Acceptance rate vs Networks size

- Computing time vs Networks size

- Acceptance rate vs. increasing load

- Cumulative Density Function

of performance of different algorithms

over optimal (end-to-end delay

and bandwidth)

- Average end-to-end delay and

bandwidth consumption for each topology

with increasing number of middleboxes in

each policy and ports on a switch.

With the simulation based evaluation there

is a reduction of 22% of E2E delay and

38% of bandwidth consumption savings.

Table 3.3.1 and 3.2 evaluate four different VNF Placement works
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by performing a comparison among the main aspects that character-

ize them, the notations were reported as in related papers to not lose

differences. In most cases the minimization/maximization regards ob-

jective functions related to network parameters (i.e. End-to-end delay

and Bandwidth consumption) as in [96, 124, 128] while Bari et al. [97]

concentrate their approach on the minimization of an objective function

that regards deployment cost and energy consumption. On the contrary

in this work the objective function regards the hierarchical maximiza-

tion of profits obtained with the accomplishment of service requests

and the satisfaction of VNF Preferences among DCs to be deployed

on. Although all the deepened papers provide a more or less detailed

formalization of the service request, none of them reported a formal dif-

ference among users as it has been theorized in this work. Moreover,

the objective function in this thesis, has been formulated to perform a

”targeted-matching” among the profit needs of:

1. Infrastructure providers: they aim at accomplishing as many

service requests as possible giving priority to users who are willing

to pay higher prices (i.e. Premium users);

2. Users: they aim at achieving a satisfactory service according to

the price that they are willing to pay and to its quality. The satis-

faction can be expressed in terms of VNF Placement as the service

is the composition of a chain of VNFs: each VNF is intended to

be placed in the DC that provides the more suitable combination

of resources and features to make it able to operate best (Section

3.5.1).

The service requests that have been formalized in these related works

reports several common parameters e.g. Ingress node, Egress node,

Ordered sequence of VNF. Riera et al. [124] consider a maximum toler-

ated propagation delay for each path (i.e. from a VNF of the chain to

the subsequent) while in this thesis service requests provide the maxi-

mum tolerated E2E delay (as well as in [96]) to favor service provision

flexibility. Besides, service request formalization provided in this work

reports other parameters to improve user satisfaction such as the pos-

sibility to avoid Virtual Machines setup time or avoid compute nodes

whose CO2 emissions exceed a prefixed threshold. As mentioned above

related works in [93–96, 123, 124] consider VNF-PR as joint problems
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having to resort to the use of heuristics to treat the problem. On the

contrary, the formulated mathematical model proposed in this thesis

has been solved without applying any heuristic algorithm; indeed, in

contrast to the works that have been referenced so far, VNF placement

and routing optimization have not been considered as joint problems.

The optimization model chooses the set of optimal locations for VNF

instances according to the current characteristics of available computing

resources (nodes) and network status, but the choice of the actual for-

warding path of incoming traffic flows is deferred to a later step, to be

performed by the SDN Controller. Also this assumption has been made

by considering a realistic scenario in which users or service providers

ask for virtual resources to provide a specific requested service. Traffic

flows may not have to traverse the network in the exact instant in which

VNFs are deployed and, consequently, once VNFs have been placed, the

SDN controller could instruct the forwarding devices when the service

request have actually to be accomplished. Due to the substantial dif-

ference among considered approaches, constraints and parameters and

to a lack of common guidelines to test the algorithms, a comparison

among evaluation methods and results is quite difficult to set up. Indeed

Mehraghdam et al. [96], even though they provide a detailed formaliza-

tion of the problem, only discuss the differences between the optimal

and the heuristic-based solution by considering their three objectives.

Bari et al. [97] perform a deep evaluation phase by minimizing OPEX

and resource usage fragmentation in order to highlight the difference

between physical middleboxes and VNFs. Although these metrics are

appropriate to this kind of problem, they are not suited to the approach

and objectives of this thesis work. One of the model objective func-

tions of Riera et al. [124] is similar to the one of this thesis; they aim

to maximize the number of accepted requests and reported, as in this

thesis, the acceptance rate metrics to evaluate their algorithm perfor-

mance. Anyway the specification of different user types and the further

users/VNFs satisfaction objective, make the approach evaluation in-

comparable. Works in [128, 135], instead, perform a deep evaluation

campaign to test the effectiveness of the VNF Placement method that

they propose. The former by aiming to minimize E2E delay and band-

width consumption and the latter by proposing VNF-sharing in order to

favor VNF-consolidation. Despite the substantial difference in approach
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with this thesis model, these papers report a careful analysis of realis-

tic cases of VNF service chains from which my work took inspiration

to compose the request sets. This work contributions are summarized

below:

1. Realistic scenario: the problem has been formulated by consid-

ering a realistic scenario with both tenants and renters as actors

in a market-transaction;

2. Multi-stakeholder (multi-commodity) network infrastructure;

each Data Center exposes its features to be preferred by VNFs;

3. Multi-user: two types of users (i.e. Premium and Best Effort

users) have been considered by accounting different privileges on

service provision;

4. Multi-request: the system has to manage a set of service re-

quests instead a single one. The optimal VNF Placement to pro-

vide both tenants and renters with the maximum profit, is per-

formed for the whole request set.

5. Multi-constraint: the model has several constraints that impose

the respect of end-to-end delay, bandwidth consumption, DC re-

source occupation.

6. New parameters: each service request is characterized specific

requirements such as the avoidance of DCs that are not sustain-

able or that not allow to avoid the VM setup-time by providing a

Container.

3.4 Problem Formulation

This work investigates if the VNF Placement problem can be addressed

by considering the routing optimization as a separated further step. This

assumption is supported to the separated architectural layers that deal

with the two phases. In fact the VNF Orchestrator performs the VNF

placement by managing each instance lifecycle while the routing phase is

operated by the SDN controller which chooses the best path among VNF

installed in different compute nodes, according to a routing algorithm.

This approach allows formulating a VNF Placement optimization with
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a reduced problem treatment complexity and an openness to the intro-

duction of original new specifications that favor a greater adherence to

a real case. Although the total separation of these two steps may re-

sult in sub-optimal solutions and in a generalization loss, the proposed

approach encounters these potential issues by considering the network

parameters as constraints. Hence the approach proposed in this work

performs the VNF Placement by considering Placement and Routing as

partially disjoint problems accounting network status (i.e. Bandwidth

consumption and latency) to make an approximate selection of the end-

to-end paths with respect to the network constraints expressed in each

service request of the set. The routing optimization is demanded to a

second step (e.g. when actually a traffic flow has to be processed by

the VNFs) that may refine the path choice that has been approximately

made during the first phase. This Section describes the formulation of

the Virtual Network Function placement problem for a set of requests

to be instantiated across a set of distributed DCs.

In this paragraph a conceptual model of all the VNF Placement

problem is provided. It describes the various entities, their attributes,

roles, and relationships, plus the constraints that govern the problem

domain.

Firstly the following entities are introduced:

• Virtual Network Function (VNF): in a NFV architecture, a

VNF, is responsible for handling specific network functions (e.g.

DPI, LB, NAT, etc.) that run in one or more virtual machines on

top of the hardware networking infrastructure.

• Service Function Chain (SFC): a set of functional capabilities

(i.e. VNF) properly chained for assuring the end-to-end delivery

of a given service.

• Compute Node: entity within the network that provides VNF

capabilities. Compute Nodes are Data Centers of different sizes

and capabilities, positioned more or less close to users, which pro-

vide the general infrastructure able to host on demand deploy-

ments.

• Link: entity within the network that provides connectivity be-

tween two Compute Nodes; it is characterized by two parameters:

bandwidth and latency.
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By taking into account a realistic network configuration which is

composed from nodes (e.g. forwarding elements or storage and com-

pute elements such as Data Centers) and links that connect nodes, a

network transformation has been performed in order to obtain a sim-

plified version. Hence, the considered simplified network is composed

by a set of Compute Nodes (Data Centers) and represented as a graph

G = (D,E), where D is the set of Data Centers and E represents the

edges, i.e., Links, between those compute nodes. All edges e belonging

to E are bidirectional. Data Centers are characterized by a set of re-

sources (i.e. CPU, Memory and Storage) that allow them to run VNFs.

The amount of these computational resources is defined as Resource

Capacity.

It is assumed that the links that connect Compute Nodes are char-

acterized by:

• Latency L [ms] - i.e. propagation delay which separates two

nodes, thus directly dependent on the physical distance. In par-

ticular in this problem is considered the end-to-end delay between

the Ingress and Egress node which represents the time taken by

traversing the intermediate nodes from the source to the destina-

tion. The network latency is also given by the transmission delay

which is the time taken to transmit a packet over a link which

depends on the packet size and on data rate available on the link

itself. Keeping to the purpose of the VNF placement problem

without accounting an actual VNF workload, this latency compo-

nent is considered in this work as negligible.

• Bandwidth B [Gbps] - i.e. a link data rate capacity. It is shared

among all paths which respectively occupy a portion.

Eij is the set of network links between a compute node i and a com-

pute node j and eij is the link between compute node i and j with min-

imum latency. Correspondingly, Lij is the minimum latency between

compute node i and j, by supposing that exist more paths between i

and j.

The Orchestrator has to manage a set of service requests which are

composed by VNF chains for which it is assumed that no VNF has

already been placed.

Service requests may arrive from two types of users:
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• Premium user: against a higher amount of money, this type of

user benefits from some privileges than other users, to take ad-

vantage of network resources. In the mathematical model that

is detailed in Section 3.5.2, these privileges are given by the as-

signment of a greater weight (wp) than that to Best Effort user

(wb).

• Best Effort user: this user requests the use of resources for a

service, but is not willing to pay more for Premium privileges and

thus, in the mathematical model, will be assigned with a lower

weight.

A service request r, belonging to a request set R, is characterized as

follows:

• User Identifier (Request typology): this is a binary parameter

which indicates if the service request comes from a Premium (1)

or a Best Effort (0) user;

• Ingress node or: this parameter defines the network node which

is the source of the traffic flow;

• Egress node dr: this parameter defines the network node which

is the destination of the flow;

• Maximum End-to-end delay lr [ms]: this parameter represents

the maximum tolerated end-to-end delay of the single request;

• Bandwidth Consumption br [Gbps]: this parameter represents

the bandwidth consumption that is the minimum accepted data

rate capacity for the service chain execution;

• Setup-time sr; this parameter is associated with a specific re-

quirement of the service request that concerns the necessity to

avoid the Setup Time typically required to instantiate a VNF on

a Virtual Machine that is not already booted. This requirement

can be accounted by compute nodes that provide the VNF in-

stantiation on Containers such as Docker [136]. This is a binary

parameter whose values mean:

– value 0: the setup-time avoidance does not represent a manda-

tory requirement for the provision of the service.
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– value 1: it requires that the setup-time has the least possible

value; in my scenario means that all the VNF of the chain

must be placed on a container (if available). In fact, the time

to instantiate a VNF in a container is typically less with

respect to that needed to instantiate the VNF on a Virtual

Machine.

• Service Cost cr [euro/dollars per capacity unit]: this parameter

represents the total amount of money that the user is willing to

pay to obtain the requested service;

• Carbon footprint fr [CO2 emission per capacity unit]: this pa-

rameter represents the intention to take into account the emissions

of a server/DC by expressing server/DC tolerated CO2 emissions,

hence this is the maximum tolerated CO2 emission.

• Service chain Hr: this is the ordered sequence of VNFs

[V r0 , V
r
1 , ..., V

r
n ], n = 1, ...,H

that compose the service request. Each VNF is in turn character-

ized by Resource Required uV r
h

[quantity of capacity units]: this

parameter represents the resource capacity required by each VNF

in terms of CPU, memory, storage, etc. In this work, this pa-

rameter has been considered as per capacity unit without making

explicit reference to the actual components.

The User Identifier has been introduced to allow the system to recognize

the user typology in order to properly grant the priority privileges. A

Premium user can achieve these privileges for various motivation such

as a promotion, a custom offer or a fixed subscription. The higher

monetary amount that a Premium User may pay for a fixed subscrip-

tion, refers to an added fixed amount that could be proportional to the

requested resources, but does not change the parameter Service Cost

whose intent is common to all users. Indeed a possible variation of the

Service Cost parameter among different users (also belonging to the

same category) is however taken into account to propose a heteroge-

neous request set. This parameter is also deprived from the Operating

Margin that, for instance, a Service Provider could extract from the

whole business with the infrastructure provider. Also this assumption
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has been done to preserve the service cost proportionality that allows

comparing the service requests.

Compute Nodes, or rather Data Centers, are characterized by the

following parameters:

• Resource Capacity Ui [quantity of capacity units]: this param-

eter represents the whole resource capacity of a Data Center in

terms of CPU, memory, storage, etc. In this work, this parameter

has been considered as capacity units quantity without making

explicit reference to the actual components.

• Container Si: this parameter expresses if the DC is able to in-

stantiate VNFs in a Container (as mentioned above) in order to

allow a quicker service provision by avoiding Virtual Machine in-

stantiation Setup-Time. This parameter is binary and its value

is 0 if the DC is not able to provide Container instantiation, 1

otherwise;

• Service Price Ci: this is the price for capacity unit that a DC

exposes to provide its resources;

• Carbon footprint Fi: this parameter represents DC emissions

in terms of CO2 per capacity unit.

As mentioned above, this work has been designed by avoiding ide-

alistic scenarios that deviate from real cases; in further support of this

assumption, it has been considered that the system does not guarantee

that all received requests could be served. By accounting the above-

mentioned and this last assumption, the following hierarchical joint ob-

jectives are defined:

1. Maximization of served requests: the first objective is rep-

resented by the maximization of accomplished requests belonging

to Premium and Best Effort users by according priority to Pre-

mium. This objective can be considered Infrastructure perspective

as the Infrastructure Provider is interested in maximizing its profit

through the weighted sum of accomplished requests.

2. Maximization of granted VNF preferences: this second ob-

jective takes into account the User perspective as it aims at serve

the VNFs of each request according to their specific preferences.
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In other words each VNF of a request expresses a Preference rank-

ing of all the available DCs by considering their exposed features;

the objective is to maximize the overall preferences.

The objective function that models these joint hierarchical goals, is

defined in Section 3.5.2. For the definition of the model, the following

constraints are specified:

• End-to-end delay: for each request, the maximum tolerated

end-to-end delay lr must be respected to provide the user with

the required QoS; hence this parameter should be less than the

maximum propagation delay associated to the chosen forwarding

path.

• Compute Node efficiency: a resource capacity occupation in-

terval is considered in order to take into account energy efficiency

and avoid workload overhead. It has been assumed that to be

considered for VNF deployment, a Compute Node load must be

within U and U . This constraint has been included to favor the

so-called ”server consolidation” by progressively reducing low oc-

cupations of capacious resources in order to fill those not busy

enough; this is precisely what underpins this virtualization-based

new paradigm and the opposite of what happens in the non-virtual

world. Moreover with an eye on the energy saving context that has

been explained in Section 2, by imposing a constraint that consists

in turning OFF a rarely/low used compute node, the energy effi-

ciency aim is taken into account and this is another contribution

of the thesis.

• Cost/Price meeting: the service price, which is given the sum of

the prices exposed by the Data Centers in which the VNFs would

be instantiated, must not exceed the service cost cr.

• Bandwidth: each link is characterized by a total data rate ca-

pacity (i.e. Bandwidth capacity) that can be shared by many

paths which use a bandwidth portion. In other words several traf-

fic flows can simultaneously share the same link through different

paths. The sum of bandwidth portions occupied by each path on

a specific link must be less or equal to the data rate capacity of

that link. If this constraint is respected, for a new request the
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unused bandwidth portion must be greater than or equal to the

request bandwidth consumption br.

3.5 Pre-Processing phase and Optimization

Model

The system that has been designed to solve the VNF Placement problem

addressed in this thesis is graphically represented in Figure 3.6.

PRE-PROCESSING PHASE

NETWORK 
TOPOLOGY

REQUEST 
SET

INPUT
FILE

FEASIBILITY
CONTROL

INCOMPATIBILITY
CONTROL

VNF
PREFERENCES
RANKING

OPTIMIZER

OUTPUT

Figure 3.6: High-level representation of the implemented system to ad-

dress the VNF Placement optimization problem

It is composed by four main components:

• The Feasibility Control block: this block performs the Fea-

sibility control over the request set to be served. This algorithm

determines whether each request is consistent with the system i.e.

it excludes those requests that are characterized by some con-

flicting parameters in comparison with availability of resources or

other exposed parameters at the DCs or with the network status

(3.5.1).

• The Incompatibility Control block: this block is responsible

of a comparison between the features exposed by each DC and

those that characterize the chained VNF of each request in order

to detect VNFs incompatibilities with DCs.

• The VNF Preferences Ranking block: this block provides

the Optimizer with an ordered ranking of the VNF Preferences as
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regards the Compute Nodes able to host them.

• The Optimizer block: this block performs the optimization of

the VNF Placement problem aiming at achieving the hierarchical

objectives by taking into account both infrastructure and users

requirements and by respecting defined constraints.

By referring to the considered network that has been introduced in

Section 3.4, a simplified network version which reports only the mini-

mum latency links between compute nodes (DCs), previously referred as

eij , is introduced. The Network Topology file, (see 3.6), contains three

matrices that describe the simplified network introduced above.

• latency matrix [ms]: this is a squared matrix that reports in

both rows and columns all the DCs of the network; each cell con-

tains the minimum latency Lij between selected DCs;

• bandwidth matrix [Gbps]: this is a squared matrix that reports

in both rows and columns all the DCs of the network; each cell

contains the minimum bandwidth value detected in the minimum

latency link eij between selected DCs;

• DC matrix : this matrix contains the specifications that charac-

terize each DC of the network i.e. resource capacity, service price,

Container, DC carbon footprint.

The Request Set file (see 3.6) contains all the information, provided in

Section 3.4, that characterize each service request whose chained VNFs

have to be placed.

3.5.1 Pre-processing phase model

As shown in Figure 3.6 this macro block processes the request set and

the network topology information in order to produce data of interest

for the input-file to be processed by the optimizer.

Feasibility control

The Feasibility Control block evaluates if a service request that belongs

to a request set can be defined as ”Feasible” or ”Rejected”. This block

performs a preliminary analysis on the request set in input to the system
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in order to exclude those requests that present one or more conflicting

elements with the systems (e.g. a service request asks for a free resources

rental). This control is done in order to avoid processing requests that

surely would be excluded. Unaccomplished requests represent a mean-

ingful information to actually evaluate the goodness of the optimization,

but accounting requests that a-priori can be classified as ”infeasible”,

would cause invalidate results.

In order to decide whether a request can be defined as ”Feasible”

the algorithm perform a comparison between some request parameters

and some other features belonging to both the network topology (i.e.

bandwidth and propagation delay) and DCs features (i.e. Cost per

Capacity Unit and Service Price). By taking in input the two above-

described files, the Feasibility Control algorithm performs the following

Limit-Case Controls (LCC):

1. Latency LCC: this control performs a comparison between the

maximum tolerated end-to-end delay for each request (lr) and the

minimum possible achievable propagation latency (lr). This last

parameter is obtained by the consideration of the limit case for

which all the VNFs of the chain are placed in the same DC, thus

with a direct forwarding path between Ingress or and Egress dr

nodes; the lr can thus be defined as latency matrix(or, dr). Then

the following Feasibility Control is performed:

latency matrix(or, dr) ≤ lr (3.1)

If this comparison is true the request can continue the Feasibility

Control, otherwise it is classified as ”Rejected”.

2. The Feasibility algorithm continues with the following which is

composed with both the same procedure and assumptions that

have been described at point 1 but referring to the Bandwidth

parameter.

bandwidth matrix(or, dr) ≥ br (3.2)

The maximum possible bandwidth that can be assigned, in this

case, should be greater than or equal to the bandwidth consump-

tion of the service request br. Again if the comparison is true, the

request undergoes the next check, otherwise is excluded.
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3. Finally the last control is done by considering the capacity unit

cost crn (where n represents the capacity unit) and the Service

Price Ci per capacity unit of each DC as expressed as follows:

crn ≥ Ci (3.3)

The crn value is calculated through the ratio between the Service

Cost of a request cr (i.e. how much the user is willing to pay for

that request) and the total capacity units requested ur (i.e. the

sum of requested capacity units by each chained VNF above re-

ferred as uV r
h

). In this way a unitary medium cost value is obtained

and can be compared with the unitary capacity price exposed by

each DC. This control refers to the balance between supply and

demand; if a request asks to pay a service price that is lower than

those exposed from DCs, this request will not be surely accepted

by any DC; thus is infeasible.

If the request r also passes this control can be labeled as ”Feasi-

ble”, otherwise it will be rejected.

These three controls must all be satisfied to allow the request to

access to the Placement process; this does not mean that it will definitely

be served, but only that it is compatible with the system supply.

Incompatibility control

The Incompatibility Control block (Figure 3.6) performs a comparison

between the specifications of the chained VNFs (of the feasible request

set) and those exposed by each DC of the network. This comparison

produces a response that informs firstly the next block (i.e. VNF Pref-

erences Ranking) and secondly the Optimizer about the DCs that are

forbidden for specific VNFs. As described above (3.4) each Data Center

and each request are characterized by several components; those features

used in this block are listed and matched in Table 3.3.

The Incompatibility control block performs a comparison between

the matched components of these two entities as listed below:

1. Ui ≥ uV r
h

; Resource Capacity of the ith DC must be greater than

or equal to the Resource Required by each VNF. If this comparison

gives a negative result, the ith DC is incompatible with VNF h of
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Table 3.3: Comparison between matched components of DCs and Re-

quests/VNFs

Data Centers Requests

Resource Capacity Ui Resource Required uV r
h

Service Price Ci Service Cost cr

Container Si Setup-Time sr

DC Carbon Footprint Fi VNF Carbon Footprint fr

request r and therefore it can not be instantiated in that Compute

Node.

2. Ci ∗ur ≤ cr; the exposed Service Price of the ith DC for the whole

service must be less than or equal to the Service Cost cr. If this

comparison gives a negative result, the ith DC is incompatible with

r and therefore its VNFs cannot be instantiated in that Compute

Node.

3. Si compared to sr; in this case the control is true/false as these

parameters are binary. Hence if the VNF requires to be instan-

tiated on a container to avoid Setup-time, this comparison must

be true (1 : 1), moreover if the VNF does not need to avoid setup

time (1 : 0) the comparison is true again as the ith DC Capability

to provide a container does not prevent to serve VNFs without

this requirement. On the contrary if the ith DC does not have

this skill but the VNF has this requirement (0 : 1), the ith DC is

incompatible with VNF h of request r and therefore it can not be

instantiated in that Compute Node. The (0 : 0) refers to the case

in which vrh does not need to avoid setup-time and the ith DC does

not have the container.

4. Fi ≤ fr; the CO2 emissions of the ith DC must be less than or

equal to the VNF tolerated CO2 emissions. Again if this com-

parison gives a negative result, the ith DC is incompatible with

request r and therefore its VNFs cannot be instantiated in that

Compute Node.

If all the above controls have been satisfied, the ith DC is compatible

for r and the process will proceed with the Ranking algorithm. On the
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contrary, if at least one of the above checks fails, the VNF is incompat-

ible for DCi and the corresponding placement is inhibited. At the end

of this step the Incompatibility block will return the Incompatibility

Matrix I which will indicate the number of DCs where that specific

virtual function can not be placed and, in detail, which they are. It will

contribute to the composition of the input-file to the Optimizer block.

VNF Preference Ranking

The VNF Preferences Ranking block (Figure 3.6) deals with the defi-

nition of Preference Ranking among available DCs of each h VNF of a

request r. In other words by means of this algorithm each VNF will

propose its DC ranking by assigning to each DC of the network a pref-

erence rating. Before express the ranking, a DC analysis step has to be

done: each DC is, in fact, evaluated by 4 parameters (the votes Vi) that

allow each VNF to express their preferences. These values (which are

calculated below) are standardized according to a scale of values rang-

ing from 0 to 10 and then, in a second step, summed together according

to the actual preferences of each VNF. Each DC vote is calculated as

follows:

1. Data Center Resource Capacity: at this stage a rating is

assigned to the DC depending on its Resource Capacity. The vote

is made as follows:

VUi
=
Ui ∗ 10

Umax
(3.4)

The VUi
variable is a numerical value between 0 and 10, as it can

be observed from the above formula 3.4. Ui is the parameter that

represents the Resource capacity of the ith DC and Umax is the

maximum Resource Capacity that belongs to a DC of the network.

2. Data Center Service Price: in this case a rating is assigned to

the DC depending on the Service Price that it asks to accomplish a

service (calculate per capacity unit). This vote is made as follows:

VCi
=
Cmin ∗ 10

Ci
(3.5)

To allow a further ratings sum, even in this case the vote is between

0 and 10. Ci represents the price per capacity unit of the ith DC
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while Cmin represents the minimum price that belongs to a DC of

the network.

3. Data Center Container availability: in this case the vote is

calculated in a different way. The parameter VSi can obtain the

following rating values:

• VSi = 10 if the VNF asks for a container to avoid setup time

and the ith DC can provide it;

• VSi
= 7, 5 if the VNF does not ask for a container but the

ith DC can provide it anyway; this rating is greater than the

following (VSi
= 5) as it is considered as an added value to

the DC features.

• VSi
= 5 if the VNF does not ask for a container and the ith

DC cannot provide it;

4. Carbon footprint emissions: at this other stage a rating is

assigned to the DC depending on its CO2 emissions. The vote is

assigned as follows:

VFi =
Fmin ∗ 10

Fi
(3.6)

Where Fi indicates the CO2 emissions for the ith DC and Fmin
the minimum CO2 emissions that belong to a DC of the network.

Also this rating can assume a value between 0 and 10.

Once all the DC votes have been calculated, each VNF preference

for each DC, that had not already been excluded in the preceding block,

can be calculated as follows:

prV r
h i

=
w1 ∗ VUi

+ w2 ∗ VCi
+ w3 ∗ VSi

+ w4 ∗ VFi∑4
i=1 wi

(3.7)

where wi represents the binary weight that each VNF associates to

the rating procedure. wi can assume a binary value that is 1 if it is

associated to an essential component for the deployment of that specific

VNF, 0 otherwise. For instance let us consider the case in which a service

request to which that specific VNF belongs, does not need to avoid a

Virtual Machine setup time by asking for a Container installation. The

VNF, which does not need this specific feature, prefers that this not



102
Multi-user VNF Placement optimization in a SDN-based

multi-stakeholder NFV architecture

required service would not affect the definition of its preference. Hence

it asks the system to set w3 = 0. By eliminating one of the weights,

the sum in the denominator will be achieved by the three remaining

weights. Therefore, as regards the VNF placement phase (Section 3.5.2),

the consideration of the matching between all the requested features and

those offered by DCs is essential, but to generate the VNF ranking only

those parameters that effectively are of interest for single VNF of a

request will be considered. At the end of this step the VNF Preference

Ranking block will return the VNF Preference Matrix which will

report in its columns all the chained VNFs for each request of the set

and in its rows all the DCs. Thus each cell of this matrix will contains

the vote (between 0 and 10) accorded by the single VNF to the ith DC.

Even this matrix will contribute to the composition of the input-file

to the Optimizer block that has been shown in Figure 3.6.

3.5.2 Optimization model

This Section describes the mathematical model that addresses the op-

timal VNF Placement in a multi-domain NFV infrastructure and in

igure 3.6 is represented as the Optimizer block which receives the above-

mentioned input-file.

For each request set R consisting in a group of service requests in-

dexed by r each one composed by an ordered sequence of h virtual

functions V rh , an auxiliary graph GR(DR, AR) is built. Specifically, GR

is a layered graph with a level for each of the h virtual functions ap-

pearing in each request r. The greater length of a chain of R (i.e. the

greater number of VNFs present in a chain) is considered to define the

number of level h. This work does not lose of generality if, for the sake

of clarity, it is assumed that all the service chains have the same length.

Each level h is composed by all those DCs Di with i = 1, .., n able to

host the h virtual function V rh and shared among requests.

Figure 3.7 shows an example of a multi layer graph GR; it is com-

posed by H levels. Each level h corresponds to the h-VNF in each chain;

the number of levels will be hence equal to the number of the consid-

ered VNFs. Each level is composed by the whole DCs that belong to

the network which in turn can host one or more VNF of each service

chain. Two extra layers are considered:

• Level 0 that contains the source node or
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Figure 3.7: Auxiliary multi-layer graph for a request set R [137]

• Level h+1 that contains the destination node dr

AR represents the set of arcs which can be grouped in three groups:

1. The first group contains arcs from the source node or to each node

in level 1.

2. The second group contains arcs from each DC in layer h+1 to the

destination node dr.

3. The third group is composed by all the arcs that link each DCi in

level h with each DCj in level h+ 1 for each intermediate level.

Each arc corresponding to the link (or path) between DCi and DCj
in AR is characterized by the propagation latency lij between Di and Dj

and the bandwidth bij as an indicator of the arc data rate capacity. The

layered structure of the graph ensures that the order of VNFs specified

in the request is preserved. A request can be represented as a path

through the layered graph; since in this work the system is expected to

manage a request set, each request can be represented as a separate path
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through the layered graph, thus each request shares available resources.

By construction such a path visits exactly a node in each level: at each

intermediate level h the visited node identifies the Data Center Di that

will host the VNF h of the chain in the request r.

In order to model the DC instantiation in which a VNF will be

deployed, the following decision variables are defined:

xrihjh+1 =


1 if the arc linking node i in level h and node j in level

(h+ 1) belongs to the path relative to r ∈ R
0 otherwise

r ∈ R, i ∈ D ∪ {or}, j ∈ D ∪ {dr}, h ∈ Hr

if the V rh is placed on the DC i and the V rh+1 is placed on the DC j

yi =

{
1 If a VF is placed on DC i

0 otherwise
i ∈ D

zr =

{
1 If the request r has been accepted

0 otherwise
r ∈ R.

By using these variables, and the above-defined notation, formally the

problem can be stated as follows.

The hierarchical Objective Function is defined in (3.8) and it consists

in the maximization of the weighted sum of the two objectives that have

been introduced in Section (3.4). The hierarchy between objectives (i.e.

the weighted profit received by the maximization respectively of served

requests and of accorded VNF Preferences) is obtained through weight

W which gives more relevance to the first. Premium user requirements,

with respect to Best Effort user, acquire a greater value by means of

assigned weights (i.e. wp � wb). (3.9), (3.10) e (3.11) are for each

r ∈ R of traffic flow conservation constraints. Specifically, constraint

(3.9) assures that exactly one unit of flow leave the source node or when

request r is accepted; since, by definition of the decision variables, the

flows are unsplittable exactly one of the arc outgoing from the source

or will be selected. The ending node of such an arc belongs to L1 and

it identifies the DC that hosts the first virtual function in the request

r. Symmetrically, for each r ∈ R exactly one unit of flow enters the

destination node dr as imposed by constraint (3.10) when the request

is accepted. Constraint (3.11) assures that for each request r ∈ R for
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each intermediate node j other than the source or or destination dr, the

quantity of flow entering node j is exactly the same as the one leaving

node j. Constraints (3.12) and (3.13) guarantee that the sum of required

resources to execute the whole request set R is less than the available

resources of the ith Data Center. If this condition is respected, the algo-

rithm proceeds with the Placement operations. In particular these two

conditions specify the expected upper and lower range to consider the

compute node as turned ON or OFF. As mentioned above, each compute

node is characterized by an upper and lower usage threshold in order to

respectively avoid workload overhead and improve energy efficiency. For

this purpose constraints (3.12) prevents the instantiation of new VNFs

on a node whose hosted capacity would exceed upper threshold as well

as constraints (3.13) discourage the proliferation of lightly loaded nodes.

Constraints (3.14) guarantees that for each request, the total sum of the

service prices incurred to host each chained VNF in the selected DCs

must be less than or equal to the request cost cr that a user (Best Effort
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or Premium) is willing to pay to get the requested service.

max W [
∑
r∈Rp

wp · zr +
∑
r∈Rb

wb · zr] +
∑
r∈R

|Hr|−1∑
h=0

∑
i∈Lh

∑
j∈Lh+1

prV r
h+1i
· xjhih+1

(3.8)∑
j∈L1

xror0j1 = zr, ∀r ∈ R (3.9)

∑
j∈L|Hr|

xrj|Hr|dr|H|+1 = zr, ∀r ∈ R (3.10)

∑
j∈Lh−1

xrjh−1ih −
∑

j∈Lh+1

xrihjh+1 = 0, ∀r ∈ R,∀h ∈ {1, . . . , |Hr|},∀i ∈ Lh

(3.11)∑
r∈R

|Hr|−1∑
h=0

∑
j∈Lh

uV r
h+1

xrjhih+1 ≤ p · Ui · yi, ∀i ∈ D (3.12)

∑
r∈R

|Hr|−1∑
h=0

∑
j∈Lh

uV r
h+1

xrjhih+1 ≥ p · Ui · yi, ∀i ∈ D (3.13)

|Hr|−1∑
h=0

∑
i∈Lh

∑
j∈Lh+1

cjx
r
ihjh+1 ≤ cr, ∀r ∈ R (3.14)

|Hr|∑
h=0

∑
i∈Lh

∑
j∈Lh+1

lijx
r
ihjh+1 ≤ lr, ∀r ∈ R (3.15)

∑
r∈R

|Hr|∑
h=0

brxrihjh+1 ≤ bij , ∀i, j ∈ D (3.16)∑
j∈Lh−1

xrjh−1ih = 0, ∀r ∈ R,∀(V rh , i) ∈ I (3.17)

xrihjh+1 ∈ {0, 1}, ∀r ∈ R,∀i ∈ D ∪ {or},∀j ∈ D ∪ {dr},∀h ∈ {0, . . . , |Hr|}
(3.18)

yi ∈ {0, 1}, ∀i ∈ D (3.19)

zr ∈ {0, 1}, ∀r ∈ R (3.20)

Constraints (3.15) guarantees that the end-to-end delay to accomplish

the service request must be less than or equal to the maximum tolerated

latency of the request lr. Constraints (3.16) guarantee that the data rate
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capacity of link (i, j) must be greater than or equal to the bandwidth

consumption of all the service requests. In other words it ensures that

the bandwidth required to accomplish all of the service requests must

be less than or equal to the maximum available bandwidth on the path

from Di to Dj . Constraints (3.17) refer to the Incompatibility matrix I

(see Section 3.5.1) and guarantee that in each service request for each

VNF of the chain, if a VNF is incompatible with a specific DC, the

arc that connects the previous VNF of the chain (or rather the Ingress

node or) with the incompatible DC will be closed or equivalently the

corresponding x variable set to 0. Finally constraints (3.18), (3.19)

and (3.20) define the binary variables domain. This optimization model

has been defined taking a cue from an already existing work, described

in [137], that however, addresses the composition of computing and

networking Virtual Functions to select the nodes that already contains

instantiated VNFs over the path that minimizes the overall latency; the

VNF Placement, in fact, is not considered in this work as it concerns

only VNF selection.

3.6 Evaluation

This Section provides the evaluation scenario and the testing activi-

ties carried out to examine the proposed VNF Placement optimization

model.

3.6.1 Evaluation scenario

The testing activity has been carried out by considering a realistic sce-

nario as regards both the network topology (i.e. nodes, links and general

parameters) and the sets of requests considered.

Reference Network

A telecommunication network is typically organized over three levels:

access, aggregation and core. The access level represents the most pe-

ripheral network portion; also called Edge network for its closeness to

the users, it is typically provided with low-capacity compute nodes but

also characterized by low latencies. The aggregation level is the network

portion in which traffic flows are aggregated to be transmitted to other
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access nodes or to the core network. This last level, the core, can be

described as the principal part of the network as it consists of high-

speed interconnections devoted to carrier-grade packet delivery services

across wide areas (e.g. national context) where are typically positioned

high-capacity Data Centers [137]. Proportionally, access and aggrega-

tion networks are associated to smaller areas than core network, such

as respectively metropolitan or regional.
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Figure 3.8: Reference network infrastructure and DCs distribution

throughout the Access, Aggregation and Core network

By considering these definitions of a telco network and the evaluation

scenario proposed by Martini et al. [137], the network scenario that has

been taken into account is represented in Figure 3.8. The image shows,

on the left side, the access network that is composed by three nodes,

namely 1, 2 and 3, in which as many Data Centers (i.e. DC0, DC1, DC2)

have been positioned. The edge network interconnections are inspired

to a typical tree-like topology with redundant links among small and

medium DCs. These small DCs, characterized by low processing capa-

bility (3GB/s), are connected with the aggregation nodes through links

with a data rate capacity (bandwidth) of 1Gbps and with an approxi-

mate distance of 12 km, represented in the Figure by thick black lines.

In the aggregation network, that in Figure 3.8 is located approximately

in the middle, there are two medium DCs (i.e. DC3, DC4) with a higher

processing capability (15GB/s) and links characterized by a bandwidth

of 10 Gbps. Finally in the right side of the Figure is shown the core
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network that benefits from high capacity links performing 100 Gbps; in

there a large DC (i.e. DC5) with high processing capability (30GB/s)

has been positioned. The core network interconnections are inspired to

a real telco network topology in Germany [138] with 17 nodes and 26

links. In Figure 3.8 specific links lengths are reported in km above the

connection lines for both edge and core networks. Each link is charac-

terized in terms of propagation delay and bandwidth capacity.

Table 3.4 provides the specification of each DC of the network with

the features that have been considered to test the proposed model.

Table 3.4: Data Centers specifications
Data Center Resource Capacity Service Price Container Carbon Footprint

DC0-small 3 0 3 2

DC1-small 3 1 3.5 3

DC2-small 3 1 3.5 4

DC3-medium 15 0 4 3

DC4-medium 15 1 5 5

DC5-large 30 1 6 3

The Resource Capacity values of the three DC typologies have been

set as in [137]. The service price of each DC has been proportioned

to its skills; for instance the large DC5 exposes the higher price as it

provides the highest processing capability and the possibility to use a

Container instead of a Virtual Machine to instantiate VNFs. As it can

be observed the opposite is true for DC0. The Carbon Footprint has

been arbitrarily assigned by assuming that DC2 and DC4 were of older

generation and causing more substantial emissions.

Request Set

In this scenario it is assumed that six VNF types are available to com-

pose the service chains that characterize the requests of the request sets.

Table 3.5 lists all the VNF types and their identification numbers.

As mentioned above (Section 3.3) the service requests have been

composed by considering the papers in [128,135] which provide Virtual

Functions listed in Table 3.6.

For instance a Web Service is composed by the following service

chain: NAT-FW-TM-WOC-IDPS. In the input-file to be processed by

the algorithm, this chain will be specified with identification number
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Table 3.5: Typology of VNF used to perform the test

VNF Type VNF ID Number

NAT (Network Address Translation) 0

FW (FireWall) 1

TM (Traffic Monitor) 2

WOC (WAN Optimization Control) 3

IDPS (Intrusion Detection and Prevention Systems) 4

VOC (Video Optimization Control) 5

Table 3.6: Service chains that have been considered to compose each

request set [128,135]
Service Chain Latency Bandwidth

Web Service (WS) NAT-FW-TM-WOC-IDPS 500 ms 100 kbit/s

VoIP NAT-FW-TM-FW-NAT 100 ms 64 kbit/s

Video Streaming (VC) NAT-FW-TM-VOC-IDPS 80 ms 4 Mbit/s

Cloud Gaming (CG) NAT-FW-VOC-WOC-IDPS 60 ms 50 kbit/s

5G Service (5GS) NAT-FW-TM-WOC-VOC 20 ms 2Mbit/s

of each VNF which, in this case, are 0, 1, 2, 3, 4. Its important to

remark that the typology expresses only an identification as regards

the functionality of a VNF. This assumption is relevant for two reasons:

firstly it allows distinguishing among different VNF types with the same

specifications (i.e. resource required, setup-time, etc.) and secondly it

considers that two VNFs of the same type can be specified with different

features (e.g. two VNFs of the same type may have to process different

workloads and therefore require more or less resources).
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Test set and environment

By considering Table 3.6, each request set have been composed and spec-

ified as shown in Table 3.7. The first Table reports the four request with

their general service specifications while the second details each request

by explaining the composition of the service chain. Premium/Best Ef-

fort user weights (introduced in Section 3.5.2 in the Objective Function)

have been set to respectively wp = 3 and wp = 1. This model enhances

generalization bringing as a special case wp = wb = 1; in this case the

maximization of the objective function would regard, on the tenant per-

spective, the whole request set acceptance without any discrimination

between users. Moreover, for this preliminary testing phase, the weight

that, in the objective function (3.8) grants profit privileges to Infrastruc-

ture providers, is set to W = 100. In order to evaluate the effectiveness

of the model that have been formulated, both requests acceptances and

rejections are relevant to be analyze. Hence each request set have been

composed by ”borderline” requests namely characterized by not too fa-

vorable features with respect to the DCs offers. For example if a generic

DC in the network asks for a certain price to rent its resources, the cost

that a user is willing to pay has been set approximately (more or less)

as that of DC. This has been done for two main reasons: firstly to keep

the perspective of demand/offer balance typical of a realistic scenario

and secondly to detect in the motivated rejections a proper behavior of

the model.

Table 3.8: Heterogeneous test set composed by combination of Best

Effort (BE) and Premium (P) request in each request set
Request Sets

Tests
R6 R5 R4 R3 R2

T1 5P - 1BE 4P - 1BE 3P - 1BE 2P - 1BE 2P - 0BE

T2 5P - 1BE 4P - 1BE 3P - 1BE 2P - 1BE 2P - 0BE

T3 5P - 1BE 4P - 1BE 3P - 1BE 2P - 1BE 2P - 0BE

T4 3P - 3BE 3P - 2BE 2P - 2BE 2P - 1BE 1P - 1BE

T5 3P - 3BE 3P - 2BE 2P - 2BE 2P - 1BE 1P - 1BE

T6 3P - 3BE 3P - 2BE 2P - 2BE 1P - 2BE 1P - 1BE

T7 1P - 5 BE 1P - 4BE 1P - 3BE 1P - 2BE 0P - 2BE

T8 1P - 5 BE 1P - 4BE 1P - 3BE 1P - 2BE 0P - 2BE

T9 1P - 5 BE 1P - 4BE 1P - 3BE 1P - 2BE 0P - 2BE

The test set has been created by combining heterogeneous Premium

and Best Effort Requests in each Request set that have been composed
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of 2 to 6 requests. Each test composition is shown in Table 3.8.

The optimization as well as the Pre-Processing Phase algorithms (i.e.

Feasibility, Incompatibility and Ranking) have been implemented on a

machine with Intel Core i7-4710HQ (up to 3.5GHz), 8 GB DD3 RAM, 1

TB HDD. The mathematical model presented in Section 3.5.2 has been

implemented by means of the IBM ILOG CPLEX Optimization v12.6.3.

running on a Virtual Machine with Ubuntu 16.04 Operating System with

4 GB RAM, 30 GB HDD. The input-file received by the Optimizer block

is generated through the Pre-Processing Core algorithms 3.5.1 that have

been realized with MATLAB academic version R2016A.

3.6.2 Evaluation metrics

In order to verify the correctness and the effectiveness of the imple-

mented system, three different evaluation metrics have been considered:

1. Acceptance Rate: this metric has been used to show how many

feasible requests of the request set have been positioned on the

available and VNF-compatible DCs. In other words this metric

assesses how much and how the objective of maximizing the In-

frastructure provider profit, by accomplishing as many requests

as possible, is reached. Moreover, it also provides an insight of

this evaluation by making explicit the number of Premium and

the Best Effort accepted requests. This is an essential evaluation

to assess if the goal of granting a higher weight to Premium users

is achieved.

2. VNF preference satisfaction: this metric evaluates the level

of satisfaction reached by the single VNFs by considering their

expressed preferences. To perform this analysis the VNF Prefer-

ence matrix is compared to the output matrix that contains the

DC-position of each VNF that belongs to an accepted request.

Then, if the VNF is positioned in its first choice DC, it will re-

ceive vote 10; if in its second choice the vote will be 5, otherwise

the vote will be null. The vote assignment has been accorded to a

real satisfaction situation. When a person expresses a preference

among four of five choices, it considers the first and the second

respectively as a full or a partial satisfaction. The others can be

considered as dissatisfaction, thus the 0 vote as well as the others
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are realistic. The single request and the request set satisfaction

will be calculated as the average vote respectively among VNFs

and among requests.

3. Execution time: this last metric regards the optimizer code and

the time it takes to provide the optimal solution.

The output produced by the Optimizer consists in a series of informa-

tion used to firstly evaluate the proper functioning and then arrange the

testing results (Section 3.6.3). It provides the total number of accepted

requests, differentiating between Premium and Best Effort. Then, it is

specified which request has been executed and in which DC the chained

VNFs have been placed. The output file also reports the VNF prefer-

ence degree by, even in this case, specifying Premium and Best Effort

users. At the end it is also reported the list of turned on/off DCs within

the network and the time required by the algorithm takes to perform

the VNF Placement optimization.

3.6.3 Testing Results

All of the tests that are explained below were performed after a pre-

liminary testing phase on the correctness of the model. In fact, after

checking that actually the system excluded unfeasible demands, a veri-

fication on the objectives achievement was made. By composing ad-hoc

requests, it has been verified that the model returned results according

to expectations. For each test that is presented below, every request

set has been composed by accounting the contents in Table 3.7 and the

realistic service chains proposed in Table 3.6. The combinations of P

and BE requests for the whole test set are shown in Table 3.8.

Acceptance Rate test

The acceptance rate test has been performed to evaluate the quality of

the optimization in terms of accepted requests by also making explicit

Premium and Best Effort users’ requests.

Figure 3.9 reports the Average Overall Acceptance rate percentage

that has been obtained by considering the increasing number of requests

in the request set. Each reported value concerns an average evaluation

of the results of accepted requests by considering the whole request set.
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Figure 3.9: Average Overall Acceptance Rate percentage over the per-

formed tests, in quantity-varying request sets

The trend denotes that for each request set typology the average number

of accepted request among those arrived is always greater than 60%

with maximum peaks of 100% and no 0% negative peaks. The request

set composed of 4 requests, for instance, reports the highest average

acceptance rate of about 80%; this can be observed also in Table 3.9

which details the Overall Acceptance Rate (both Premium and Best

Effort users’ requests are included) for each request set of tests Tn.

Table 3.9: Overall Acceptance Rate percentage and explicit accepted

requests for each performed test Tn in quantity-varying request sets
Request Sets

Tests
R6 R5 R4 R3 R2

T1 4 4 3 2 2

T2 4 5 4 2 2

T3 4 2 3 2 1

T4 4 4 3 1 1

T5 4 4 4 3 2

T6 4 3 2 1 1

T7 3 3 3 1 1

T8 5 5 4 3 2

T9 3 4 3 2 1

Average

Acceptance (%)
64,81 75,56 80,56 62,96 72,22
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In this Table 3.9 average results that have been shown in figure 3.9

have been calculated with each single test results for each request set.

Each cell reports the number of accepted requests over the total of the

request set but does not explicit if they came from Premium or Best

Effort users. This evaluation is strictly related to the combination of

P/BE requests of each request set. As it can be seen from Table 3.8

in fact, green cells report a greater number of Premium requests with

respect to Best Effort, on the contrary blue cells. The yellow ones are

composed by an equal number of requests coming from Premium or Best

Effort users. If, for instance, the average acceptance percentage of Pre-

mium and Best Effort for R6 in test 1 (5P - 1BE) was compared to test

9 (1P - 5BE), the obtained results would be me meaningless. Appendix

B reports each test Table with detailed results; thus the following eval-

uation examples can be deduced. This level of detail has been added

to give more emphasis to the achieved results because, by considering

only the average value among quantity-varying request sets, some key

information would be lost. T1R4 (3P - 1BE) reports, for instance, 3

Premium accepted requests over the feasible 4 as well as T2R3 (2P - 1

BE) reports 2 Premium accepted requests over the feasible 3. Instead,

for example, T9R5 (1P - 4BE) reports 1 Premium and 3 Best Effort ac-

cepted requests over the feasible 5; T1R4 (1P - 2BE) reports 1 Premium

and 1 Best Effort requests over the feasible 3. Thus it can be deduced

that the optimizer in the first cases accomplishes all the P by excluding

the only BE and in the second cases prefers to serve the only P by again

excluding a BE.

VNF Preference satisfaction test

Even the VNF Preference Satisfaction test has been performed on the

same complete test set that has been used to evaluate the Acceptance

Rate 3.8. Anyway this kind of evaluation is more complicated as it takes

to explicit each request in its chained VNFs and then to analyze their

satisfaction as regards position in the DCs and the associated vote (as

detailed in Section 3.5.2).

Figure 3.10 shows the average VNFs preference satisfaction as the

number of request per request set increases. The graphical trend has

been obtained, as explained above for the Acceptance test, by consider-

ing the complete test set (Table 3.8). Figure 3.10, in addition to the av-
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erage satisfaction trend (which also includes unaccomplished requests),

indicates the maximum and the minimum percentage satisfaction value

that have been obtained in one of the performed test.
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Figure 3.10: Average percentage of VNF Preference satisfaction with

increasing number of requests per request set

As it can be observed the trend, even though the unaccomplished

requests votes contribute to decrease the average satisfaction, results

always greater than 47%.

Table 3.10 shows the VNF Preference Satisfaction vote in tenths (10

is the maximum assigned vote), averaged over VNFs for each request

set; moreover it also provide the Overall VNF Preference satisfaction

percentage.

As each request of a request set is composed itself by the chained

VNFs, each cell in Table 3.10 reports an averaged value. Moreover, as

each of these values is also affected by the unaccomplished requests,

a meaningful evaluation on the optimization quality as regards VNFs

preferences satisfaction cannot be performed only considering this data.

Hence, Figures 3.11,3.12 and 3.13 are provided to show the average

VNFs preference satisfaction for each performed test by excluding un-

accepted requests. Each Figure shows the VNF Preference satisfaction

percentage trend over the test set that includes respectively 6, 4 and 2
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Table 3.10: VNF Preference satisfaction of the complete test set for each

quantity-varying request set
Request Sets

Tests
R6 R5 R4 R3 R2

T1 5,36 6,60 7,00 6,67 10,00

T2 5,50 7,20 8,25 6,67 6,50

T3 3,58 3,66 7,00 6,67 5,00

T4 5,83 6,80 6,50 1,67 8,33

T5 5,50 6,60 8,50 8,33 7,50

T6 3,33 3,80 1,75 2,67 2,50

T7 3,83 4,80 7,00 1,67 2,50

T8 5,50 7,40 6,20 7,00 8,50

T9 4,33 6,40 6,25 4,67 4,00

Average

VNF Pref.

satisf.(%)

47,42 59,11 64,94 51,12 57,22

requests per request set. For each test is also reported the maximum,

minimum and median obtained values. Moreover for each shown test, is

also remarked the Load Factor (LF ) percentage which is evaluated by

means of the formula 3.21.

LF =

∑
r∈R u

a
V r
h
zr∑

i∈D Ui
(3.21)

The LF parameter shows how the request set affects the whole network

load as it is calculated by the ratio between the sum of all the capacity

units that have been accepted and the sum of all the capacity units of

all the available DCs in the network. In this analysis this is a relevant

indicator as it underlines the influence of available/employed resources

on according preferences. As it can be observed, in fact, in Figure 3.11

the minimum VNF Preference satisfaction is associated to a high LF

in comparison to other tests. This is not the only factor that influences

VNF preference satisfaction, but can help to understand some results.

Execution Time Test

This test has been done in order to evaluate the execution time of the

VNF Placement optimization. Figure 3.14 shows the average overall

execution time over the test set in quantity-varying request sets.
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Figure 3.11: Average percentage of VNF Preference satisfaction for each

performed test over a request set composed of 6 requests

In particular Table 3.11 reports the average execution time values

(in seconds) per request set by specifying each performed test results.

Table 3.11: Average execution time values [s] per Request set for the

whole test set
Request Sets

Tests
R6 R5 R4 R3 R2

T1 2,279 2,648 0,261 0,098 0,078

T2 1,378 1,040 0,710 0,114 0,144

T3 1,151 0,142 0,161 0,110 0,069

T4 0,191 0,189 0,259 0,179 0,100

T5 1,473 0,405 0,340 0,229 0,491

T6 1,212 2,456 0,484 0,142 0,149

T7 0,196 0,327 0,243 0,091 0,069

T8 1,168 1,056 0,246 0,180 0,076

T9 0,260 0,278 0,241 0,120 0,115

Average

Exec. Time (%)
1,034 0,949 0,327 0,140 0,143

The graphic in Fig.3.14 shows that for request sets composed by up

to 4 requests, the execution time remains far below 1s, but with the

increase of requests per request set it is about 1 second. This analysis

let envisage the need of an expanded computational campaign in order

to know whether dedicated resolution techniques based on model have
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Figure 3.12: Average percentage of VNF Preference satisfaction for each

performed test over a request set composed of 4 requests

to be included.

3.7 Conclusions and Further Improvements

In this research, a VNF Placement model has been formalized and eval-

uated in order to propose an optimized solution that considers both

tenants and rental in a realistic scenario. By referring to a reference

architecture that includes a VNF orchestrator (to manage VNFs life-

cycle) and an SDN Controller (to deal with the traffic forwarding) a

VNF Placement optimization model has been formulated. In order to

favor the realistic vision, two kinds of users (i.e. Premium and Best

Effort) with different granted priority, have been considered. The multi-

objective mathematical model hierarchically performs profits maximiza-

tion of both tenants and renters perspective: the former refers to service

requests accomplishment and the latter to VNF deployment preferences

satisfaction. The optimization model chooses the set of optimal loca-

tions for chained VNF instances according to the current characteristics

of available computing resources (nodes) and network links, as well as

several constraints that, among other goals, aim at favoring energy ef-
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Figure 3.13: Average percentage of VNF Preference satisfaction for each

performed test over a request set composed of 2 requests

ficiency and avoiding compute nodes that are guilty of high CO2 emis-

sions. Several tests have been performed in order to evaluate firstly the

model correctness and then the performance in terms of Acceptance rate,

VNF Preference satisfaction and Execution time. As reported in Section

3.6.3, the Acceptance Rate test reports an overall average acceptance

rate percentage always greater than 60%. Moreover it highlights that, if

convenient, the model choose to favor Premium users. The Placement

optimization model also satisfies VNF preferences as it always reports

an average preference satisfaction over the arrived request sets greater

than 45% and over the accepted requests of request sets grater than

65%. The execution time over the whole test set, reports a value lower

than the second but, with the increase of requests in the request set,

this value tends to increase itself. This analysis is indicative of a compu-

tational campaign to be expanded and, whether this trend is confirmed,

model-based dedicated resolution techniques could be developed.

However, the encouraging results obtained gave birth to new on-

going works on this topic. This work is still in its preliminary stage

and urges to continue the experiments by considering, for instance, a

greater number of randomly-generated request sets, to include a network

simulator and/or to integrate the model in the reference architecture.

The number of tests that has been performed to firstly check this model
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Figure 3.14: Average execution time [s] per request set

is tailored to a targeted evaluation (i.e. to analyze the correctness and

the effectiveness of the model). A further consideration of a request

set consisting of e.g. hundreds of requests, would allow emphasizing

the effective maximization of the objective function. In the same way

the network status variation could provoke some interesting changes by

comparing VNF placement results among DCs. The system integration

in the reference architecture could be one of the next steps as it would

provide a real experience of model usage in order to realize its reliability

even in the real ”virtual” world.



Chapter 4

Conclusion

The emerging technologies that rely on virtualization (i.e. SDN, NFV,

Cloud Computing) together with the increasing rise of new smart de-

vices and services, let envisage a huge revolution in the way a Smart

Home environment is currently conceived. It is expected a transition

that, on the one hand, will allow users to exploit households object-

s/information to control/manage the house even from outside and, on

the other hand, to provide high capacity services by means of external

resources instantiated, for instance, in edge Data Centers. This scenario

has been described extensively in the introductory Section (1.1) where

a deep contextualization work has been addressed.

This thesis work has provided two contributions in the Smart Home

field:

1. On the application perspective, this thesis has addressed the cru-

cial issue of improving user awareness on household devices power

consumptions in order to encourage a usage behavioral change

that could promote energy savings. Sections 2.2 and 2.3 provides

deep Background and Related Work analysis by pointing out dif-

ferences among both addressed approaches and state of the art.

Firstly a supervised classification algorithm for detecting and iden-

tifying consuming appliances has been investigated by using ultra-

low power consumption data. The experimentation campaign has

produced an average overall accuracy recognition of about 95%.

Secondly a Non-Intrusive Load Monitoring (NILM) approach to

123
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reduce the cost of attaching a single meter (i.e. smart plug) to

each device has been proposed; the algorithm aims at recognizing

the power consumption of a specific device by exploiting the low

frequency whole-house consumption profile and context informa-

tion (i.e. the user presence in the house and the hourly utiliza-

tion of appliances). In comparison to basic inference algorithm

(AFAMAP) [52] applied to the tracebase dataset [20], evaluation

tests have underlined an average percentage increase of F-Measure

parameter equal to 14% with peaks up to 26%.

2. On the technological infrastructure perspective, this work dis-

cusses one of the fundamental aspects in NFV orchestration that

is VNF Placement. After a concise but accurate background (Sec-

tion 2.2), an extensive and detailed Related Work (Section 3.3) has

been provided in order to underline the novelty that the approach

has proposed. This work has been accorded to a reference ar-

chitecture which is mainly composed by a VNF-Orchestrator and

an SDN controller which are in charge of managing respectively

VNFs lifecycle and network forwarding for the service provision

across multiple DCs. In this work the VNF placement problem

has been solved by the formulation of a mathematical model that

considers the maximization of the profit obtained hierarchically

by the infrastructure providers (which aim to maximize profits re-

lated to request accomplishments) and the users (which aim to

obtained the maximum placement satisfaction at minimum ex-

pense). In particular a novel differentiation between users (i.e.

Premium, with greater privileges, and Best Effort, with standard

rights) has been theorized. Preliminary tests have firstly proved

the proper operation of the model and secondly shown encour-

aging results from both the points of view. Indeed, the testing

campaign has shown that the average overall Acceptance Rate

percentage is always greater than 60% and that, weather conve-

nient, the model choose to favor Premium users. The Placement

optimization model also satisfies VNF preferences as it always re-

ports an average preference satisfaction over the arrived request

sets greater than 45% and over the accepted requests of request

sets greater than 65%.

Beyond the key contributions of this thesis I have foreseen a number
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of additional investigations and perspectives for future work that have

already been detailed respectively in Sections 2.6 and 3.7, and thus here

are only synthesized:

1. Both ILM and NILM approaches could be improved; for exam-

ple, the first by extending the recognition to other devices typol-

ogy with the aim of encourage generalization. The second could

be provided with other different contextual information that, for

example could come from a real sensor network. Moreover by

starting from the common purpose of the above-mentioned Load

Monitoring applications, it can be assumed that ILM and NILM,

together with Smart Appliances (introduced in Section 2.1) could

collaborate to fill the shortcomings of each approach. Thus the

mutual integration of implemented approaches could represent a

main further improvement.

2. The work that addresses the VNF Placement Optimization prob-

lem is still in its preliminary stage and, for this reason, is open

to several improvements/modifications. Some of them are al-

ready on-going such as testing with a greater number of randomly-

generated request sets, including a network simulator, integrating

the model in the reference architecture.
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Appendix

This Appendix is related to the VNF Placement optimization prob-

lem, previously presented in Chapter (3). Here I provide a list of the

fundamental parameters that have been used to formally present the

mathematical model (see Section 3.4).

R Total request set

Rp ⊆ R Premium request set

Rb ⊆ R Best Effort request set

wp Weight assigned to Premium requests

wb Weight assigned to Best Effort requests

prV r
h
i Expressed preference of request r to deploy its h-VF on DCi

W Weight used to define the hierarchical objective function

D DC set

H Level set, i.e. maximum chain lenght

Hr ⊆ H Level set for each request r

I Incompatibility set between V r
h and DC

Lh Node set in levels h (for this problem it coincide with D)

or Ingress node (source) for request r

dr Egress node (destination) for request r

lr Maximum latency for request r

cr Maximum cost for request r

br Bandwidth consumption for request r

sr Container required for request r

fr Maximum CO2 emissions for request r
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uV r
h

Required resources for VF h of request r

cV r
h

Maximum cost for VF h of request r

sV r
h

= sr Required container for VF h of request r

fV r
h

= fr Maximum CO2 for VF h of request r

Ui Resource capacity for DC i

U DC maximum usage threshold

U DC minimum usage threshold

Si Container Availability for DC i

Ci Cost per capacity unit for DC i

Fi CO2 emissions per capacity unit for DC i

bij Maximum bandwidth on the path from DCi to DCj

lij Latency on the path from DCi to DCj

Eij Existing edges from DCi to DCj in the real network

eij Edge with minimum latency from DCi to DCj in the real network

Lij Minimum latency from DCi to DCj in the real network
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Appendix

This Appendix is related to the VNF Placement optimization problem,

previously presented in Chapter 3. Here detailed tables of obtained

results are made explicit to favor the reproduction of test (see Sec-

tion 3.6.3).

Table B.1: Number of accepted Premium requests for each test
Request Sets

Tests
R6 R5 R4 R3 R2

T1 3 3 3 2 2

T2 3 4 3 2 2

T3 3 1 2 1 1

T4 2 2 1 0 0

T5 2 2 2 2 1

T6 3 2 1 0 0

T7 0 1 0 0 0

T8 1 1 1 1 0

T9 0 1 1 1 0

Average

Acceptance (%)
31 37 39 33 33

Table B.1 shows the number of accepted Premium requests for each

test; table B.2 shows the number of accepted Best Effort request for each

test. By summing each cell of these two tables, Table 3.9 is obtained.
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Table B.2: Number of accepted Best Effort requests for each test
Request Sets

Tests
R6 R5 R4 R3 R2

T1 1 1 0 0 0

T2 1 1 1 0 0

T3 1 1 1 1 0

T4 2 2 2 1 1

T5 2 2 2 1 1

T6 1 1 1 1 1

T7 3 2 3 1 1

T8 4 4 3 2 2

T9 3 3 2 1 1

Average

Acceptance (%)
33 38 42 30 39
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Publications

This research activity has led to several publications in international

journals and conferences. These are summarized below.1

International Journals

1. F. Paganelli, Francesca Paradiso, S. Turchi, A. Luchetta, P. Castro-

giovanni, D. Giuli. “Appliance Recognition in an OSGi-Based Home

Energy Management Gateway”, International Journal of Distributed

Sensor Networks, vol. 11, no. 2 in press, 2015.

[DOI: 10.1155/2015/937356] 3 citations

2. Francesca Paradiso, F. Paganelli, D. Giuli, S. Capobianco. “Context-

Based Energy Disaggregation in Smart Homes”, Future Internet, vol.

8, no. 1, in press, 2016. (Special Issue: Ecosystemic Evolution Feeded

by Smart Systems)

[DOI:10.3390/8010004] 1 citation

International Conferences and Workshops

1. Francesca Paradiso, F. Paganelli, A. Luchetta, D. Giuli, P. Castrogio-

vanni. “ANN-based Appliance Recognition from Low-frequency Energy

Monitoring Data”, in IEEE 14th International Symposium and Work-

shops on World of Wireless, Mobile and Multimedia Networks (WoW-

MoM), Madrid (Spain), 2013, p.1-6. 10 citations

1The author’s bibliometric indices are the following: H -index = 2, total number

of citations = 14 (source: Google Scholar on January, 2017).
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Technical Reports

1. Francesca Paradiso, F. Paganelli. “State of the Art Analysis on

Non-Intrusive Load Monitoring and Appliance Recognition techniques

and NILM experimentation report”, TELECOM Italia S.p.A., CNIT,

Technical Report, 2013.

2. Francesca Paradiso, F. Paganelli. “Analisi di tecniche di classi-

ficazione dei dispositivi e sperimentazione di una tecnica basata su

ANN”, TELECOM Italia S.p.A., CNIT, Technical Report, 2013.



Bibliography

[1] M. K. Weldon, The Future X Network: A Bell Labs Perspective. CRC

Press - Taylor & Francis Group, 2016.

[2] V. Pankakoski, Experimental design for a next generation residential

gateway. PhD thesis, Aalto University, 2010.

[3] R. H. Weber and R. Weber, Internet of Things, vol. 12. Springer, 2010.

[4] C. Dixon, R. Mahajan, S. Agarwal, A. Brush, B. Lee, S. Saroiu, and

P. Bahl, “An operating system for the home,” in Presented as part of

the 9th USENIX Symposium on Networked Systems Design and Imple-

mentation (NSDI 12), pp. 337–352, 2012.

[5] N. McKeown, “Software-defined networking,” INFOCOM keynote talk,

vol. 17, no. 2, pp. 30–32, 2009.

[6] K. Kirkpatrick, “Software-defined networking,” Communications of the

ACM, vol. 56, no. 9, pp. 16–19, 2013.

[7] R. Mijumbi, J. Serrat, J.-L. Gorricho, N. Bouten, F. De Turck, and

R. Boutaba, “Network function virtualization: State-of-the-art and re-

search challenges,” IEEE Communications Surveys & Tutorials, vol. 18,

no. 1, pp. 236–262, 2015.

[8] ETSI, “Network function virtualization - manage-

ment and orchestration gs nfv-man 001 v1.1.1,”

2014. http://www.etsi.org/deliver/etsi gs/NFV-

MAN/001 099/001/01.01.01 60/gs NFV-MAN001v010101p.pdf [On-

line; accessed 10-January-2017].

[9] F. Paradiso, F. Paganelli, A. Luchetta, D. Giuli, and P. Castrogiovanni,

“Ann-based appliance recognition from low-frequency energy monitor-

ing data,” in World of Wireless, Mobile and Multimedia Networks

(WoWMoM), 2013 IEEE 14th International Symposium and Workshops

on a, pp. 1–6, IEEE, 2013.

133



134 BIBLIOGRAPHY

[10] F. Paganelli, F. Paradiso, S. Turchi, A. Luchetta, P. Castrogiovanni, and

D. Giuli, “Appliance recognition in an osgi-based home energy manage-

ment gateway,” International Journal of Distributed Sensor Networks,

vol. 11, no. 2, 2015.

[11] F. Paradiso, F. Paganelli, D. Giuli, and S. Capobianco, “Context-based

energy disaggregation in smart homes,” Future Internet, vol. 8, no. 1,

p. 4, 2016.

[12] M. Riveiro, R. Johansson, and A. Karlsson, “Modeling and analysis of

energy data: state-of-the-art and practical results from an application

scenario,” no. HS-IKI-TR-11-002, p. 9, 2011.

[13] H. Bertoldi and Labanca, “Energy efficiency status report,”

2012. https://ec.europa.eu/jrc/sites/default/files/energy-efficiency-

status-report-2012.pdf [Online; accessed 10-January-2017].

[14] U. E. I. Administration, “Electric power annual 2008.”

http://www.eia.doe.gov/cneaf/electricity/epa/epaxlfilees1.pdf [On-

line; accessed 10-January-2017].

[15] S. Darby et al., “The effectiveness of feedback on energy consumption,”

A Review for DEFRA of the Literature on Metering, Billing and direct

Displays, vol. 486, p. 2006, 2006.

[16] K. Ehrhardt-Martinez, K. Donnelly, and J. Laitner, “Advanced me-

tering initiatives and residential feedback programs,” Washington, DC,

2010.

[17] B. Mills and J. Schleich, “Residential energy-efficient technology adop-

tion, energy conservation, knowledge, and attitudes: An analysis of

european countries,” Energy Policy, vol. 49, pp. 616–628, 2012.

[18] M. Berges, E. Goldman, H. S. Matthews, and L. Soibelman, “Training

load monitoring algorithms on highly sub-metered home electricity con-

sumption data,” Tsinghua Science & Technology, vol. 13, pp. 406–411,

2008.

[19] G. W. Hart, “Non-intrusive appliance load monitoring,” Proceedings of

the IEEE, vol. 80, no. 12, pp. 1870–1891, 1992.

[20] A. Reinhardt, D. Burkhardt, M. Zaheer, and R. Steinmetz, “Electric ap-

pliance classification based on distributed high resolution current sens-

ing,” in Local Computer Networks Workshops (LCN Workshops), 2012

IEEE 37th Conference on, pp. 999–1005, IEEE, 2012.

[21] A. Zoha, A. Gluhak, M. A. Imran, and S. Rajasegarar, “Non-intrusive

load monitoring approaches for disaggregated energy sensing: A sur-

vey,” Sensors, vol. 12, no. 12, pp. 16838–16866, 2012.



BIBLIOGRAPHY 135

[22] A. G. Ruzzelli, C. Nicolas, A. Schoofs, and G. M. O’Hare, “Real-

time recognition and profiling of appliances through a single electricity

sensor,” in Sensor Mesh and Ad Hoc Communications and Networks

(SECON), 2010 7th Annual IEEE Communications Society Conference

on, pp. 1–9, IEEE, 2010.

[23] “Zigbee alliance protocol,” IEEE Standard 802.15.4, 2006.

[24] “Osgi alliance: Open services gateway initiative -

https://www.osgi.org/,” 1999-. https://www.osgi.org/ [Online;

accessed 10-January-2017].

[25] A. Ridi, C. Gisler, and J. Hennebert, “Automatic identification of elec-

trical appliances using smart plugs,” in Systems, Signal Processing and

their Applications (WoSSPA), 2013 8th International Workshop on,

pp. 301–305, IEEE, 2013.

[26] S. Haykin, Neural networks: a comprehensive foundation. Prentice Hall

PTR, 1994.

[27] A. Foglar and S. Plosz, “Appliance profile specification,” 2008.

[28] M. Zeifman and K. Roth, “Nonintrusive appliance load monitoring:

Review and outlook,” IEEE Transactions on Consumer Electronics,

pp. 76–84, 2011.

[29] J. Lifton, M. Feldmeier, Y. Ono, C. Lewis, and J. A. Paradiso, “A

platform for ubiquitous sensor deployment in occupational and domestic

environments,” in Information Processing in Sensor Networks, 2007.

IPSN 2007. 6th International Symposium on, pp. 119–127, IEEE, 2007.

[30] B. Plugwise, “Plugwise circle,” Online: http://www. plugwise.

com/idplugtype-f/circle, 2010.

[31] A. Reinhardt, D. Burkhardt, P. S. Mogre, M. Zaheer, and R. Stein-

metz, “Smartmeter. kom: A low-cost wireless sensor for distributed

power metering,” in Local Computer Networks (LCN), 2011 IEEE 36th

Conference on, pp. 1032–1039, IEEE, 2011.

[32] C. Gisler, A. Ridi, D. Zujferey, O. A. Khaled, and J. Hennebert, “Appli-

ance consumption signature database and recognition test protocols,”

in Systems, Signal Processing and their Applications (WoSSPA), 2013

8th International Workshop on, pp. 336–341, IEEE, 2013.

[33] L. K. Norford and S. B. Leeb, “Non-intrusive electrical load monitor-

ing in commercial buildings based on steady-state and transient load-

detection algorithms,” Energy and Buildings, vol. 24, no. 1, pp. 51–64,

1996.



136 BIBLIOGRAPHY

[34] L. Farinaccio and R. Zmeureanu, “Using a pattern recognition approach

to disaggregate the total electricity consumption in a house into the

major end-uses,” Energy and Buildings, vol. 30, no. 3, pp. 245–259,

1999.

[35] M. Baranski and J. Voss, “Nonintrusive appliance load monitoring based

on an optical sensor,” in Power Tech Conference Proceedings, 2003

IEEE Bologna, vol. 4, pp. 8–pp, IEEE, 2003.

[36] M. Baranski and J. Voss, “Genetic algorithm for pattern detection in

nialm systems,” in Systems, Man and Cybernetics, 2004 IEEE Interna-

tional Conference on, vol. 4, pp. 3462–3468, IEEE, 2004.

[37] S. Drenker and A. Kader, “Nonintrusive monitoring of electric loads,”

Computer Applications in Power, IEEE, vol. 12, no. 4, pp. 47–51, 1999.

[38] H.-H. Chang, P.-C. Chien, L.-S. Lin, and N. Chen, “Feature extrac-

tion of non-intrusive load-monitoring system using genetic algorithm

in smart meters,” in e-Business Engineering (ICEBE), 2011 IEEE 8th

International Conference on, pp. 299–304, IEEE, 2011.

[39] M. B. Figueiredo, A. De Almeida, and B. Ribeiro, “An experimental

study on electrical signature identification of non-intrusive load moni-

toring (nilm) systems,” in Adaptive and Natural Computing Algorithms,

pp. 31–40, Springer, 2011.

[40] C. Laughman, K. Lee, R. Cox, S. Shaw, S. Leeb, L. Norford, and P. Arm-

strong, “Power signature analysis,” Power and Energy Magazine, IEEE,

vol. 1, no. 2, pp. 56–63, 2003.

[41] J. Li, S. West, and G. Platt, “Power decomposition based on svm regres-

sion,” in Modelling, Identification & Control (ICMIC), 2012 Proceedings

of International Conference on, pp. 1195–1199, IEEE, 2012.

[42] H.-H. Chang, C.-L. Lin, and J.-K. Lee, “Load identification in non in-

trusive load monitoring using steady-state and turn-on transient energy

algorithms,” in Computer supported cooperative work in design (cscwd),

2010 14th international conference on, pp. 27–32, IEEE, 2010.
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